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° 23.01 ZREiHRASHY Pod e5afER © trident-csi-*

° 23.01 K EHhRAFBIPodes & fER
* trident-controller-<generated id> F@FFIZEHZS Pod

* trident-node-<operating system>-<generated id> @A EIR Pod

* trident-operator-<generated id> #BANIE{EAER Pod
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* TridentProvisioner IREBEMLZA TridentOrchestrator {EFARANZEREIEAstra TridentflI B:TE
T8 o b9 ~ B 7ERSZEFTBIMEAL TridentOrchestrator MRIRFEAE T LIS E TR TR TridentwiBER
ZHE/F 4R spec.namespace ML o MAIUADEEHF "THFEHE"

EIEEE —FEH 4R
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WEAGRERMEEZEETF (20.07 £ 20.10 kR) ZEM Astra Trident BT TEREF AR
Trident EHFEZBH) :

@ * ## tridentProvisioner & tridentOrchestrator EAGMEEZBIYIHF
* fIf% TridentProvisioner ¥4 tridentprovisioner EFEKH

* 1% Astra Trident AR EFE AN EEEHEEE Fikds
* TERA)ZEE Astra Trident BYE[EI 4 ZE B &2 8E Astra Trident

Hap B M Tridenti2(FE Zdt
(RE] LR EH BN Trident BE T8 o FiAAstra TridenthRas21.01 R BRI IS G AL EHENELF o

FEYaZ Bl
BREEBENEHITHA Kubernetes 25 " iEHIKuberneteshiZs" o

1. B&3% Astra Trident ARZs -

./tridentctl -n trident version
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2. ﬁﬂUB%ﬁ%EEE%%EﬁﬁAstra Trident#TERSAY TridentEE F o HIU0 ~ MNREERE 22.01 A4k ~ FBHIT YIS

kubectl delete -f 22.01/trident-installer/deploy/bundle.yaml -n trident

3. MNBAER EETAMAREE Tridentorchestrator Bl « MERILUEEE Tridentorchest rator YIELUE
LA BY o BRI SR N B RIS B TridentRlcsi BB EES BB (S48 S S B IR IR
HNEE -

4. FRBERANTIRIENERERAE S YamliiEZEMAstra TridentiR A3 Z28EAstra Trident o I3 ~ IR T E A
Kubernetes 1.27 %24 Astra Trident 23.04 ~ FEH{T T3S :

kubectl create -f 23.04.0/trident-installer/deploy/bundle post 1 25.yaml

-n trident

Tridentiet—EEEASHER « AJBRZIEEEF « Il ZKuberneteshiR A~ Z L FBRIRIHI 1 ©

@ o HHHIT Kubernetes 1.24 SNEFRRASEIERE ~ 55FH "bunder_pre_1_25.yaml" °
o HIRIT Kubernetes 1.25 B HTARASHIEREE ~ 55 "bunder POST _1_25.yaml" ©

+
e

Trident&EE &85 IR A MAstra TridentZ 2 « WG EHF 4k E S EE HRIAIARZS

FHikena EEHLEANREE LK

AL R MREESET (20.07 F 2010 BR) - (225609 Astra Trident S/ T/EBEFH4R 5% E GoE0E
CES TR

FsEZ Al

TEERARIERREHBEERT FIEMY YAML 185
https://github.com/NetApp/trident/tree/stable/vXX.XxX/deploy/BUNDLE. YAML HA vxx.xx
ARRAARIEA BUNDLE. YAML AEFEMAEYamItEZR 458 o

1. B§#% TridentProvisioner IRA Trident BEERIARBES Tnstalled

kubectl describe tprov trident -n trident | grep Message: -A 3

Message: Trident installed
Status: Installed
Version: v20.10.1

() WRMEELR Updating - HEUEAALRIE | BEME - MBTRRGESEE 55
S0 B
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2. #3 TridentOrchestrator safEATridentZiEIZ R BEMIAVE B E R EITCRD ©

# Download the release required [23.04.0]

mkdir 23.04.0

cd 23.04.0

wget
https://github.com/NetApp/trident/releases/download/v23.04.0/trident-
installer-23.04.0.tar.gz

tar -xf trident-installer-23.04.0.tar.gz

cd trident-installer

kubectl create -f

deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml

3. fEAmREMBENER FEFBERMIER o
a. RSN ERNB &P o

pwd
/root/20.10.1/trident-installer

b. fiffer R EFEEERF ©

kubectl delete -f deploy/<BUNDLE.YAML> -n trident

serviceaccount "trident-operator" deleted
clusterrole.rbac.authorization.k8s.io "trident-operator" deleted
clusterrolebinding.rbac.authorization.k8s.io "trident-operator"
deleted

deployment.apps "trident-operator" deleted
podsecuritypolicy.policy "tridentoperatorpods" deleted

C. 7D Trident BEFEBMF o



kubectl get all -n trident

NAME READY STATUS RESTARTS AGE
pod/trident-csi-68d979fb85-dsrmn 6/6 Running 12 99d
pod/trident-csi-8jfhf 2/2 Running 6 105d
pod/trident-csi-jtnjz 2/2 Running 6 105d
pod/trident-csi-lcxvh 2/2 Running 8 105d
NAME TYPE CLUSTER-IP EXTERNAL-IP

PORT (S) AGE

service/trident-csi ClusterIP 10.108.174.125 <none>
34571/TCP, 9220/TCP 105d

NAME DESIRED CURRENT READY UP-TO-DATE
AVAILABLE NODE SELECTOR AGE
daemonset.apps/trident-csi 3 3 3 3

3 kubernetes.io/arch=amd64, kubernetes.io/os=1linux 105d
NAME READY UP-TO-DATE AVAILABLE AGE
deployment.apps/trident-csi 1/1 1 1 105d
NAME DESIRED CURRENT READY
AGE

replicaset.apps/trident-csi-68d979fb85 1 1 1

105d

4. CGER) NMREEENRZLZHEZEY -~ :5FH TridentProvisioner RIREREEEIIEETE | WE
tridentImage autosupportlmage s B MRRETFE ~ URIEMH imagePullsecrets) fBRdn
FHENEEFZ% « KEEDENEFE F A c MEFRIEMNTESEFE « 520 "HEEE" -

kubectl patch tprov <trident-provisioner-name> -n <trident-namespace>
-—type=merge -p '{"spec":{"debug":true}}'

S. L8t Trident BEHEEHEF
a. FRIEAINIEREBES o

pwd
/root/23.04.0/trident-installer

b. ZR—EsrREHPLZREEELENETF
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Tridenti2ft—(EEMAAKE - TARZISENT « IbAKubemeteshiARITIERINY
o

@ * BT Kubernetes 1.24 B R RRABIEEE ~ 55(ER "bunder_pre_1_25.yaml" °
* HH0#1T Kubernetes 1.25 SR EFThHRASHIEEE ~ 551FER "bunder_POST_1_25.yaml" o

kubectl create -f deploy/<BUNDLE.YAML>

serviceaccount/trident-operator created
clusterrole.rbac.authorization.k8s.io/trident-operator created
clusterrolebinding.rbac.authorization.k8s.io/trident-operator created
deployment.apps/trident-operator created
podsecuritypolicy.policy/tridentoperatorpods created

#A11l tridentProvisioners will be removed, including the CRD itself
kubectl get tprov -n trident

Error from server (NotFound): Unable to list "trident.netapp.io/vl,
Resource=tridentprovisioners": the server could not find the

requested resource (get tridentprovisioners.trident.netapp.io)

#tridentProvisioners are replaced by tridentOrchestrator
kubectl get torc

NAME AGE

trident 13s

C. MEAZTERIFH Trident Pod © o trident-controller MPod& B/ T 23.01H5| AMER&IE
il o

kubectl get pods -n trident

NAME READY STATUS RESTARTS
AGE

trident-controller-79df798bdc-m79dc 6/6 Running 0

Imdls

trident-node-linux-xrst8 2/2 Running 0

Imdls

trident-operator-5574dbbc68-nthijv 1/1 Running 0

Im52s

d. 7#:% Trident EEHEFFERRZS ©


https://github.com/NetApp/trident/tree/stable/v23.04/deploy/bundle_pre_1_25.yaml
https://github.com/NetApp/trident/tree/stable/v23.04/deploy/bundle_post_1_25.yaml

kubectl describe torc trident | grep Message -A 3

Message: Trident installed
Namespace: trident

Status: Installed
Version: v23.04.0

HakHelm B pYEEE Lok
FHITTHEER ~ A4RHelmBpYIREE %28t -

iFKubernetes# &M 1. 24 FHR E 1. 258 E#ThRZS ~ HE %% Astra Tridentfs « M AE
(D Fvales.yam|ZA SEERE excludePodSecurltyPollcy ES true L --set
excludePodSecurityPolicy=true & helm upgrade 85% » REBABEAIREE °

1. FEHEHBIAstra TridenthR s o
2. {#H nelm upgrade SSfIE trident-operator-23.04.0.tgz RMEEAHLRBIARZA o

helm upgrade <name> trident-operator-23.04.0.tgz

NREEVIR L ETHEREEMIFAREE (FIUFEE TridentMcsiBREBITAR ~ RETE &R
) ~EAfER —-set ATHFEARGMLTHEIELERR FHEEETERATERE °

fFlan ~ BEAYFEERME tridentDebug * #IT FIIGS

®

helm upgrade <name> trident-operator-23.04.0-custom.tgz --set
tridentDebug=true

3. H1T helm list LUFESREIRMERAERREIEHLK o HIT tridentctl logs LUIBEEAETENE o
4+

Trident&EE 85 IR A BYAstra TridentZ g€ ~ WG EHFA 4k E BEEEHRAARZS o

WIFEEERETR

e LI AR E R ARAY TridentiE & F tridentctl &8 ©

1. FTHEFHHAstra Tridenthas o



# Download the release required [23.04.0]

mkdir 23.04.0

cd 23.04.0

wget
https://github.com/NetApp/trident/releases/download/v22.01.1/trident-
installer-23.04.0.tar.gz

tar -xf trident-installer-23.04.0.tar.gz

cd trident-installer

2. 3] tridentorchestrator B:iEEFHICRD o

kubectl create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml

3. EE—EmRERTHEREHLENERT T o

kubectl create -f deploy/<BUNDLE.YAML>

serviceaccount/trident-operator created
clusterrole.rbac.authorization.k8s.io/trident-operator created
clusterrolebinding.rbac.authorization.k8s.io/trident-operator created
deployment.apps/trident-operator created

podsecuritypolicy.policy/tridentoperatorpods created

#Examine the pods in the Trident namespace

NAME READY STATUS RESTARTS AGE

trident-controller-79df798bdc-m79dc 6/6 Running 0 150d
trident-node-linux-xrst8 2/2 Running 0 150d
trident-operator-5574dbbc68-nthijv 1/1 Running 0 1m30s

4. 17 TridentOrchestrator AR L% Astra TridentBICR o



cat deploy/crds/tridentorchestrator cr.yaml
apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident

kubectl create -f deploy/crds/tridentorchestrator cr.yaml

#Examine the pods in the Trident namespace

NAME READY STATUS

trident-csi-79df798bdc-m79dc 6/6 Running
trident-csi-xrst8 2/2 Running
trident-operator-5574dbbc68-nthijv 1/1 Running

5. FEsR Trident EFAARZEFFERRZA ©

kubectl describe torc trident | grep Message -A 3

Message: Trident installed
Namespace: trident

Status: Installed
Version: v23.04.0

==
&

AR ISFIPVCS & BB R R -
fEAtridentctiZEITH AR
RO LUE R ZEFH 4RIRAE B Astra TridentZ2E tridentctl ©

{EEF 4% Astra Trident tridentctl

RESTARTS
0
0
0

AGE
im
Im
5mdls

fRbRZ M E L8 Astra TridentAI AT 4R o BIGAEFRZLEETridentF ~ A2 HIPREAstra TridentZBZEFr{EERY
HEHMETYS (PVe) MIHEHIEE (PV) o EAstra TridentBi43E « BECERIPV{IBIA4EEA « MAstra

Trident& TE AR INIEERRKAEBRNE LRE « SEEBEMRE -

BHsRZ Al
R EEAAR S A" ERFARZAET tridentetl ©
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1. ERPITHERR LIS tridentctl BFRE Astra Trident #HRARFAEEIR ~ 18 CRD FABREMIHBRD ©

./tridentctl uninstall -n <namespace>

2. EHLEE Astra Trident ° 552 "{E M tridentctiZ £ Astra Trident" o

() soEARRy - RERRERRNITRR -

{ERFAREIEE tridentctl
FHR1E ~ ] LUERESERMY Trident Kds (FIS0REE Volume Snapshot ) FRIZMHAVEEINAEE « FHRFA ARG

& tridentctl upgrade B8% ©
Pg

NREBEREEE « SEZIZ TR NFS o iSCS| 8R4 ZE CSI $82Y « LUFH Astra Trident RRYSTEEFTIN
BEEE o TridentiR VPV IEEATINAEEE o

FRItaZ Al
TERERMIRE R4 CSI BRI A « FEBTIIFIE !
* WEIBEAREBEARFIAHAIER o ST I AR & ARE T (H/FEN « WIEFEE o
* TEFHRES  PVRIEASBB/MAREN—BR DS - T EERASZEMEE -
© A EA R PV INEBILNPod © EAREEE Z AT ~ RAEZSTRARPOd ©
* WREEFHRAEZIPVCRIHAERE o TEFAHRZAT ~ FEBIRFIEARREEPVCSHIHIRE o

1. 9T kubectl get pv HAFIHPV o

kubectl get pv

NAME CAPACITY ACCESS MODES RECLAIM POLICY
STATUS CLAIM STORAGECLASS REASON AGE
default-pvc-1-a8475 1073741824 RWO Delete
Bound default/pvec-1 standard 19h
default-pvc-2-a8486 1073741824 RWO Delete
Bound default/pvc-2 standard 19h
default-pvc-3-a849e 1073741824 RWO Delete
Bound default/pvc-3 standard 19h
default-pvc-4-a84de 1073741824 RWO Delete
Bound default/pvc-4 standard 19h
trident 2G1 RWO Retain
Bound trident/trident 19h

BrRIBHEPVE/RTrident 20.07#BPAEIL netapp.io/trident EFEFRE !

2. #1717 kubectl describe pv MUEUSPVAYEFAHE K o
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kubectl describe pv default-pvc-2-a8486

Name: default-pvc-2-a8486
Labels: <none>
Annotations: pv.kubernetes.io/provisioned-by: netapp.io/trident
volume.beta.kubernetes.io/storage-class: standard
Finalizers: [kubernetes.io/pv-protection]
StorageClass: standard
Status: Bound
Claim: default/pvec-2
Reclaim Policy: Delete
Access Modes: RWO
VolumeMode: Filesystem
Capacity: 1073741824
Node Affinity: <none>
Message:
sSource:
Type: NFS (an NFS mount that lasts the lifetime of a pod)
Server: 10.XX.XX.XX
Path: /trid 1907 alpha default pvc 2 a8486
ReadOnly: false

PVEEREIM netapp.io/trident BIRECEIZIL  FHEANFS o &7 X$&Astra Tridenti2(HEIFFE
INRE ~ WEPVIEFA AR Tcsil $HEY o

- #19T tridentctl upgrade volume <name-of-trident-volume> fFEAstra Trident VolumeFt4k
EcsiFRMEIERS ©



./tridentctl get volumes -n trident

| default-pvc-2-a8486 | 1.0 GiB | standard
b052-423b-80d4-8fb491alda?22 | online |
| default-pvc-3-a849e | 1.0 GiB |
b052-423b-80d4-8fb491aldaz2 |
| default-pvc-1-a8475 | 1.0 GiB |
b052-423b-80d4-8fb491aldaz22 |
| default-pvc-4-a84de | 1.0 GiB |

b052-423b-80d4-8fb491aldaz22 |

true
standard
online | true
standard
online | true
standard

online | true

| default-pvc-2-a8486 | 1.0 GiB | standard

b052-423b-80d4-8fb491alda?22 | online | true

4. $1T kubectl describe pv MEEEEVolume2 &4 lcsi Volume]

| PROTOCOL |

_+ __________

| PROTOCOL |

| file |

(SCSI Volume)

cba6bfoad-

cbaocfoad-

cbaofoad-

cba6bfoad-

cbaobfoad-
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kubectl describe pv default-pvc-2-a8486

Name: default-pvc-2-a8486
Labels: <none>
Annotations: pv.kubernetes.io/provisioned-by: csi.trident.netapp.io
volume.beta.kubernetes.io/storage-class: standard
Finalizers: [kubernetes.io/pv-protection]
StorageClass: standard
Status: Bound
Claim: default/pvc-2
Reclaim Policy: Delete
Access Modes: RWO
VolumeMode: Filesystem
Capacity: 1073741824
Node Affinity: <none>
Message:
Source:
Type: CSI (a Container Storage Interface (CSI) volume
source)
Driver: csi.trident.netapp.io
VolumeHandle: default-pvc-2-a8486
ReadOnly: false
VolumeAttributes: backendUUID=c5a6f6a4-b052-423b-80d4~-
8fb491alda22

internalName=trid 1907 alpha default pvc 2 a8486
name=default-pvc-2-a8486
protocol=file

Events: <none>



RRIEE

Copyright © 2025 NetApp, Inc. FRTEFRE o GEEIR ° IHEREFMB ARASERET » MERARERE T
Eg&ﬁ%ﬁﬁu&ﬁﬂ?ﬁﬁ&ﬁﬁ % (B ~ EFTEm) B8 aiEFH - 8% - REREEEEFRERSR

9 NetApp hRIEERHTHRZ SRS RET FIIIREN REEHHH !

LEEREELA NETAPP TRER) 21 » AREAAREETRAVER » SEEFRNAERESEERREENEREZ
R > LB - RMEAIBERT > EREENRSENEMER EEEZEZIE « BN - MBI « 155k « &
SEFHTEMIRE (BEEFRRENBEMmIBRTE 25K ; £/ - BRSFIE LRRX | NEEEEDE) - &
it £ AL BE R LUE RS TUFREE A ~ BEESRIETS (BB EM) F75HE > NetApp AR
88 IMEERSNAERNIEZEFEZAREMSETRA o

NetApp 7 & FER £ B APt 2 (R R E BRI > -OARS1TEA o NetApp FEERERERAX PRtz EmimE
EREEET » FRIFEFIELEE NetApp EEHFEE - EANBEILLERT A EEREEMEFE « HIEESER
Hth NetApp & =M ERERIIET FERIRME

AFEMAFz EmZE—IE (8) ULRNEEFF - BSNEFISEREFREFFRE

BIRHERIEREE © BUTHRAIRIER « BRI AREEES DFARS 252.227-7013 (2014 £ 2 A) #1 FAR 52.227-
19 (2007 &£ 12 B) mfy TEMTERER) - JEmEIBERL & (b)(3) /N&RFFk Z PR ©

IEEFrE BN EEERN / WEERY (W FAR 2.101 FAER) HERISA NetApp, Inc. FiF © iRIBEA GRS
HBIFRE NetApp FMTERMERSREEBREENE » TEXZHMALERE - ZEBREFHRZERAS
JEERE ~ JFEGE « JFEIRE « 21K - BRARAMIENERER » ERNERBFASHIEERAISAFRAR
2 #E > WEREBITZENZENATER © IRIEAXSBERE » BRIEKRL NetApp Inc. EFIEEFTH » ~F
E1TER ~ 185 ~ ER B~ BITRETZER - ERIBNTE FREIFE 25T ol #F > ZE A DFARS R
252.227-7015(b) (2014 & 2 B) FritER] o

AR E

NETAPP ~ NETAPP 125§ http://www.netapp.com/TM Fr5l| Z {25192 NetApp, Inc. BIFEIE o SXHFRH R RFR
BHMARANERLE  MAHSEMEENERE > REEIE -

15


http://www.netapp.com/TM

	升級Astra Trident : Astra Trident
	目錄
	升級Astra Trident
	升級Astra Trident
	升級前的考量
	步驟 1 ：選取版本
	步驟 2 ：確定原始安裝方法
	步驟 3 ：選擇升級方法
	操作員變更

	與營運者一起升級
	使用Trident營運者進行升級
	升級叢集範圍的Trident操作員安裝
	升級命名空間範圍內的操作員安裝
	升級Helm型的營運者安裝
	從非營運者安裝升級

	使用tridentctl進行升級
	使用升級 Astra Trident tridentctl
	使用升級磁碟區 tridentctl



