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* BR#) xubectl get nodes A< RKEEEIREE TAELF EFTFIKUbernetesEREE ©

* ERAREREIER « [HRRKESETHENE °

RIBER S AR EEZ 7
HRRE  FEEEENRER -

T3k LR
TridentEHF (F&h) "RRAE L
TridentiE&EF (Helm) "R AL
tridentctl "EAE T B4R T
TR HEZE%EH

TWRILCRESERETTE o EHITILIRIEZAD « 55EZ R FAISIA

s REERIRIRZIEAstra TridenthF « SBIEAERBERN AL - MREEELE tridentetl ~ BEZERABERR
2B tridentctl ZEMUERZEE Astra Trident o [Efih « N RIE S EIREE—FESE - BIfEZREE



TridentOrchestrator MR spec.uninstall=true fEFRZEEAstra Trident ©

s NRTAEEBZIRU NANESEEARRIIE tridentctl BEZPEAstra Trident ~ EFEZIAREE
TridentOrchestrator MR spec.uninstall=true fEERZE Astra Trident o FAE MR
TridentOrchestrator MUKEEEIPE o RELETUFERALE tridentetl ©

s MREAFHVIREERTE « MEREFEAMUHemAERN Trident2/EE S E « (REZSLF IR
RIEE ~ ABBHITHelmZE o dNItE—23K « HemFAAESPE A B FAEZ RN FEM TridentiBE T - RN
EEM ~ BlHelmE! Trident&iE & IPE R G L « WEENERREIERMEEREER c NREA tridentet!
RIBEE ~ ST UEAUHemBERAVEE « MAZ EERRE o

HithBEN4EA8EE
EVMware TanzuZE 4R & ZE L Z 8 Astra TridentF ©

* RENAST RS AERN TFRR -

* o ——kubelet-dir HEIZMERE AkubeletBEHINIE o KTEER ~ 58 /var/vcap/data/kubelet ©

fERtEEkubeletilE --kubelet-dir BXIBEARTridentB&EF ~ Helm# tridentctl ZpE :

EATridentiREE L4
FHEIPETridentBE 7 (IZEE)

eI U FHE B TridentiB B FIRZ 8 Astra Trident o IEF2 R B AR K& Astra TridentPfr g it
DRMEBEELEERINZE - NMREENEMGELE « AER "BHEIERE" o

Astra Trident 23.04 HEEEH
1R JERDE 5B RAstra TridentlIEEE o
Al Astra Trid-LhsE BYE l</strong> <strong>

* Kubernetes 1.27 IRTEZ$E Trident o H4kKubernetesZ B FH 4k Trident ©

* Astra TridentfESANIRIE BRI B TZ B CAHRRREA ~ EBEMES find multipaths: no %
FRIE conflgZEm o

FERIEL ERIRAARE T (F B find multipaths: yes 5 find multipaths: smart ZEK
K. confiERPIEEEEBNEKRY © TridentiZZEEMA find multipaths: no B21.07hRARLA °

FEPE TridentBE 7 it Trident
B "ZEEE ATRFEEATSZELMEMY - AR EIEIF IS4 EEE o

RG22 Al

ERIALEZ A ~ 5B E ALinuxEH « ARBERCIEEERIEREFERN "SZEHKubernetesi= 5" MEKER L
EHIRERR o
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@ fEFOpenShift ~ A oc MIE kubectl TEUATEABEAIF ~ FHEHIT R  admin*BE A oc

login -u system:admin 3 oc login -u kube-admin ©

1. E@z¥KuberneteshRZs :

kubectl version

2. BB EIEEER -

kubectl auth can-i '"*' '*' —--all-namespaces

3. HESRIEPIARREN fE B Docker HUbBRIRAIPod ~ W3EBPodHERRIEMR ERFRAR ¢

kubectl run -i --tty ping --image=busybox --restart=Never --rm -- \
ping <management IP>

B . THTridentZEREREHR
Astra TridentZ&ERE X EH T S BE Tridenti2FE KLt Astra TridentFF B —1]] o T E L REE TridentZ24£72
BB ETARZS "GitHubB Assets@EE" o

wget https://github.com/NetApp/trident/releases/download/v23.04.0/trident-
installer-23.04.0.tar.gz

tar -xf trident-installer-23.04.0.tar.gz

cd trident-installer

WEF2 . #1I TridentOrchestrator R EXH
#BI TridentOrchestrator HiJE/REZ (CRD) o ¥l TridentOrchestrator HEBHIER °
AERAPEEMCRD YR EEEIRZS deploy/crds MJ2EIL TridentOrchestrator EFAEXRH

kubectl create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml

FTER3 | FETridentiEHE ¥

Astra Trident ZE RN IRIE—EEMHIESR - TRARZEEEFRIEERRNYIG - EREBESIEREFERTERER
ZREIREE KL Astra TridentlfE 5 757% ©

* HHHIT Kubernetes 1.24 S{ERhRAHIEE ~ 556/ bundle pre 1 25.yaml°
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* HHHIT Kubernetes 1.25 SRR AAVEREE ~ 5568/ bundle post 1 25.yaml ©

R Z Al

* IRETERS ~ Trident ZEREXETEFIEBEE F trident MAZEM o MWRE trident FRRATEBFAFEE
ERUTAEIL -

kubectl apply -f deploy/namespace.yaml

* AJTEIFM SR EEF B EE F trident BB ZEM ~ BH#f serviceaccount.yaml ©
clusterrolebinding.yaml #l operator.yaml MFAEFELEBSHES kustomization. yaml °

a. 37 kustomization.yaml FA TGS « HFESF <bundle> bundle pre 1 253
bundle post 1 25 LA Kubernetes HRAsZEHE o

cp kustomization <bundle>.yaml kustomization.yaml

b. FERAUTH<HEEMN (EFH <bundle> ) bundle pre 1 253 bundle post 1 25X
Kubernetes HrAs# £ o

kubectl kustomize deploy/ > deploy/<bundle>.yaml

1. BUBERIHELESE

kubectl create -f deploy/<bundle>.yaml

2. MEIBRIUERT - BENELE -

kubectl get all -n <operator-namespace>

@ Kubernetess= 5P R FEE*—EEH FHITERE* o AW TridentZEENZEZE o

STER4 . BI TridentOrchestrator WL Trident

SIRTERIUAFEAL TridentOrchestrator MiZEdEAstra Trident o &t AT LUERE "HETE Y TridentZ22E" EHF
B TridentOrchestrator Ri%
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kubectl create -f deploy/crds/tridentorchestrator cr.yaml

tridentorchestrator.trident.netapp.io/trident created

kubectl describe torc trident

Name :
Namespace:
Labels:

Annotations:
API Version:

trident

<none>
<none>
trident.netapp.io/vl

Kind: TridentOrchestrator
Spec:
Debug: true
Namespace: trident
Status:
Current Installation Params:
IPv6: false
Autosupport Hostname:
Autosupport Image: netapp/trident-autosupport:23.04
Autosupport Proxy:
Autosupport Serial Number:
Debug: true
Image Pull Secrets:
Image Registry:
k8sTimeout: 30
Kubelet Dir: /var/lib/kubelet
Log Format: text
Silence Autosupport: false
Trident Image: netapp/trident:23.04.0
Message: Trident installed Namespace:
trident
Status: Installed
Version: v23.04.0
Events:
Type Reason Age From Message —---——- —————-— ———— ——m= === Normal

Installing 74s trident-operator.netapp.io Installing Trident Normal

Installed 67s trident-operator.netapp.io Trident installed
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{fF TridentOrchestrator AkEE

N TridentOrchestrator FEHZEER TR ~ MEERZEMNTridenthZs o ZEEHARIAVKAE
TridentOrchestrator % ¥/E Installing & Installed o YIRKEEEE| railed IREE s MEEEEE
EBITIE ~ "BERE" o

N =REA
i 1R{EEIETT AL T B %4t Astra Trident

TridentOrchestrator CR.

O Zeit Astra TridentB i Th &4

IETEfRbRZEE A& ~ REE ETEAEIRZ S Astra Trident
spec.uninstall=true®°

[y Astra TridentB 2[R %24t

N RIEEEEREE  12H - THERRZE
Astra Trident ; #2{EA SR BEE SHMELEARRE MRS - W0
RIULAREEIFEET ~ B EERHEHE o

IETESEH SEEETEEMRANTE

T o TridentOrchestrator KfEMH - Z—EEEN
FEe

fEFEPodEIIARAR

ER] LSRR L RIPodAREE ~ HEER B E St Astra TridentZ 2L

kubectl get pods -n trident

NAME READY STATUS RESTARTS
AGE

trident-controller-7d466bf5c7-v4cpw 6/6 Running 0
Im

trident-node-linux-mr6zc 2/2 Running 0
Im

trident-node-linux-xrp7w 2/2 Running 0
Im

trident-node-linux-zh2jt 2/2 Running 0
Im

trident-operator-766f7b8658-1dzsv 1/1 Running 0
3m

{#M tridentctl

R LAER tridentctl B ZEER Astra TridenthR7s o
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./tridentctl -n trident version

o fmm e +
| SERVER VERSION | CLIENT VERSION |
fom e frmmm e +
| 23.04.0 | 23.04.0 |
Fom e oo +
%

RELEOIT "B BIRMGEEER - BEHEE « WiFHIEERE EPodh" o

FEFHETridentEBRF (BEHRIER)

eI U F B E TridentiBHF R Z EE Astra Trident o L2 F3E ﬁHEAH%Astra TridentFTEEM A
SMGREEMEERPINZE - IRECRENEMGER: « SBER "RESLEIER"

Astra Trident 23.04 HEEE
A BRERE 5B RAstra TridentlVEE & o
FAnt Astra Trid-Ihas BYEFfl</strong> <strong>

* Kubernetes 1.27 IR{E % 1E Trident ° F4kKubernetes Z B A H 4R Trident ©

* Astra TridentfESANIRIZ A ERI& 1T 2 BERSCAHRSHI(ER ~ BZMVES find multipaths: no %
ERRE conflEgZxH o

EAIFLERRSMHRTEA find multipaths: yes 3 find multipaths: smart ZEE
L .conflE PRI EGEEHE KM o TridentiEZH(ER find multipaths: no B21.07hRZASLAZR o

FHIETridentZBH F I L& Trident

WR "Z AT ATRFEEFTSZERLRMEMY - XATIRIREIEIF A2 4EEEIE o

FsaZ A

B ALinuxEH ~ BB HE T EEERIEEEENM "SZENKubernetess= &" MBKHER R ERRER o

@ A OpenShift ~ fFF oc MIF kubectl T TFEABEZHIF « sBLHIT RLE - admin*E A oc

login -u system:admin 8{ oc login -u kube-admin °
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1. E@z8KuberneteshRZs :

kubectl wversion

2. B R EEIEEREIR ¢

kubectl auth can-i '*' '*' —--agll-namespaces

3. FEsR R LARRBhfSEFADocker HubBR{&AYPod ~ M BPod AR EAR EHEF R4 ¢

kubectl run -i --tty ping --image=busybox --restart=Never --rm —-- \
ping <management IP>

FEE1 . THTridentZERAEH

Astra TridentZ &2 X EH B S ILE TridentiREE KLt Astra TridentFF BRI —1]] o T E L REE TridentZ2 212
RARETRRZS "GitHubY Assets@E&" o

wget https://github.com/NetApp/trident/releases/download/v23.04.0/trident-
installer-23.04.0.tar.gz

tar -xf trident-installer-23.04.0.tar.gz

cd trident-installer

WER2 : #17 TridentOrchestrator R EXH

L:‘Z TridentOrchestrator HEJE/REEZ (CRD) o i1 TridentOrchestrator HEBHFIEIR ©
AEAPEERNCRD YK FEiERZS deploy/crds M2 TridentOrchestrator FEXA ©

kubectl create -f deploy/crds/<VERSION>.yaml

TER3 | BRI FERNERIE

£9 /deploy/operator.yaml ~ B#f image: docker.io/netapp/trident-operator:23.04.0 X
R BRBRIG S ERRVAIE © BBV "TridentflcsiFZ A" BIAIN —EERH AR EEEF ~ BFFBRISCSIBREGERK AL
RRE—EZEERH o FU0 :

* image: <your-registry>/trident-operator:23.04. 0 YNRIGHYBMRERLHS BB —E R o

image: <your-registry>/netapp/trident-operator:23.04.0 WETridentBREERAcsiBRER L
HRRAE RS o
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SR 4 . ZE Trident EEF

Astra TridentZ2&ERR IR H—EEHIER « TRARLEETFREILERFNYMYG - ERASERSERTERAR
EBIREE KL Astra Tridentlf R 7% ©

* HIHIT Kubernetes 1.24 S{E R hRAHIEE ~ 5518/ bundle_pre_1 25.yaml °
* HITHAIT Kubernetes 1.25 SYEFARAMRE ~ 55 bundle post 1 25.yaml °

G Z Al

* IRETERR © Trident ZEREXTEFIEBEE F trident MAZEM o WRE trident FRRTEBAFEE
ERUTANEIL :

kubectl apply -f deploy/namespace.yaml

* OJTEIFMSREM T BER F trident SHZER ~ T serviceaccount. yaml »
clusterrolebinding.yaml # operator.yaml } WFRAEEERMEASGIESR kustomization. yaml °©

a. #17 kustomization.yaml EATF&< « HFEZF <bundle> bundle pre 1 255
bundle post 1 25 LA Kubernetes hrRZAs % &M o

cp kustomization <bundle>.yaml kustomization.yaml

b. FERAMUTHSHEENS (HFH <bundle> ) bundle pre 1 253 bundle post 1 2554
Kubernetes hrzs2EHE o

kubectl kustomize deploy/ > deploy/<bundle>.yaml

1. BUBERIHELESE

kubectl kustomize deploy/ > deploy/<bundle>.yaml

2. RERIUERTF « MEMEARE -

kubectl get all -n <operator-namespace>

(D) Kubemetest s REA —EBHTHITIER" © SBVRY Trident BB ENSEHE o

PR 5 | BIPAIGRESRAIE TridentOrchestrator

&EY "TridentfllcsifZ&" ATUUR —EE R AR EERF  (EFFERISCSIBGEBABAIIRE—ES R o B
deploy/crds/tridentorchestrator cr.yaml RIEEIRAAASHTILERIMOGI B FRAE ©
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—{EE B RIBR{R

imageRegistry: "<your-registry>"
autosupportImage: "<your-registry>/trident-autosupport:23.04"
tridentImage: "<your-registry>/trident:23.04.0"

REEEPRIBRE
WL ZAMIN sig-storage E imageRegistry EARRIMNELRIE o

imageRegistry: "<your-registry>/sig-storage"
autosupportImage: "<your-registry>/netapp/trident-autosupport:23.04"
tridentImage: "<your-registry>/netapp/trident:23.04.0"

TER 6 | B TridentOrchestrator W& Trident

EIRTERIAEEAL TridentOrchestrator MiZ28EAstra Trident o &t R LEERE—F "HETE I TridentZ22E" {6

BB Tridentorchestrator MR T EEHIE R TridentEcsiRB N FRBEFRHHIRE -
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kubectl create -f deploy/crds/tridentorchestrator cr.yaml
tridentorchestrator.trident.netapp.io/trident created

kubectl describe torc trident

Name : trident
Namespace:
Labels: <none>

Annotations: <none>
API Version: trident.netapp.io/vl
Kind: TridentOrchestrator

Spec:
Autosupport Image: <your-registry>/netapp/trident-autosupport:23.04
Debug: true

Image Registry: <your-registry>/sig-storage
Namespace: trident
Trident Image: <your-registry>/netapp/trident:23.04.0
Status:
Current Installation Params:
IPv6: false

Autosupport Hostname:

Autosupport Image: <your-registry>/netapp/trident-
autosupport:23.04

Autosupport Proxy:

Autosupport Serial Number:

Debug: true
Http Request Timeout: 90s
Image Pull Secrets:
Image Registry: <your-registry>/sig-storage
k8sTimeout: 30
Kubelet Dir: /var/lib/kubelet
Log Format: text
Probe Port: 17546
Silence Autosupport: false
Trident Image: <your-registry>/netapp/trident:23.04.0
Message: Trident installed
Namespace: trident
Status: Installed
Version: v23.04.0
Events:
Type Reason Age From Message —-—--——- —-—————-— ———— ——m= === Normal

Installing 74s trident-operator.netapp.io Installing Trident Normal
Installed 67s trident-operator.netapp.io Trident installed
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{£F TridentOrchestrator ikfE

ARRE TridentOrchestrator IEHEEEE I « WEERZEEMN TridenthRZs o ZEEHARIRVAREE
TridentOrchestrator % 3K/E Installing & Installed o YIRKEEEE| railed IREE s MEZEEE
EBITIRE ~ "RERER" o

ARER R BA

Tk 12EEIEE AL T BEZ4tAstra Trident
TridentOrchestrator CR.

B&ik Astra TridentE2 B IhZe8E o

IETEfRRRZEE A& ~ 121FE E1ERbRZEEAstra Trident
spec.uninstall=true°

B fRbRLEE Astra TridentE f2FR %28 o

E:1 RIEERARE « B - ETEREE
Astra Trident ; $2{EA &% BENESHCULARREIRIE - U0
RIULARBEIFEEFTE ~ BB EERH#HHE o

IEEEH EERILEENIRANSEE o

it ° TridentOrchestrator KR{EH - B—EEEH
FEo

{EFAPodEILARAE

1 E] LUIE BRI AYPodAREE ~ FESRE S ESThlAstra TridentZ24t :

kubectl get pods -n trident

NAME READY STATUS RESTARTS
AGE

trident-controller-7d466bf5c7-v4cpw 6/6 Running 0
Im

trident-node-linux-mr6zc 2/2 Running 0
Im

trident-node-linux-xrp7w 2/2 Running 0
Im

trident-node-linux-zh2jt 2/2 Running 0
Im

trident-operator-766£7b8658-1dzsv 1/1 Running 0
3m
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{£M tridentctl

eI LAER tridentctl B ZER Astra TridenthiR7s o

./tridentctl -n trident version

fom e o +

| SERVER VERSION | CLIENT VERSION |

Fom e o m e +

| 23.04.0 | 23.04.0 |

fom e from e +
T

MELEAILT "B RImA#EFER - BEEWRE « TR E #MEEIPod " -

FEEHelmZETridentBE ¥ (IE#ER)

IEEIUERE TridentBEH F ~ A FAHelmZEEAstra Trident o ILIZFEAR K& Astra

00

TridentFf BN B RMRERREFELAERTNRE - MREAMEREEE - 5HER "R
HERF"

Astra Trident 23.04 HEEEH
R JERIE 5B RAstra TridentlIEEE: o
FAfitAstra Trid-Ih5E FYEfl</strong> <strong>

* Kubernetes 1.27 IRTEZ1E Trident ° FA&kKubernetes Z st H &k Trident o

* Astra TridentfESANIRIEFF BRSBTS ERRISAHREAER ~ EB3EBHI(ES find multipaths: no %
BERE conflEZEr o

ERIEZERSABREER find multipaths: yes 8 find multipaths: smart ZEH
& confiEEZERREG TR R o TridentiZEEM find multipaths: no H21.07hRZASLAZK o

EBETridentiZ(ES - L fFFHelmZ &£ Astra Trident

@A Trident "EfE" K] UZBETridentBE F ~ MiE B—PEEHR LR Trident o
B "ZEET ATRFEERSZELRMEMY - XAGNIRIEEIEIF R85 o

ez Al
HESM "ERFB ST RIFM" WHFEK "HelmpRZ3"

1. #1%Astra Trident Helm{#17E -
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helm repo add netapp-trident https://netapp.github.io/trident-helm-chart

2. ff helm install WiSELELTE « MTFHIFATR 23.04.0 BEELIER Astra TridenthiRZs o

helm install <name> netapp-trident/trident-operator --version 23.04.0
-—-create-namespace --namespace <trident-namespace>

() MREEEATdentRIHHZERM -—create-namespace SHFBRILBINIHEZER o

f&;ﬂﬂﬁﬁﬁ helm list GHEMRAZEFMER « Gl « fhRZEM ~ B3R - K8 « BREERIRE ~ METHR
gt ©

EREHREEARER
ZEIAFAEMBEEAEERNNG A

HEIH siLPA

--values (8 -f) IEEAABRENYamITES - EAINZIETE « RAE
HERERGE% -

--set TS LISE B o

BIgN ~ SEHTARIE debug BHIT FIILER ~--set BLMUE 23.04.0 BELIEMAstra TridenthRZs :

helm install <name> netapp-trident/trident-operator --version 23.04.0
--create-namespace --namespace --set tridentDebug=true

IERAEH values. yaml #8ZEE Helm BIRE—E D ~ IRHIZEBE R HER(E ©

T Hdi i

nodeSelector Pod $5/RRVENRAIEE

podAnnotations Pod sF#

deploymentAnnotations EPETRE

tolerations Pod $5RRIAEEINEE

affinity Pod 15/ kB RAEHME

tridentControllerPluginNod Y Pod BIEMEIELEEENES o :5 2

eSelector RE BRARIEHI2S Pod FN&AELS Pod LA
BSSHAER o
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I
tridentControllerPluginTol

erations

tridentNodePluginNodeSelec
tor

tridentNodePluginToleratio
ns

imageRegistry

imagePullPolicy

imagePullSecrets

kubeletDir

operatorLogLevel

operatorDebug

operatorImage

operatorImageTag

tridentIPvo

tridentK8sTimeout

tridentHttpRequestTimeout

tridentSilenceAutosupport

tridentAutosupportImageTag

tridentAutosupportProxy

=R EH

&% Pod B Kubernetes A% © 35
27 BRI HI28 Pod ANEREL Pod
L ERSEF4E R o

R Pod BEMhETELEEENES © 552
RS B ARIZE 28 Pod FNERELE Pod WA
ESEEAAE L o

&2 Pod By Kubernetes ‘A% © 35
S5 BRI HI28 Pod AEREL Pod
L RS E R o

AR EEE trident-operator

‘trident MEMEK o REBZELUE

ZTERIE ©
REMMGRAIHRR] trident-

operator °

REMNRARPIHME trident-
operator » ‘trident F1EMEER o

AREFER kubelet REFRASHY (L

Ho

FFF Trident EHE FHECEREBRRTE
# . trace ™ debug® info*
warn ™ error B{ fatal °

AEFE Trident BEFHICERBARER
A{ass o

AAZTEEBRIMAR trident-
operator °

AFERHBEE trident-
operator B o

F2EF Astra Trident 7£ IPv6 EZ&EHiE

fE o
BE A4 Kubernetes API {E2RY

THEE 30 #Ey (WIRIEZ -~ AT

AEBAI) o

LA HTTP ESREVFERR 90 Fhiaubs

0s EBRRVEERFHERE o TAsT
fER&E -

B2 Astra Trident FEHA
AutoSupport $R%5 ©

B]BE Astra Trident AutoSupport
ResHIMRIZLD o

#EF Astra Trident AutoSupport &
257518 HTTP Proxy $#3TE:E[0O]
éﬁo

IfNotPresent

'Ivar/lib/kubelet'

n infO"

true

false

"905"

false

<version>
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IR

tridentLogFormat

tridentDisableAuditLog

tridentLogLevel

tridentDebug

tridentLogWorkflows

tridentLoglLayers

tridentImage

tridentImageTag

tridentProbePort

windows

enableForceDetach

excludePodSecurityPolicy

BRARIEHIZR Pod FIEAZL Pod

s ER

2R Astra Trident 2880 (text
o yson) ©°

{£F8 Astra Trident #0812 o
EFHE Astra Trident FUECERB ARER

A . trace ™ debug ™ info
warn > error B{ “fatale°

SEFHE Astra Trident BYECER/E 45
# debug °

AFFEUREER Astra Trident T1E
Eiﬁ% s BT BHE 8T sT ERIM
I| o

SEFEYYFER Astra Trident
|8 ~ LEEITE Ut e iR e sRiNE o

REFREEEH Astra Trident FIES
& o

A& % Astra Trident BYSEAIZEEE o

=
HoxX

"text"

true

Al infO"

false

AEHBEE Kubernetes SEM / &M "

BREFERNTARERE

AEFIE Windows T N2 FZedE
Astra Trident ©

AEFEN SRS D BETNAE ©
REIEER Pod £2M4RA o

false

false

false

Astra Trident LAE—1EH25 Pod B9 X#TT ~ WEREPHNESE T EERL_LIRHERRE Pod ° &ifk Pod MZETE
{F{AJAEE 4L & Astra Trident Volume BY 14 E#1T ©

Kubernetes "8i2535EE 23" # "B DA 52" ARSI Pod TE45E HIRIFRVEIEL L3147 o (R T ControllerPlugin'
1 # NodePlugin » &R LUISERFIFIE M o

* PEHIEBRIMIE A R EEHIR B ERECE R EIE « HIMNIREBAEER/N o
* BRSMIE N SR IERH AT R BN EERERIEE

T
HEEAUT "B B ENGETER  REHRTEE « TSt EHEEIPodd"
FEFAHeImZE TridentEE F (BE4RIETL)

A LAEFE TridenBEE F ~ M FEAHelmZ4EAstra Trident o L2 F AR & Astra Trident
FREMN BB GRHEELEERPNZE c- MRIIEIEREGELE « sAFER "IZEILER
%" o
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Astra Trident 23.04 FIEEEZH

T AR T 5B RAAstra TridentfIEE & ©

ANy

Fint Astra Trid-Ihas BYEFfl</strong> <strong>

* Kubernetes 1.27 IR7E % 1E Trident ° F4kKubernetes ZBiAcH 4R Trident ©

* Astra TridentfESANIRIE R EIRMIT S ERRISAHRRRIER ~ BZMES find multipaths: no &%
RIS configZEH o

ERIFZ BB FE find multipaths: yes =17 find multipaths: smart ZE
R .conflEZPRIEEEBHEKR o TridentiEZE(EMA find multipaths: no B21.07hRALAK ©

EBE TridentiZ(ES - L FAHelmZ &£ Astra Trident

{EATrident "EfE" O] UEBETridentBE F ~ MiEB—PEEHRZ R Trident ©
W "TEEE ATHRFRENESZELRMEN - TACNIRIREIZEF RS o

I

RG22 Al
HESM "BRFB AT RIFM" BB K "HelmpRZs3"

1. ¥t Astra Trident Helm{#7£/E -

helm repo add netapp-trident https://netapp.github.io/trident-helm-chart

2. {3 helm install WHEEEBBMIREELRUBMRE o LR "TridentflcsiFZ & IR — BB ERE TR

HEERF « BFFBRISCSIBMGERL AN E—EE SRR  7EEHIF » 23.04.0 BIEEZERAstra Trident

RS o
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—{EE B RIBR{R

helm install <name> netapp-trident/trident-operator --version
23.04.0 --set imageRegistry=<your-registry> --create-namespace
-—-namespace <trident-namespace>

FEIEEEPRIBRE
,(_'RLZ\?EW'”JD sig-storage & imageRegistry FEREREMEERE °

helm install <name> netapp-trident/trident-operator --version
23.04.0 --set imageRegistry=<your-registry>/sig-storage --set
operatorImage=<your-registry>/netapp/trident-operator:23.04.0 --set
tridentAutosupportImage=<your-registry>/netapp/trident-
autosupport:23.04 --set tridentImage=<your-
registry>/netapp/trident:23.04.0 --create-namespace --namespace
<trident-namespace>

@ MBI B ATrident}EIL A TR --create-namespace 2EARTEIEEIMNITZ TR ©

;_JL,UEH% helm list AEMBILEFMER  HIINLHE » s « B* - AR5 ~ BARREIURE « MESTHR
5

FEZEHREEREARER
L HIRE A B ERAARERN G E ¢

IR s

--values (8 -£) EEABBRMNYamItEE - BAIUSTIETE  RAE
FIERZ B -

--set Ea<eY LiIsE B -

BN ~ B EMTERIE debug BHIT ML E --set ApSAIE 23.04.0 BELIEM Astra TridenthRZs :

helm install <name> netapp-trident/trident-operator --version 23.04.0
--create-namespace --namespace --set tridentDebug=true

AERGIEIE

HERAEF] values. yaml tEZFEE Helm BEIRMN—E9 - BB E R ETERE
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nodeSelector
podAnnotations
deploymentAnnotations
tolerations

affinity
tridentControllerPluginNod

eSelector

tridentControllerPluginTol
erations

tridentNodePluginNodeSelec
tor

tridentNodePluginToleratio
ns

imageRegistry

imagePullPolicy

imagePullSecrets

kubeletDir

operatorLogLevel

operatorDebug

operatorImage

operatorImageTag

tridentIPvo

tridentK8sTimeout

SR

Pod 15Kk ENRLIRE
Pod 31&

HEERE

Pod $5kHI S $ETHAE
Pod #&IKHY R IE

it Pod BUELfthENEHEENES © 552
RS BEARIZHI22 Pod FEREL Pod XL
ESEHAE R o

&= Pod B Kubernetes ‘A% o 35

S5 BRAEIEHI23 Pod MERRL Pod
MESFHAAER] -

FARt Pod RYELENRGEEERES © 552
R BEARIEHI2S Pod FEGEL Pod ML
B SEAEEE] o

E X Pod BJ Kubernetes ‘AZ © &
S5 BEARITHI28 Pod FENRS Pod
MESFHAER -

A REYE Rk trident-operator ©
‘trident MEMFER o REEEUE
ZTERE °

R EMBRGRIIERA trident-
operator ®°

RENTBIEMWE trident-
operator * “trident 1 EMF AR o
RFFES kubelet RIEBHRAEAY F 1AL
B o

Fo5F Trident BH FHIGCERE ARRTE
# . trace ™ debug® info*
warn ™ error 3 “fatale
FAEFHF Trident EE FHIECERE 4R %
#IaEE -

RHFTEEHRNMER trident -
operator °

RHFEZHIER trident-
operator & o

fEF Astra Trident 7 IPv6 & HE
{E o

BB AED Kubernetes APl 1E2H
8% 30 fhabs (WIRIEF ~ BUAFD
AE) o

IfNotPresent

'var/lib/kubelet’'

"info"

true

false
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IR 55 AA AR

tridentHttpRequestTimeout WEML HTTP E3RAVFEL 90 FLERF "90s"
0s EERFAVEIRFFERRE o AT
EFR&E -

tridentSilenceRutosupport BI{ZF Astra Trident EHA false
AutoSupport $R%5 °

tridentAutosupportImageTag HJ7& % Astra Trident AutoSupport <version>
ARAIRRITC ©

tridentAutosupportProxy FEF Astra Trident AutoSupport &
253518 HTTP Proxy $#3TE:E[0]
3 o

tridentLogFormat 2 7E Astra Trident SEERE T (text  "text"

g json) ©
tridentDisableAuditLog {2 Astra Trident fE1ZsCERIET0 ©  true

tridentLogLevel A Astra Trident BYECEREARER  "info"
A . trace ™ debug™ info»
warn ® error 8y ‘fatal °

tridentDebug AEFHE Astra Trident FUECER/B4RER  false
#5 debug °©
tridentLogWorkflows AEFEUBYEER Astra Trident TfE "
TRAE ~ LUETTIEMtEC EREEC BRI
i o
tridentLogLayers AEFEUAYSER Astra Trident "
s DUEITBHEGC Bk se BRI ©
tridentImage SEFSTEE B Astra Trident BY5 "
R o
tridentImageTag AIEE Astra Trident IS IZsC "
tridentProbePort AFFEE Kubernetes J&I4%E / BEE "
REFTERTERERIR ©
windows SFF1E Windows T {EEREL FZed false
Astra Trident °
enableForceDetach DEFEY R4S BETHAE © false

excludePodSecurityPolicy RIBIEER Pod Z2M4RE| o false

BRARYEHIZE Pod FIEAES Pod

Astra Trident LA B —#51238 Pod BIFE 81T ~ MEEETHISE T IEETS, IR HEIEL Pod © B34 Pod AZETE
A8 E 4L & Astra Trident Volume BYEHE _E# 1T ©

Kubernetes "2 E 25" # "B LA 54" ARSI Pod TE45E S RIFAVETEL L#14T  ©H T ControllerPlugin'
] # NodePlugin » A LUISERFIFIE K o

* RSN RN P RIZHRE B RECE R EIE « BIGIRERFAERE R/
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* BRSMMEN SRR IERH AT R B I EERERIREE

T—5
RIS T "R A AER  FEEHAEE « SRR B A EIPod" o

BiITridenti2FE &5

TridentEE F o[ B ERATP B MR E5TAstra TridentZ3E TridentOrchestrator R
MINRECEEEFTTZREABTLUIMIAR TridentOrchestrator 5|8 ~ 5EEEH
tridentctl EEX BTN YAML BiVEE « UHEEZTETEX -

BEARI412S Pod FERZS Pod

Astra Trident @ LA E—#EH123 Pod 2T ~ MEREFHIEE TR, IR HETRE Pod © B3 Pod WAZETE
1R {8 E £ Astra Trident Volume B4 E#11T

Kubernetes "Ei#5EEEN 2" Fl "A D F5 4" AIRRE Pod TE4 E HIRIFHIEIEL_E#4T © £A T ControllerPlugin’
1 # NodePlugin > EAJLUISERFIFIE R o

* EHISRIMIMERX AT RIZHIR R BIRACE EEIE « FIMNREBAIAEE KR/
* BRIMUE X G RIBERGHF R BN E RIS o
ARREEEIR
spec.namespace FEH5RE TridentOrchestrator ¥/ Astra Trident Z2EAYaR 4 ZEM © ItE

@ SYHEHE R Astra Trident 2 BEH* o BB S TridentOrchestrator BEEA
BIAREE Failed o Astra TridentRiTE IS L TRIBE o

NREF4HERPA TridentOrchestrator B o

W

54 s BA TE:%
namespace AR Z4kAstra TridentlVee B =R "FER"
debug B Astra TridentB9{a$EIhAE 5

enableForceDetach ontap-san # ontap-san- false
economy 120R

£ Kubernetes Non-Graceful Node
Shutdown (NGNS) —iBEE -

RS TSN ENRLEERE
B~ MEHEHEEN T FaH%E
SREEIER o

* 55 23.04 BNEERINEE o * B2
[T EEAVEEAAE N UESEERE
HERL -

windows |ES true AJEWindows T{EEfl &5
B FZedt o
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#

uselIPvo6
k8sTimeout

silenceAutosupport

autosupportImage

autosupportProxy

uninstall

logFormat

tridentImage

imageRegistry

kubeletDir

wipeout

imagePullSecrets

imagePullPolicy

controllerPluginNodeSelect
or

controllerPluginToleration
S

nodePluginNodeSelector
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=R EH
BiBIPv6ZEEAstra Trident
Kubernetes{E2 i8R

/018 AutoSupport B4R S HIE
Z NetApp
EE]

ERNA 2R R AutoSupport

FAA{E3% AutoSupport B9 Proxy {iI
Hk 1 %R
el

AR EERZIE Astra TridentBYFEAE
E(FAMAstra Tridenti iR &=,

[text ~ json]
B LA Astra TridentBR{&
RERE ERRVERTE ~ #8T0

<registry
FQDN> [ :port] [/subpath]

Ei% FEkubelet B $#ERIE

EIFRABITRER RN EIRRE
Astra Trident

R RERE B EER R R

R E TridentiEH FHIR B IR EUR
Al - BRERSE :

Always KIERIHRE o

IfNotPresent f%%ﬁﬁgﬁiﬁ*ﬁ

TEBRIRBF A SR AR (R ©

Never KEAEZHFRE o

p=]

30%

"NetApp/trident B&1Z$& : 23.07"

ll<a
href="http://proxy.example.com:888
8""
class="bare">http://proxy.example.
com:8888"</a>

[ NetApp/Trident : 23.07 |

"k8s.gcr.io/sig-storage  ( k8s 1.19+

g I quay.io/k8scsi J
"Ivar/lib/kubelet"

IfNotPresent

At Pod BYEfhERREEEERES - 18I0 EFARE ; BEA

BL1EE]

pod.spec.nodeSelector °

£ 5 Pod Y Kubernetes AZE © &
TEELERIRIAR T

pod.spec.Tolerations ©

Rt Pod BYEfhERFAEEERES © T0

B8]

pod.spec.nodeSelector ©

mER(E ; ER

m¥ARE ; A



2¥ sREA TR
nodePluginTolerations &S Pod By Kubernetes AZ o 8  HETER(E ; =
MRS TC

pod.spec.Tolerations ©
()  OBEHRICPodSHIEEEN « $SB HPodiE AR o

SR D BERYEFAE R

AILAERE &% 2B ontap-san # ontap-san-economy 1£[R o BUA&EHI DB Z AT ~ 7B TE Kubernetes &
& FRYAFEERERERAE (NGNS ) o WFEFFME ~ 552/ "Kubernetes . JEIE EEIRARATE" ©

HI¢ Astra Trident {08 Kubernetes NGNS ~ EILEFE71#8FR out-of-service AR IEERIERE
(D =% BNSFHRAETTERNIEARAL - IRTEEERRBRSR  TESLRE
IRERHREE -

Z Kubernetes & EIEEE IS node. kubernetes.io/out-of-service=nodeshutdown:NoExecute
TSEIENEEF] enableForceDetach 524 true ~ Astra Trident i&REEIEEARAE ~ iIf -

1. (ISR HREE A IR 1/0 77EY ©
2. #% Astra Trident EiEE¥IHAZEC% dirty REARBAZER) o

Trident =523 ZIEEMBVEEM Volume EXR ~ BRIFIMEMTESERA L (EEiLs2E)
dirty) ° 7E Astra Trident SEZ0ESFERIEE Z Al ~ {ERILUEEAY PVC HERERN T FE s (BIEE
=EHMEESEERNEZER) BAIWIER clean (FTHIREHZ2M) o

= RSO TRE BMIBRISEYIEF « Astra Trident 75 -

1. R BPRENRS BRI S B MERIE o

2. MNREFFHNIL cleanable AREE (RFFINTEEEHBER « BIRAIIH Ready #RRE) EFFIABREHMRE
ERZFFHY ~ Astra Trident i E R IR ERTIZINA clean M SFFHTEEITHIRAIRE I BORS o

AEREEE

oI EEERFERALIMEBMN TridentOrchestrator MBI o
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g1 BEAXBETHERR

ERESBTHERRREE

cat deploy/crds/tridentorchestrator cr imagepullsecrets.yaml
apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullSecrets:

- thisisasecret

#H2 : ERMAENSRETEE

I EE 5 ER BRYN (I i AR BR R R A 23 SR B0 E Trident :

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
controllerPluginNodeSelector:
nodetype: master
nodePluginNodeSelector:
storage: netapp
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#3 : ERETEWindows T{FEi% L

LEEAEERBAYNAIE Windows T{EERG FiEITEE -

cat deploy/crds/tridentorchestrator cr.yaml
apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident

windows: true

{# FAtridentctlZ24E

{EBtridentctiZedt

A LUfE A %28t Astra Trident tridentctl o LR FEAM G Astra TridentFT BRI B 258
REELEERDIHAMEFELEEEDINZE - LEFTER tridentcetl ZE ~ BHRHE
"B AEE" o

Astra Trident 23.04 FIEEEH

S ERE T 5 B RiAstra TridentfI EEE: o
FifitAstra Trid-Ih5E BYE Hl</strong> <strong>

* Kubernetes 1.27 IRTEZ1E Trident ° F&kKubernetes Z iS4k Trident ©

* Astra TridentfESANIRIE R EARMIT L ERRISAHREAVER ~ B5BAES find multipaths: no &%
ERR1E confiEZe o

ERIFZERSAHREEER find multipaths: yes 8( find multipaths: smart ZEE
R .conflEZHPIEETEHHE KM o TridentiEZEMEMA find multipaths: no B21.07hRARLARK o

{E %4t Astra Trident tridentctl
R "ZEEE AT RFRERTESZELMEYS - MALNIRIEEZEIF R ZEE

ez Al
ERWBREZA « FRBEALinuxE « AREDCETEEEREREFRN "TiEKubernetess= 5" M AR L
ZHHER o
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@ fEFOpenShift ~ A oc MIE kubectl TEUATEABEAIF ~ FHEHIT R  admin*BE A oc

login -u system:admin 3 oc login -u kube-admin ©

1. E@z¥KuberneteshRZs :

kubectl version

2. BB EIEEER -

kubectl auth can-i '"*' '*' —--all-namespaces

3. HESRIEPIARREN fE B Docker HUbBRIRAIPod ~ W3EBPodHERRIEMR ERFRAR ¢

kubectl run -i --tty ping --image=busybox --restart=Never --rm -- \
ping <management IP>

SRR | TETridentZEREN

Astra TridentZ &2 XN EMHEE I Trident pod ~ 527 FAZRAEF EARRRICRDIIMY ~ AR Ecsi sidecarlABITE
FECEMBEIEEMMINERE T HEBE o X TEHUFEITridentZEEZXIRFTARZAS "GitHubHY_Assetsl&@EL" o
safE A <trident-installer-XX.XX X tar.gz> f&FriERJAstra TridenthR A< 2R EFRFEFIHAI_SUR__ ©

wget https://github.com/NetApp/trident/releases/download/v23.04.0/trident-
installer-23.04.0.tar.gz

tar -xf trident-installer-23.04.0.tar.gz

cd trident-installer

SWER 2 it Astra Trident

BT ~ TR R =R &8t Astra Trident tridentctl install 8% o AL EM S| BERIEEIREE
BRIE o

34


https://github.com/NetApp/trident/releases/latest
https://github.com/NetApp/trident/releases/latest
https://github.com/NetApp/trident/releases/latest
https://github.com/NetApp/trident/releases/latest
https://github.com/NetApp/trident/releases/latest
https://github.com/NetApp/trident/releases/latest
https://github.com/NetApp/trident/releases/latest

REERN

./tridentctl install -n trident

—{EE B RRIBR (G

./tridentctl install -n trident --image-registry <your-registry>
-—autosupport-image <your-registry>/trident-autosupport:23.04 --trident
-image <your-registry>/trident:23.04.0

REEEHPRIBRE
SAZEMIIN sig-storage & imageRegistry EARRINELRRAE °

./tridentctl install -n trident --image-registry <your-registry>/sig-
storage —--autosupport-image <your-registry>/netapp/trident-
autosupport:23.04 --trident-image <your-
registry>/netapp/trident:23.04.0

INFO Starting Trident installation. namespace=trident
INFO Created service account.

INFO Created cluster role.

INFO Created cluster role binding.

INFO Added finalizers to custom resource definitions.

INFO Created Trident service.

INFO Created Trident secret.

INFO Created Trident deployment.

INFO Created Trident daemonset.

INFO Waiting for Trident pod to start.

INFO Trident pod started. namespace=trident
pod=trident-controller-679648bd45-cv2mx

INFO Waiting for Trident REST interface.

INFO Trident REST interface is up. version=23.04.0
INFO Trident installation succeeded.

ERsE R

e AEFPodE I ARAE T SREGEE L4 tridentctl ©



{EFPodZE LA

1] LUE BRI AYPodAREE ~ FESRE S ESThlAstra TridentZ24t :

kubectl get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-controller-679648bd45-cv2mx 6/6 Running 0 5m29s
trident-node-linux-vgc8n 2/2 Running 0 5m29s

WMRZERENRMINTEM I trident-controller-<generated id> (trident-csi-
() <gencrated id> 7£23.01ZAIBOMRARR) @A HITH MM « T A WKEE o A -
= 'BIRES ISR LR HEARRTRE -

{M tridentctl

SR MAfEA tridentctl BB RERAstra TridenthRZs ©

./tridentctl -n trident version

Fom e oo +

| SERVER VERSION | CLIENT VERSION |

oo frmmm e +

| 23.04.0 | 23.04.0 |

fom e frmmm e +
AR REEE()

&3/ 1 : X Astra Trident 7£ Windows &5&5_ F#1T

= ERiF Astra Trident £ Windows B325_E #1117 :

tridentctl install --windows -n trident

g0 2 : BAsRmI o RE

NEEEE D BEREFAAE « A2 R "B TridentiRFE L " o

tridentctl install --enable-force-detach=true -n trident
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T—%
MELEAILT "B RImM#EFER -« BEEWIRE « TR ERE N EIPodH" -

BiJtridentctlZedt
fRal LUE B Astra TridentZ 2 AR B 5] 208t
FEABBRLERER

Astra TridentZ &2 IR S BT B o AU ~ MNRIEER TridentBRMEREREIFAB FEFE « BIo]IUAEARIEEMR
R --trident-image ° IR E AR TridentB & K FREE M csi sidecarlf R ERFNFAE HEE « RIFFERIEE
ZHFEEMNE --inage-registry X228 ~ AT <registry FQDN>[:port] ©

MR EEAKuberneteshIZEMRRZ ~ HF kubelet BEEHREZE—ARREIMIKRE £
/var/lib/kubelet ~ EAILUIERARIEEEREE —~kubelet-dir ©

MREFEEF]RE - MARELERNNS BT « LEIUBFTEHEIES o £ --generate-custom
-yaml 2 EELZEENPEIL T7)YamitES setup BEE !

* trident-clusterrolebinding.yaml

* trident-deployment.yaml

* trident-crds.yaml

* trident-clusterrole.yaml

* trident-daemonset.yaml

®* trident-service.yaml

* trident-namespace.yaml
trident-serviceaccount.yaml

* trident-resourcequota.yaml

EEBEERZE T LURERE CRIBRINLUEDR « AR --use-custom-yaml UREHTERE ©

./tridentctl install -n trident --use-custom-yaml

= RIRIE ?

R Astra Trident2 1% - (CRTLEIRII 515 « BIIRFER)  BRBRIIEE - WURASHES
BH#MZEPod ©

S ¢ BIiE

TIRFER] MERRIZ T 180 ~ HAstra TridentFIZRECEHIRE - HEEEM « 5521 backend. json BHHE
FHVESE - NERIRAERERIZE A PIEFXE sample-input Bk o

W



RS EREA MBRNAARIRENREERENFEEN  F2H -

cp sample-input/<backend template>.json backend.json
vi backend. json

./tridentctl -n trident create backend -f backend.json

foss=ss=m===== e fEmsmesessesossssssssssssssessososs====
L frommmom e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

fomm e fomm e o
R remmmeme== +F

| nas-backend | ontap-nas | 98el%b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

fosssssms===== fosssssmmm=ssas=s e ittt
fmm====== fememe==== 4

YRR « RTWBIFHERARRE o ST T < RIgMRECE: « UAIEREA :

./tridentctl -n trident logs

?ﬁﬁ%ﬁﬁl%ﬁz& » REREIES FRRIFIER « AR BE—RENA - MFEEZREHLEMER - SH2H "2 &
573 o

DER2 | EIHFEER

KubernetesfE A& EBISERFHEHIREE S (PVCS) RECEWMAIRE "F#F4ER]" ki o ﬁﬁﬁ%ﬁﬁaﬂﬁﬁﬁﬁiﬁ
# ~ (BfETFAER &A% 5B R PR E R E’\Jiéﬁ'ﬁﬂﬁﬁz‘t (AHIpz3Trident) ~ UKZEHHEREERRIHNER °

B #1FERKubernetesEAE B E A EEMMEE - AR EEREBEE L —EALBPEIINEIR
LU{EAstra Trident{# & REC EFBVHIRE o

REENEEENEBUAER E’]sample input/storage-class-csi.yaml. templ}‘t 2T REMTRYAE
%2« VX BACKEND TYPE f#ZRETEXNHTE
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./tridentctl -n trident get backend

e o T bt
o F—————— +

| NAME | STORAGE DRIVER | UulbD

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-

basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,

ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

i Kubernetes# ~ FRLUE AT LAERS kubectl EKubernetesIZE1L ©

kubectl create -f sample-input/storage-class-basic-csi.yaml

BT FEZ S B FIKubernetesflAstra TridentdAY* basic - csi *&7Z587! « MAstra TridentfEzz 2

& -

ERIEERR
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kubectl get sc basic-csi
NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json

{

"items": [
{
"Config": {
"version": "1V,
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"
by
"storagePools": null,

"additionalStoragePools": null
by

"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggrz",
"aggr3",
"aggrd"

TEE3 | BLEFE —{EVolume
IREETUENREELE E—EVolume T ° Ea@EBEIKubernetes® ey, "HE8HIEETE" (PVe) ¥t

AR TR (#FEER IR & 2 1L — Bk A E LR

B[ sample-input/pvc-basic-csi.yaml B0 : BEEFHFEEN LB SEEIINSTE o
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kubectl create -f sample-input/pvc-basic-csi.yaml

kubectl get pvc —--watch

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Pending

basic 1s

basic Pending pvc-3acb0dlc-blae-11e9-8d9f-5254004dfdb7 0

basic 5s

basic Bound pvc-3acb0dlc-blae-11e9-8d9£f-5254004dfdb7 1G1i

RWO basic s

$ER4 . TEPodFh I EHLFEE
IRTEEF MBI IR E o FMHSHEH I ZEEPVEINGinf&Pod /usr/share/nginx/html ©

cat << EOF > task-pv-pod.yaml
kind: Pod
apiVersion: vl
metadata:
name: task-pv-pod
spec:
volumes:
- name: task-pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: task-pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/usr/share/nginx/html"
name: task-pv-storage
EQOF
kubectl create -f task-pv-pod.yaml



# Wait for the pod to start
kubectl get pod --watch

# Verify that the volume is mounted on /usr/share/nginx/html
kubectl exec -it task-pv-pod -- df -h /usr/share/nginx/html

# Delete the pod
kubectl delete pod task-pv-pod

LB ~ Pod (FERTERN) ABEE « BHEREAET - MRFE - CAILREMPodfEM o
AEMIBREERE  SEMIEREARK -

kubectl delete pvc basic

CIRFERTABITEM T ~ fg0

* REHA R
R EAETEAER] "
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