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kubectl get event -A --field-selector involvedObject.name=<Kubernetes node

name>
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tridentctl get node -o wide -n <Trident namespace>
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RHEL 81 t

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common
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sudo sed -i 's/”\ (node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf
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sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-
mapper-multipath

2. #&iscsite-initier-utilshR A< 2 5 7%36.6.0.874-2.el 75 EHTAR A :
rpom -gq iscsi-initiator-utils
3. BiIRmRAFH

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4 MAZERRK:

sudo mpathconf --enable --with multipathd y --find multipaths n

(D R etc/multipath.conf 88 find multipaths no &Y defaults ©

O. FAREfRYNIE iscsid M multipathd BITH :

sudo systemctl enable --now iscsid multipathd

6. BRI EYE) iscsi ¢

sudo systemctl enable --now iscsi

Ubuntu
1. ZETIRREN -

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

N
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dpkg -1 open-iscsi

3. RRHERATFE

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. BAZEREK:

sudo tee /etc/multipath.conf <<-'EOF
defaults {
user friendly names yes
find multipaths no
}
EQF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

(D FE{R etc/multipath.conf B8 find multipaths no &Y defaults ©

S. FAREIRUNLE open-iscsi M multipath-tools EEALHIT :

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi
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"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": ({

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [

"/subscriptions/<subscription-id>"
I
"permissions": [

{

"actions": [
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/read

n
4

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/writ

e"’

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/dele
te",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTargets/r
ead",
"Microsoft.Network/virtualNetworks/read",
"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
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/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations

/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []
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Active Directory ° UESZ smbereds -

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'
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#

version
storageDriverName
backendName
subscriptionID
tenantID

clientID
clientSecret

servicelLevel

location

resourceGroups

netappAccounts

capacityPools

virtualNetwork

subnet

networkFeatures

Astra TridentFZIEFHQoSBTEER °

RREEIR o

=R EH

HFRRE RS

Bs] 2B EEFE R
AzuresTEIBYETRIID
FEREEMBvFERID
FEREEMBVE R LHRID
FE P2 U EEAY A P st

Hp”— standard s Premium’
8 ‘Ultra
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Microsoft.Netapp/volumes

VolumeRvnetZThSEE AT SE2
8f Standard °

Basic
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BEWVBTESTRIFRELA © 187
networkFeatures S1RFEIALE
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FAzure - NetApp-Files
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2 SllE EB
nfsMountOptions TRAMIEHINF SH&5EIE "nfsves=3"
SMBHEHRE B R ©

B EFANFS 4.1 hRE SRS - 55
B3 nfsvers=4 ELEEFHR DR
HEEIRBEP ~ FEENFS v4.1 0

EEFERER TR E N EERS
BRARIRERPRENHEE
IF o

limitVolumeSize MREROEEE A NSHRLE - "™ FERARBIFIT)
BB IRECE R
debugTraceFlags SRHEHHRSEFRANEEEZE & null

Bl 2 \{"api": false,
"method": true,
"discovery": true} ° FRIEMIE
TEE TR AR 5 B F ARV EC R,
BED ~ TWRIFE/NERIEINEE ©

nasType RENFSHSMBREERY o nfs
EEIEEIE nfs » smb 3null © NFS
HABRE HOTBRR AR AUl -
() mBERTHAERBEEN « $BB0 "REAzUre NetApp Files A R & RAVERIIAE o

VENERRETR

YNRISTEIE PVC BRI E THAIIREER) #HiR  CHNRARENZEMEERAERNUZERNER (F48
BE ~ EHUERE - REER) o WREAAEEE « Astra Trident & sCiRE R BIHFHRREIMNAzure BIR © SR MER
NAEBREHEE -

HY{E resourceGroups ¥ netappAccounts > capacityPools ™ virtualNetwork # subnet RJLAfE
FARSAE S BRIERIEE c TAZHIER T « BREATERHE - ARELBIUNSZELEERNER

° resourceGroups * netappAccounts M “capacityPools {BEEHiESs © AIRIRRIINE RESIRH!
FIFFRIEANER « WeERHESIEE o TBLBEINT ¢
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EIREHE <&REFE>

NetAppik & EREF4E//<NetAppiR 5>

REERM EREHA/<NetApptR B >/<BE2E Fith>
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FHERE EREHE/ < EHERE>/< FHEER>
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VolumeE RECE

ﬁﬁﬂxﬁéﬁﬁ;ﬁff’éﬂ’\]ﬁ?ﬂi@ﬁﬁﬂlﬂ?EE'F@J%IE  BUEHITER A Volume BIRECE © 52 R [(ERREEH] IESHEE

# AR FEER
exportRule P& K #rhid iR & AYARE o r0.00.0.0/0.

W

exportRule HERBLIEIRDIRN
B8 ~ LICIDRFTESIEFIE
BIIPVAIHE B IPVA FAERR4ES ©

SMBHEHRE B 2B ©
snapshotDir $EHl.snapshot B &0 AT R E "R
size iR ERTER A 100252

unixPermissions AR ERYUNIXHERR (4B)\EAM " (FAEBIIEE « s JRREERSRE
#=x) o

SMBHifRE 2 2B o

ERBHREMNBIRAER - B 7EIEMAR « Astra Trident ZIFRITEREM B P EIRL Azure NetApp
Files B9FTA NetApp 1RE ~ REEEM TR « LR MZIEEREEF—EEEMFAER L - B5
nasType Bl& nfs TERBEM  BInEANFSHIERETERCE ©

E1CMIFIYATEERA Azure NetApp Files WA AR « BIRARRIEENERE « BER LESRESEAEEN
HERRE SR RRS MV R ©

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus
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B IH4ERE BT Volume B it Azure™ eastus i E Ultra REEFEM | Astra Trident & HENFERZIE R
Zk45 Azure NetApp Files BYFRE F4EEE ~ M FEIE H P —(E 4% _EIRE FBVHEE o

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2



‘IR AE— DR RE N E S E R N EE—FEE - MELE D VolumeBIRECETRR(E

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi

unixPermissions: '0777"'
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Eh 4 | EREEMER

IR IHERA T E—ERPERZAREFER - ENFZEREEEXRARANRBER « MEBE
fEKubernetesFRE I REB LR RNFHFERNF « EREA - ERBERNERZRAKRED BRMBIKE

performance °

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2

HEFERER

V@SN StorageClass EEF2HE LMF#EEERMD o
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ERNEAIESE parameter.selector ML

£/ parameter.selector A UAEEEBIEE StorageClass FANEHMEENERER o ZHEE
BEFMENERIPERZERZHE °

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"
allowVolumeExpansion: true

SMBHARRE BRI E Z A

1R

f£F nasType * node-stage-secret-name fl ‘node-stage-secret-namespace * BRI UISESMB
MR & ~ WIRFREM Active DirectorysBsE & } o



A1 : AR R ERBE AR

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: "default"

52 : SEmHERERTRKE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

43 | BEHREERTENEE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}
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@ nasType: ' smb XIESMBHAIREREEERESS © nasType: "nfs 3 nasType: “null NFS
EENEREESS ©

FERVAE- Yy
BIAUBIGHABEZE - BRIT TGS -
tridentctl create backend -f <backend-file>
MNRBIRERIIKW ~ RTBIHAAEEMRE o AT I m <RG0 ER ~ MHETRE :

tridentctl logs

A MAEEAAREAERREEZ & ~ SR UAB R Tcreatedn < ©

& ECloud Volumes Service AT Google Cloud&imHIINAEE

B#Cloud Volumes Service fEAN{AI{E AR MHAVEEFIAERE ~ i¥NetApp for Google Clouds&iE
#AAstra TridentZ £ & I o
Google Cloud SEENF2T0cE4AE I

Astra Trident 12t gcp-cvs EEREBNNEEREN - TIEMNFEHEREIE | ReadWriteOnce (rwo)
ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod (RWOP) o

EBHIER BEIRE VolumetE®, HIEMEFEUER SENERERS
gcp-cvs NFS ERAM Rwo » ROX ~ rwx * nfs
RWOP

EABEf#EAstra Trident¥{Cloud Volumes Service Google Cloudfy3z 1%

Astra Tridente]£Cloud Volumes Service M{E 5 E I —EAR _—ERI&E "fRFsiE5"

* * CVSHAAE* | TEERMYAstra TridentfRFFLER - BERMAERECHIRFG AN RESERMAENEXFEELEE
& o CVSHAEARF AT B —BIBASEEIA ~ PIZiR&/M00 GIBA/NYHEHRE o R LUEIEH P —I8 "= {EARFS

BAR"
° standard
° premium

° extreme

* *CVS : CVSIRBHRENRMS DB AE « (BMAEFRERIPE - CVSIRFFIREE —BERASHEIA « (£
FEIRNRENET GBIHEIRE © #EFERNRZAIES50EHREE - HPMAHrEHERAE RN
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* APIE$BHEZE « fHCloud Volumes Service f&HI75E HRA R

BERIHEETEE—Google Cloud@HPIREHIRE o AR HMENR I HIFE

storageDriverName

backendName

storageClass

storagePools

projectNumber

hostProjectNumber

apiRegion

apiKey
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https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident

W

#

proxyURL

nfsMountOptions
limitVolumeSize

servicelLevel

network

debugTraceFlags

allowedTopologies

ki iE

Proxy URL (¥N1ERZEZEProxyfRiRES A AEELFZECVSIHR
F) o ProxyfAlfR2§ FILAZHTTP Proxys{HTTPS
Proxy °

HHHTTPS Proxy ~ BEkiB&EERE « LULFFTEProxy
RSP A EREZBNRE ©

%1% B R A ER=E BYProxy fAIARES °

REARFEHINF SH S 2EIE o "nfsves=3"

MREROHGREXNSIULE  EREERK - " ERFRHIHT)

BT AICVSAESCVSIRFS AR CVSHAETRR A 1R
- J

CVSHIMBEEA standard © premium’ 3§
‘extreme °© CVSTEs %A E%

CVS{EE#E standardsw 3%

zoneredundantstandardsw °

Google Cloud48#&Fi2Cloud Volumes Service fZRE "FE:%"
BRI RE o

SEHFAERTE(EABVREEIER o S null

\{"api":false, "method":true} °

F??FUIE?‘ EITREHRAR N BE S ARISCEAEED « TR
sa/DEFLEThAE ©

EEMABEEEFR « 889StorageClassE&EBE AR
allowedTopologies BB EFAEEIY o

fgn

- key: topology.kubernetes.io/region
values:

- us-eastl

- europe-westl

VolumeE JRECE =R

el ATEHPEHITERRBIVolume BIRECE defaults AAREFEAY—E&R ©

2% =REA 8%

exportRule iR ERVEE L ARA o WBRMIE  10.00.0.0/01
FEDPREYEE ~ LUICIDRFRESH
Fj BBIPvAILERIPvA-FAEES 4R

snapshotDir FEX .snapshot B "R

snapshotReserve REB4AAIREBRIEIEE B L " (3FXCVSTEREAO)



2 siLPH 64

size &R AN CVSHAERRFEERE I TER A T
100GiBJ ©
CVSMAERIE2A100 GiB ©
CVSHRFFLEERI N KRR ETERE ~ {8
CVS&E%A1 GiB © E/DEFE|GB o

CVSRUAEARTFS BT &)
THIEAIRHMCVSAAEARFS AT RSB HIAERE o
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version: 1

storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2

apiKey:

type: service account

project id: my-gcp-project

private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-

project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/oauth2/auth
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token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
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version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth
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token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti



A3 ERE AR

IEEHIER storage REBREERERF StorageClasses AMOIEARE o (520 [HFLEREE) UUEE
WA E & FHETFLER ©

LR B H AR ENERE RNRE S ERTERIE snapshotReserve 5%#l exportRule &

0.00.0/0 ° EREFRMEBEFTEEMN storage B - BEER EREEHEEEE CHERER
serviceLevel MELEFMNSTEETERE - ERERMNERCAREDERMIMKIE performance
M protection°

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west?2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
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XsYgbgyxy4zg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
labels:
cloud: gcp
region: us-west2
storage:
- labels:
performance: extreme
protection: extra
servicelevel: extreme
defaults:
snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard

servicelevel: standard
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T35 StorageClassE B AN ERERABRREF © £ parameters.selector » AU A & {EStorageClass
IEEANESMEENERER - ZHEESEFMENERNTERZERT °
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-standard
provisioner: netapp.io/trident
parameters:

selector: "performance=standard"



allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extra-protection
provisioner: netapp.io/trident
parameters:

selector: "protection=extra"
allowVolumeExpansion: true

* 55—{EStorageClass (cvs-extreme-extra-protection) HEEF—EERERA o EEM—I2Hik
BEE ~ RBFRBERAB10%NEIRAM o

* Exf&—{ElStorageClass (cvs-extra-protection) EHIREIRBRE10%EREEFEIRM o Astra
TridentRTE EEHMEERER « TRARSREBIREEX °

CVSHRF&4a5 &
T EEHIRHCVSARFS AR MISEFIARAE o



ERFERNRERZIRERE storageClass FEECVSIRFEFERFTERR(E standardsw IRFEELR .

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-eastd
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sa@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"



auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
servicelevel: standardsw
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I EH| B IRAHREER storagePools MUEREHEFE R ©

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079"
apiRegion: europe-westl
apiKey:

type: service account

project id: cloud-native-data

private key id: "<id value>"
private key: |-

MIIEvVAIBADANBgkghkiGI9wOBAQEFAASCBKYwggSiAgEAAOIBAQDaT+0ul 9FBAwW1 9
L1AGEkrYUS5xd9K5N105JMkIEFNDSWCD+Nv+jdlGvt FRLaLKSRVXyFS5wzvztmODNS+
qtScpQ+5cFpQkuGtvIUI+N6qtuVYYO3b504Kp5CtqVPICgMJakK2j8pZTIgUiMum/
5/Y90TbZrjAHSMgIm2nHzFg2X0rqgVMaHghI 6ATm4 DOuWx8XGWKTGIP1cO0gPqJlgsS
LLaWOH4VIZQZCAYyW5IUp9CAMWgHgdGOUhFNfCgMmED6PBUVVLsLvcg86X+QSWRIk
ETQElj/sGCenPF7tilDhGBFafd9hPnxg9PZY29ArEZwWY 9G/Zj ZQXTWPgs0VvxiNR
DxZRC3GXAgMBAAECggEACN5¢c590G/gqnVEVI1ICWMAa1M5M2z09JFh1L11JKwntNP]j
Vilw2eTW2+UE7HbJru/S7TKQgASDnn9kvCraEahPRuddUMrDOvG4kT1/IODV6uFuk
Y0sZfbgd4iMUQ21smvGsgFzwloYWS5qzO1W83ivXH/HW/1igkmY2eW+EPRS/hwSSu
SscR+SojI7PBOBWSJh1V4ygqYf3veD/D95e12CVHERCkL85DKuUmeZ+yHENpiXGZAE
£8xSs4a500Pm6NHhevCw2a/UQ95/foXNUR450HtbjieJo50+FF6EYZQGEU2ZHZ08
37FBKuaJdkdGW5xgaI9TL7agkGkFMF4F2gv0OZM+vy8QKBgQD40oVuOkJD1hkTHP8 6W
esFlwlkpWyJRI9ZATLIOG/rVpslnX+XdDgOWQf4umdLNauShYEHOLU6ZSGs1Xk3/B
NHwR60XFugEKNi1iu83d0zS1HhTy7PZp0Zzdj5a/vVvQfPDMz70vsqLRdA7YCAbdzuQO0
+Ahg0ZtwvgOHQ64hdWO0ukpYRRWKBgQDgyHj 98ogswoYula+pPlySOpPwlmjwKyNm
/HayzCp+Qjiyy7Tzg8AUqlH10u83XbV428)jvg7kDhO7PCCKFg+mMmfgHmTpbOMag
KpKnZg4ipsgPlyHNNEoRmcailXbwIhCLewMgMrggUiLOmCw4PscL5nK+4GKu2XEL
JLqjWAZFMOKBgFHkKQIXXRAJ1kR3XpGHOGN890pZ0kCVSrgjubalef /5KY1FCt8ew
F/+alxM2iQSvmWQYOvVCnhuY/F2GFaQ7d0om3decuwI0CX/xy7PJHMkLXa2uazs4
WR17sLduj62RgGXRLX0c0QkwBiNFyHbRcpdkZJQuibYMhBa+757SxT4BtAOGAWMWT
UucocRXZm/pdvz9wteNH3YDWnJILMxm1KCO6gMXbBoYrliY4sm3ywJWMC+1Cd/HBA
Gecxd/xVuSmA2L2N3KMgl8Zhz8Th0G5DwKyDRJIgOQ0Q4 6 yuNXOoYE]jlo4Wjyk8Me
+t108iK98EO0UMZnhTgfSpSNE1bz2AqnzQ3MNOUECgYAqdvdVPnKGEfvdtZ2DjyMod
E89UIC41W])jIGmHsd8W65+3X0RWMzKMT 6aZc5tK9J5dHVMWIETnbM+1TImdBBEFga
NWOC6£f3r2xbGXHhaWSl+nobpTuvlo56ZRJIJVvVk71FMsiddzMuHH8pxfgNJemwA4P
ThDHCejv035NNV6oKyoO0tA==

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396"'



auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelevel: Standardsw

ETRRIE?
BUBIKERBEZR AT TGS

tridentctl create backend -f <backend-file>

MRBIREILKRY ~ RTBIHAAREREE o SR IT T <RER0EE ~ UFIEREA
tridentctl logs

SRS EARSSASIORIEE S 1% « EEIB R Toreatedd o
2 ENetApp HCl — AR R 2Ih5ERISolidFire &%
BEARUN{a17E Astra Trident 222V MERTTERIR ©

TREBE R SR

Astra Trident 12 solidfire-san FAEREBANFEREEN - TENFEUENEIE | ReadWriteOnce
(rwo) ~ ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod ( RWOP) o

° solidfire-san EFBIIZENZIE file Fl block HEMREAET o B Filesystem HEREES - Astra
Trident& B R B RIIEZR R - BEARHFEE HStorageClassigRE ©

EEEhiEy HwiE Volume?t&Ez, SHENERER TIERIINER RS

solidfire-san iISCSI &1 Rwo + ROX ~ rwx EREZERLG - RIE&E
+ RWOP BREEE o

solidfire-san iSCSI IERRGR RWO - RWOP xfs ™ ext3 ™ extd
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FsEZ Al
R TRBIRZA - CKRETIIER -
* TERFHFRA - FHITElement#RES

* $2{H##45NetApp HCI / SolidFire 2 £ S B S N EFAE R - USEHRE -
* IXFRAEMIKubernetes TEENELEREZ ZIEBEMISCSIT A (A2 "T{EEZLEEES" o

®iInERGIEIR

B RIGERSIETR ~ F2R TR

storageDriverName

backendName
Endpoint

SVIP

labels
TenantName

InitiatorIFace

UseCHAP

AccessGroups
Types

limitVolumeSize

debugTraceFlags

O

S5

(A ey
EHE IR I

MVIP ~ fEA#: SolidFire ¥R FETHFE

AT AR S IEENRSE
f#F=RM (SCSI) IPHIutnEize

ERTIHIRENERISON-RIE
REE o

EEANERRE (REAE
FRIEIL)

IHISCSIEREIFE R ERI M TE

{5/ CHAP E&:% iSCSI © Astra
Trident f§£F8 CHAP ©

EFRMNEIREEIDEE
QoS#I%

NRERHEFRE R/ NS UEE
AIERECE R

SRS HHRRFEERNEEEE o &
1@] : {"API": B~ THZEL :true

FE=R
KB
XiEZ Tsolidfire-sany

rSts 1 +EERME (SCSI) IP{i
HkSolidFire

8%
=1

S 4% Mridents B97FEXEE4EID

1 (FERAEFINIT)

null

BENER debugTraceFlags BRIEICIETE AR B HEARNE R E S F ARV SC SR EED o

g1 . PR IRARRE solidfire-san = 1EHAIE E AR RVERENTE R

BB RERCHAPER BRI RIRIESS « MR ABEQoSHFEN =T Volume ARIEEY o [RAIAEE EHiH
78R ~ UMEERAREREBLELRR 1ors HEFERIZ2H -
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
TenantName: "<tenant>"
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

g2 : VB IRE(ETFIER4ERE solidfire-san BREIE N EEEE R
ItEFIFERERAERERNRENRBIFEEEE - URBRELEE R MR StorageClass ©

Astra Trident@ T BEIRECER « iRfEFERMN_ ERRBRERIRIRFHFLUN - T HEER « REEESRIUH
HEEERERNERRE « TRERBEREEDA

£ TEFrREEARIFERIET « FHEMAERENREFERIRERFENTERE type IRME - ERERMEE
FEFER storage B&ER ° EULEHHF « BEFEFEROITEITREEE « AEERHAEER LlifExE -

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"

TenantName: "<tenant>"
UseCHAP: true
Types:
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- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-1l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: '4'
zone: us-east-la
type: Gold
- labels:
performance: silver
cost: '3"
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: '2'
zone: us-east-1lc
type: Bronze
- labels:
performance: silver
cost: '1'
zone: us-east-1d

% StorageClassEE &5 L M EHE M o A parameters.selector A « EEStorageClass g MY
MRLE B Rt e] At 2 & Volume © IR ER EEFMENERE RN EESERET -

$—{EStorageClass (solidfire-gold-four) FHHEEE—(EERERMN - S —IRUERSHRYENER
M Volume Type QoS 4k o mR{E—1EStorageClass (solidfire-silver) EHEAHRHIRARBENHEFE
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JEA o Astra Tridentif /A EZEEUMEERER ~ MRS HERK o
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=gold; cost=4"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=3"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=bronze; cost=2"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=1"
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver"

fsType: "ext4d"
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UNEFAEN A2

* "Volume7ZEXE¥4R"
1R SANEEEIFZTLONTAP
ONTAP SAN EEShF2 AR

RABEEUNAEAONTAP 1B IhSERIThAEA THEE M SANSRENFE T\ 2R & E ThAE I AV
i © ONTAP Cloud Volumes ONTAP

ONTAP SAN SEBNR2sL3¢AREI K

Astra Trident 12 %! SAN {#7ZEEENTET « AJE2 ONTAP FEEBE: o TIEMEEUENEIE | ReadWriteOnce
(rwo) ~ ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod (RWOP) o

(D mPeowm Astra Control J{RHE - WiETIESE) - 5B Astra Control EEBYZSURR I o

EEiE B@IHBE  VolumetZX ZIRHIFEUER SIRIIEER

ontap-san iSCSI &R Rwo + ROX ~ rwx » BIERAM ; [FIE&EIRE
RWOP B

ontap-san iSCSI BRERR RWO -~ RWOP xfs ™ ext3 ™ ext4d

ERERGHEEE R E
SR{EF Rox # rwx o

ontap-san-economy iSCSI &1 Rwo + ROX ~ rwx » BIERAMR ; [FlE&IRE
RWOP =1
ontap-san-economy iSCSI [EEF A RWO -~ RWOP xfs s ext3 ™ ext4d

ERERAGHEEER PE
SH{EF Rox # rwx o

Astra Control EEEI2XEE 4

Astra ControlA] &I NHIRE IR MR (RE « KBINEMBEME (EKubemetesFE Z MR EELIZE)
ontap-nas * ontap-nas-flexgroup M ‘ontap-san EBBIFEI( : 552 "Astra Control#E 5 5o/ & X
EISsFHER o

* f£F ontap-san-economy REVHEWIEEFERETHIEHE SN "SZHEH ONTAP Volume
FRH" o

@ * {6 ontap-nas-economy RAHEMEE FHEEHMBERESH "N ONTAP Volume
FRH" #0 ontap-san-economy F;EFEAERENITET o

* 3B8701EM ontap-nas-economy MNREFREAEEEHrE - KHINENITHE -
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EREER
Astra TridentZwELAONTAP ZIERIAHMIT ~ BEBUZEMN A REIT adnin REFAEH vsadmin SVMIE
BE - RAEHERAGZARIABIERZE o ¥itAmazon FSX for NetApp ONTAP SZ#EHINetAppIhAE « Astra

TridentTBEAE LIONTAP FEREEMNEREHIT « UBITHZEHISVMEEEMNE 7 fsxadmin EAET vsadmin
SVMEH#E - HEGHRABZARLBHIFERSE © © fsxadmin FHREEEZEEEFRENARER

MREFH 1imitAggregateUsage B | EEXEEIERIR o EfFAAmazon FSX for
@ NetApp ONTAP B ~ ¥2FfAstra Trident 1imitAggregateUsage 28 EAEAFEA vsadmin
M fsxadmin FHEERE | IRTISTUDE ~ HEEEZ IR -

EEFAR] ATE ONTAP FRZII B AMRGIMNAE ~ 5 Trident BRENTENAI AR ~ BERMIREZERM © Tridenthy
RZHhRAER G IFOUZEIMNYAPI ~ T LAPILBMAEZ £ « EARESREESZ HE

#{HEFIONTAP ZiERISANEEENTZ R ARER T 1514
BEfR{EF ONTAP SAN BEENFETNERE ONTAP B iRV E KM EREEEEIE o
HIRFTAONTAP BIRZIBIEEL « Astra TridentE /D EEISE— (AL S L SVM o

Aol ~ AT UBMITZEREITET « WEIIIER—ENZEEESHIZXFEFEER o FIU0 ~ EAIURE san-
dev {FABIEER ontap-san BEENFETNEL san-default {FEHAMEER] ontap-san-economy —

TR AIKubernetes TIEEEAER AL EEEMISCSIT R © 52 H "EE TIEERE" UBUSFHHAER] o
ESIS ONTAP 121
Astra Tridenti2 A MIEEZONTAP IR REGE L IEM B o

* SREEEY I ONTAP HEHEFIERIENFERERBNES - ZRFERAALAEENZE2EAAE ~ M0 admin
vsadmin MUFEMREIONTAP EHARAMR AKEEM ©

* RFEE | Astra Tridentth SEONTAP AR KR IRAV/EZHEEZEEITEN o EILE « BirERLEES
FRRiRESE « SRKREENCAKRSE (BE(EMR) BIBase64iRiEE o

TR AEFTIRA R  UEETRENRER S AZEBE - T8 « —RAZE—EEE X - EBUMER
[ERVERSE 7505 ~ MR RIRERPRIRRAE

@ NRICESARIRR TR ETE  RIREIIRF RN - WEEREPIRHESEEERTSE -

G )

Astra TridentFR ESVMEE/ZEHEEIEESEIHEER « Z5EEONTAP ZBimE TR - BEFRTALERN
BEAE -~ FU admin B vsadmin ° & A BERERIKONTAP B IBIRASRIFAIEAERS « BAKRKAAstra
TridenthRASB] SEE {ERTNREAPI o MR B TNEZEEAAR « LiEiAstra TridentfBEC(ER ~ BREEE

FH o

BImERBAHL T
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

LT BInEREM — A FRHFDEIME - BURIRZE - ﬁ%%&%ﬁ/fﬁﬁ%ﬁb@asemﬁﬁﬁ% M ETE
AKubernetest® o I EHE IR —FEEEEERMITER o EIE —IEAE RS RE
HKubernetes /f#FEIEEMIT ©

WAFIRA N BRI UFERRE « WEONTAP BB - BiRERHZE=E2% -

* ARIR&E | AP in/&RsERYBase64ARGHE
* BRIRALEER | BB E 2IRAIBase64iRIB(E
* {S1EBYCACertifate : Z{SECAREHIBaseb44RiH(E - MNREREERICA « RILRREUILBE - IRKEA
S1ERICA ~ BRI /BBRIERTRE o
HANTERIZEIE TP

1. %Eﬁﬂﬁﬁ#‘ﬁ?&%ﬁ%ﬂ@ﬁ% o %R  5AigCommon Name (CN) (—fg&#E (CN) ) RESONTAP Bzt S

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"
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2. BISERICAREITIZONTAP ER(EEE - ErIscEHHEAFEERERIE - MRKREREENCA ~ BB

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 7EONTAP ZiE#EE FZERFRIRRENER (PR1) o

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. FESIONTAP LB FRRRBASE cert BIEBAE o

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

o. [FERELMRE IR - LLIONTAP Management LIF IPFISVM&FEEV{<SfManagement LIF>F1<vserver
name> ©

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. {EFBaseb44RiE /&S - £IRMSEANICARS ©

base64 -w 0 k8senv.pem >> cert basebt4
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca baset4

7. ERR L —TEISHER B o
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cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fosssssssssssscscssssssasososs====

from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e I
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl
online | 0 |

fessmmmmeme== frememesessess==== R e
f=mm==== fememema== +

EHERE T A E R B

1R

ANy

AILEMIRA R « UERRRNEERE S A REETRER - EMERARAITT | ERERELE/ZE

Ry IR P BRI /ERE ; ERRENRIE BMAERELE/EE - S2EEM - MU ABIRRANRES

VE ~ PABIMIEEREE /5 0E o ARB B EMBIbackend.jsonfEZE

backend update °

HAEaEHITHNESE tridentctl
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

ISR - (7P IR LA BHONTAP BRENEE (INBI0S) - HERERS
() # - GEEEEN RS EESNEEERE - ARERERLUSRRIES « 2%

REONTAP sZz==SEMIBRERIREE ©

EHREATTEHERL 2 HIEENEFR - AR EZBEUNMEEELR - IR IEEHEERAstra
Tridentr] LUEAONTAP &Z & im@sl ~ W ARIER KA VolumefEE o

EFRERICHAPE R ELR

Astra Tridentr] AEFH & mICHAPEREEISCSI TEPSER ontap-san #l ontap-san-economy SEENFET | BRE
E{UFE useCHAP 3EIE o :RTEARF true » Astra Trident % SVM MTER SIS LZ 2 R EAE R CHAP » Mt#E
IS EE R E E B B IBAZES o NetAppiEiEF R MCHAPKREREIELR o A2 R THI4RAREA)
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ ° %seCHAP DHETMEE - RERTE o TRR(ER MR o HRAtrueZ B ~ EREERE
RAR o

tE9M useCHAP=true » chapInitiatorSecret s chapTargetInitiatorSecret °
chapTargetUsername Ao chapUsername WU BEIERRERT c PITEIRBRKEBIRZE ~ BIJEE
2B tridentctl update ©

BEAR
BB TE useCHAP AHE - #EEIE S5 Astra Trident{T{#17& 1 _L R ECHAP « E8IFTSER :

* f£SVM_LEERECHAP :

° YR SVM B REBR L2 MR AR (FBRkA Ey ) * B * BMIEEHRETALEEN LUN ~
Astra Trident iTER Z 2 M FERER A CHAP WAESR ECHAPEE) 23 ] B2 (F & BB o

° YNERSVMEIELUN -+ Astra TridentiF A Z7ESVM_EEXFCHAP o ER]FERAIREI%E SVM EEFERN
LUN BY7£EY ©

* RECHAPHENSRM B RERELBNINE ; BEERLAERIFERTIEE WLFR) o

B BIR2 1% - Astra Trident& 27 ¥ &R tridentbackend H%CHAP*%%‘E' 15 & LB TEAKubernetest
2 o M Astra TridentfE & K _EIRIIMFREPV ~ #g &N CHAP L

TEdEsDE B BRI

S A E T HICHAPZ EUIR ERHTCHAPEREE backend. json 1BE | EEEFHCHAPHEZ 55/
tridentctl update @@ e U st e

@ FHBIHAICHAPHE RS « IKMUBER tridentctl UEHEM o FB70FEBCLI/ONTAP UIEH
HEEE LR ER « AAAstra TridentfE RIS B L EE o
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cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o Fom e
- o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

e —— e — e e ettt
t——— R +

REMNEGRFAERIRE ; NRSVM_EMAstra TridentEE#5058 « EFIREBREIERPARE  IERIERE
HAVEEEEE R « MIRAEGNRFERFIRE  PErEPVAVERI BHER « REEAEMEEER

SANZHREZEIEEAEEHIONTAP

BEARUN{EI1E Astra Trident Z2EF 217 JeffFF ONTAP SAN EEENTET o AENIR B ImARRRED
Bl Rzig % It FEZE StorageClasses RIUEFAAE R} o
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W

#

storageDrive
rName

backendName

managementLTI
F

datalLlIF

svm

useCHAP

chapInitiato
rSecret

labels

chapTargetlIn
itiatorSecre
t

chapUsername

chapTargetUs
ername

clientCertif
icate

=RER
HIFEEHIE N BB

EREAERETEXE Y
e SVM BIE LIF B9 IP {idlk o

TR LEE M@ LTE (FQDN) -

WREF IPv6 HEIRZEE Astra Trident ~ BRI IR ES
fE/A IPv6 firht o IPv6 (It ABEMSIEIIES « B0
[28e8:d9fb:a825:b7bf:69%9a8:d02f:9e7b:3555
] o

UNE AL MetroCluster Z I EEM ~ 520
MetroCluster &3l o

B ELIFAYIPALLE o

SENFETEISCSI o Astra TridentfIFEER "Bl EE2ALUN
HFEONTAP" FZRIB I 2 BRI T VEMSERFREMISCI
LIF o IR EBAEIEIER - BEELES dataLIF EFF
HER -

* MetroCluster 58 B& o * 55281 MetroCluster &3 o
BRI EFERIS

* MetroCluster 5B o * 35281 MetroCluster &3 o

{EFICHAPER:EiISCSILUHONTAP ZiIEARZIEHISANEER
RN ERFMHE]

HWES true A Astra Trident:& E R {EFAEMRCHAP
HMABIHSVMIITERRER:S o A2 "EFEFEHONTAP
SHERISANERBIFZ TR E R In" LU ENISsF4NE R -

CHAPEENZ3 15 o NEI&H useCHAP=true
ERIBEENEEISON-ERICIZEERE
CHAPEZEAEN2I 4 E o ME(RMH useCHAP=true
BAFRELTE - BWEEMH useCHAP=true

BREEHELE o WERY useCHAP=true

AP in/&sEIBaseb4 RS {E - AN /&RI R

=
HoxX

ontap—-nas > ontap-nas-
economy ¥ ontap-nas-
flexgroup * ontap-san®
ontap-san-economy

RS2 054 H8 + "_" + dataLIF

r10.0.0.17 ~ T[2001:1234:abcd
fefo]

JRESVM

MREBSVMAILTE
managementLIF B3&E

false
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W

#

clientPrivat
eKey

trustedCACer
tificate

username

password

svm

storagePrefi
X

limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceFl
ags

useREST

siLPH fas%
AR isTAEEIRAIBaseb44RiG(E - FA/REELERE

RIEECARFERIBasebARIBIE - B/ - AFRFLE

o

SIONTAP ZEEEAFARAIERE LR - ARHEE "

BEIONTAP Z EENFAERAIZENS o AR RERE - "

BEARFEREES MRZBSVMEITTE
managementLIF BT

TESVMAREC BT HERE & B PR E FR VAT &S o trident

HEREAEN - EREMUILSH - CRBEULMNE

UF o

MRERARSRILADLE « EEETERLE - " (FERAIREIHIT)

IR FEHAmazon FSX for NetApp ONTAP
Sendbackend * 5570387 1limitAggregateUsage ©
RMHA fsxadmin # vsadmin sB7ESHE
BYAggregatefFFAEFTRAVIERR - M {E A Astra Trident
DOLABRY o

WMREBRIEFRE A/ NSHEE ~ BIERECER ©
tEZREIEEIREMqtree MILUNREIEE A/ LR o

FFlexVol ELUNFYR AKLUNEE - EENBTE[50 100
+ 200]
SEHPHRREEANEEEZE o A~ {"api" : null

false * "method" . true}

BRIFICIETEE T RE 2 HF AR B SF AR SCEAEED ~ TR
sAIIER o

fEEFAONTAP Isrest APIFYTE M B8 o I T TEEE false
useREST LU iFAE MV Ui « EE AN RIEIR

1B MIEARERFETIEAE - REAF true

« Astra Tridenti&fEEFAONTAP 32 LEAPI B IE1TIE

o EIHAEFEEONTAP EREHARASHIRRZS o ItE

SFONTAP ~ FR{EFRBE A B BZERESI1FE ontap

FERTER . E2TENEEN vsadmin M cluster-

admin A :

useREST A& 3EMetroCluster EFZIE ©

BB RICEMIRENRIRERRER

IERT LA A P Vi LR TR AR I TR AR B
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W

#

spacelAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

luksEncryption

securityStyle

tieringPolicy

Volume® JREC & &34

TR EEERENER :

=R EH
LUNBYZER 2B

TREREELR ; ME (1Bf)
g [ Volume 1 (¥8)

E({FEFRISnapshot/RE

ERIKAAFTE L R E QoS R A
B4 - EESAMTER/BIRIVE
F—{ElqosPolicy
Z{adaptiveQosPolicy ©

{2 ficAstra TridentfE FHQoSR B E#4H
EFEONTAP FREHRASAIRRZS o
FfIERFERIEHAMNQoSRAIE
48~ THRARRBEESENERE
SEAEMEHE - HEMIQoSIRAIE:
4EHESaHIFRE TIFa M RIES
LR

BRI AAFT IR LR & RsRE
HQoSFAEHE - EIFBEMESE
& /& iRy EL P —{ElqosPolicy
Z{adaptiveQosPolicy

REMRIRATHIRE T DL

BIEAE « EREEDEIEE

TEFTREPRE & B FINetApp Volume
Encryption (NVE) ; F8:%%
false o WATERE LIRMEN RN
FANVE ~ 7 AefE AL EEIA o

WRIEBIGEUENAE ~ BAstra
TridentPEC B BRI ER EER S BX
FANAE o

UMNEFAAER ~ 520 - "Astra
Tridentf{El EANVEFINAEIBBLE(E

o

01 ¥R snapshotPolicy
& ME ~BRIB N

"R
"R

EXFALUKSHNZ ° 55263 "ELinux "

H—EiRRE (LUKS) "o
HHEENZEER
DERAUER M)

unix

MEPRIRER) A ONTAP 9.5 2
AIAY SVM-DR #RAE
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
qgosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

HEMFERZEILAFIAE Volume ontap-san BEEIFETUAstra Trident?EFlexVol SZELUNRAEE 1 AYIE
126~ EIMEN0%RE © LUNMERE A/ NEEAETEPVORERIA/NE 248 © Astra
(D TridentfzFlexvol BB RN 10%MEE (BBRONTAP EERELAMMIRT) ° ERERMAE

FATRONTAP-sanf&758Y o

BN EHENEIR snapshotReserve ~ Astra Trident& kB8 %A= st E Volume X/ :

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 2%8IM 0% Astra Tridentll AFlexVol EltheZ IELUNAAEEZRIAITHAE © AN snapshotReserve = 5%
MPVCE K= 5GiB + HAIEEA2K/\%35.79GIB » BJFK/NA5.5GIB ° ° volume show fn < EREEREELUATEH]
HI4ER

Aggregate State i Available Used%

_pvc_89f1cl156_38081_4ded_9f9d_034d54c395f4
online RW 18GB

_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd
online RW 5.79GB

_pvc_eB372153_9ad9_474a_95la_0Bael5elc@ba
online RW 1GB

3 entries were displayed.

BAl - REREA/N ~ ARt ERRIRAR Volume
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RIEAERSHEM)
THEHIERERERE  BARDSBREBFERE - ERERREREENSGIE -

(D WNRIETE NetApp ONTAP L#2EL Astra Trident {8 Amazon FSX ~ RIS T4 AY DNS £
& ~ MIE IP Lk o

ONTAP SAN 34

EeFRNEARLER ontap-san BBHER :

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

ONTAP SAN 48755425 &1 151

version: 1

storageDriverName: ontap-san-—-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>



MetroCluster 5

TR URE R « BRATIMATIEIEFEEMBIRER "SYM EREER"

EEEBETIAMYIA « FAFERSE SVM managementLIF W dataLIF # svm 2 o FIi0

52

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

TFUEEALEREEE B clientCertificate » clientPrivateKey # “trustedCACertificate (
i~ MREREERCA) BIEA backend. json WD RIESHE P im/&:E « W BEIBRIEECARENE
ROAURIBIE o

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_ iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
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& CHAP #if)

E't:b%ﬁ%ﬁﬁﬁ@ﬁfﬁﬁﬁuﬁ useCHAP Eﬁiﬁ true ©°

ONTAP SAN CHAP #5fj

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SAN #&% CHAP &34

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

EREENRIRIEA

EELRIHERERHAF P - FHEMBERENRER ETERE « M spaceReserve &
spaceAllocation {& ~ M encryption & o BB RN EEFFERLPERD o

Astra Trident 27 T2 R H{UIAREERICEIER o 557EFlexVol TheBIZHigHER o Astra TridentZ £ E R
BLER - BERE RN A ERENEFERIREE - AT HEFEER « EFEEEYUHHSEERERNE

FIRE MR ERIRE DA



EELEEFIF - BLEAEFNEBEITRER spaceReserve © spaceAllocation M ‘encryption {8 M
e th S ESTERI(E o
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version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'

gosPolicy: standard
labels:
store: san store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000"
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000'
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

qosPolicy: premium
- labels:
protection: bronze
creditpoints: '5000'
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'
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version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: '30'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20"'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10'
zone: us_east lc
defaults:
spaceAllocation: 'true'
encryption: 'false'
- labels:
department: legal
creditpoints: '5000'



zone: us_east lc

defaults:
spaceAllocation: 'true'
encryption: 'false'

& In ¥ FE = StorageClass

%! StorageClass E&AZSE [EHEENEIRZH] o 5 parameters.selector HIH » FE
StorageClass #B& 1ML EHFEE v A IR E o HEE R EEMENERERAPERZERER °

* o protection-gold StorageClass EHEEFHFE —EEREE ontap-san Bl | EEM—IRMEEHK
1 \DXE’J% go ©

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"

* ° protection-not- gold StorageClass EHEEFHFE _EFMFE=(EEREE ontap-san &Blf : TR
W—iRESRIIMRERRNIER -

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysqgldb StorageClass EHEEFHE=BEEHRERE ontap-san-economy &l : B —72%
mysqldb F5R FE AR IR EHEFEHAHRENER o
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysgldb"
fsType: "ext4d"

* o protection-silver-creditpoints-20k StorageClass E¥EEHRMYE _EEHERE ontap-san

®in . SEME—IRHIRRIREM 20000 ESARFEIE R

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-silver-creditpoints-20k

provisioner: netapp.io/trident

parameters:

selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* ° creditpoints-5k StorageClass EHEZEPHE=BERER ontap-san FRIER RN EIEERE

& ontap-san-economy & : S —¥#E 5000 EEHEMHBNERFE °

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Astra Tridenti /R EZEEUMEERER « WHEFRFSRESRXK -

ASNASEEEITZTLONTAP

ONTAP NAS EEShF2 St

R A BRI A EEFONTAP IhsE M INSEIENASEEEN T2 TU R E TAE 1RV B iR © ONTAP

Cloud Volumes ONTAP
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ONTAP NAS SEFNFEHE R

Astra Trident 12275/ NAS #7Z5REITESX ~ AJE ONTAP &R o TIEMEIIERXEIE | ReadWriteOnce
(rwo) ~ ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod ( RWOP) o

(D) MR Astra Control JfRHE - 1RHEAITEE) ~ #HBIIR Astra Control SEBNEURZE o

EEFEN BHIBE  Volumel®x ZERMNERIEI ZIEENERRR

ontap-nas NFS EEF A Rwo + ROX ~ rwx - "~ nfs ™ smb
ESVINTEE S RWOP

ontap-nas-economy NFS EERG Rwo ~ ROX ~ rwx » "~ nfs ™ smb
S UNNTES RWOP

ontap-nas-flexgroup NFS BERGR Rwo ~ ROX ~ rwx » "~ nfs ™ smb
b RWOP

Astra Control SEENF2ABRE

Astra ControlA] A I IR E IR (A (ReE « KEHIMIEMREE (FEKubernetesE=& 7 ERENHLIERE)
ontap-nas > ontap-nas-flexgroup #M ‘ontap-san EEEIIEZ( : s52F "Astra Control#E 5= 5o & L
ESsHER o

* {8/ ontap-san-economy REFHEMIEE FRETHFEIAE SN "2 ONTAP Volume
PRA&" o

@ * M ontap-nas-economy REFEHITEFRSTHIEHRET SN "S21ER ONTAP Volume
FEH" #1 ontap-san-economy EAERRESITEL

* 5870f#A ontap-nas-economy MIRETEAFTEER{RE - KEEREFITEINE

EREER

Astra Tridentf/ELAONTAP XIRAVFZZNEAT « BE BLGSHERNATNAIT adnin £EMEAEN vsadmin SVME
RE - EAHERABZTRBENERE -

¥j‘EAAmazon FSX for NetApp ONTAP Z1EHINetAppIhsE « Astra TridentTEEAE LAONTAP FHEEMRLH
s BTSRRI SVMEBIEEN S fsxadmin FHET vsadmin SYVMERAE - KEEERABZ FRE%E
E’Jﬁﬁﬁ% ° o fsxadmin FAERRECTIEFERHENARER -

WMREFH 1imitAggregateUsage B | FEZEEIEREIR - EfFAAmazon FSX for
@ NetApp ONTAP B « #8fCAstra Trident 1imitAggregateUsage SEE XA ER vsadmin
M fsxadmin FRAEIRE | MREISEU2E -« HREEERKERK

BESABILATE ONTAP REZIIEEREIMAAR « 3 Trident EBENFZN BT LUER ~ BRPIFEZESIEM o Tridentdy
AZEETIRASER IR IUREINIIAP] ~ TELEAPIANBMAZE ~ FFHRSEREER S HEE -
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A FFHONTAP RS NASHEEFTE R ARG E B

BRAR(EF ONTAP NAS EEENFZETNERE ONTAP BRI ER « EesEEIafE B [=E o

* BB ONTAP BYARSZIRIRES ~ Astra TridentE/ D EEfSR—EESRRAESVM ©

* I AT ERRENTETC ~ MRIIIEREAP—EH S —E8VHEEFELER o Fla0 ~ Eel UK EFERRIGold4EA!
ontap-nas FEENFEXFOERLR ~ FFH ontap-nas—economy — »

* IRETBEMKubernetes T/EENZEER A ALILBERNINFST A o ;580 "sE5iwsE" UINEEZSHHAER o
* Astra Trident{& X 1B Z4EEWindowsEiEL_E#{THIPod_EBISMBHEIEE o :5 2R % EACE SMBREAIEE LUEY
SEHAER o
E%:% ONTAP &

Astra TridentietTEERONTAP EINAE R ERE S IRAI B IS ©

* SRR | ONTAP ¥t BEFFREMRINERE LB - BRERRAAEENZEEAAE - fIM admin
vsadmin UFEREIONTAP BEHIRANRAERMY

* /BFEE | Astra Tridentth SEONTAP fE R RIGAY/RE L EREETEN « HILE - BIFERYUAES
RRmE&E - TWRIEENCARE (ERER) AIBaseb4iRiEE o

TRIUEMIRAN R « WEEDRENEERE S EZEZE - N - —RAZE—ERRHE - EEVMER
EIREREE 7 ~ B ARRIRERPRIFRAE

@ NRECEARRR M TRANE  BRIRELRGRM  WEERREPIRMHSERIS X -

B FAssE Rl ER R

Astra TridentfEESVME E/ZEHESIEERTEER - FHEEONTAP Z B ImETEN - BRFEHBELTEN
ZEAE - FU0 admin 3 vsadmin © & A ERERIRONTAP ISZIBIRASRIFAIERS « AAERKAAstra
TridenthRZ< AT SEEEAAIIFEAPI o KR BEIMNEZE2EABE - Wl Astra TridentiBELER ~ BEREZRE

B o

& imE Z &I TFAR
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

AT« BImEREM — AN FEHEDENAE - BiUBIKZ % « FHELE/ZEEE L Base64iRhs « Wi #1F
AKubernetest%® o 1 /EHE IS —EBMETETERNNTER - it - E2— BT IESRE
HKubernetes {#ZEIEE#IT ©
B R /RsE B RS
HEFIRANEB ST LUERES « LEONTAP B EH - BIEEETE=—([ARY -

* ARIH/&E | AP IR/&ENBaseb44RI5(E o

* R IRFAE TR | MR & I8AYBase644RIE(E ©

* {S1ERICACertifate : ZSECAREHIBase64mbS(E - MRFERSERICA ~ RILRIRMHILS R - MRKER
S1ERICA ~ RIRT /BB ILRTRE o

HAN TERIZEE TSR o

1. %E%ﬁﬁﬁ”ﬁ?ﬁﬁﬁﬁﬁﬁﬁ o %R » 5§ Common Name (CN) (—#%%# (CN) ) REAONTAP BRd 5

62



openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. BEEMICAREMIEONTAP ERERE - SrIscCHRFFEEERE - IRKEMEENCA ~ FRHE o

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 7EONTAP ZiE#E FZRAFIREENEE (PW1) -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. FEBONTAP LIBMRRRBAMHE cort BRI o

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. EAEENREAIFERSE - LLONTAP Management LIF IPFISVM&TEBE X <SfManagement LIF>F<vserver

name> ° {SABIEMRLIFAIARFSIRBIRE A default-data-management ©

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"

vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. {£FBaseb44RiE/&:E - £IRFSERICARES ©

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

7. ERR E—TEISHER B o
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cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o —— o et ettt it
o +—— +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

o —— e e it ittt et P
+————— - +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o f——————_ Rt et L P
o t———————— +

EERE T A e E B

TR UAEFIRB R - UERARNERE S A EHDEE R o EMiER AT | EAERERE/EN
AR IRE] ERTAGE ARG ; (ER/REN RN EMAEAE QB - EEEEM - CUABRRANESRR
7~ RBITIGEREE /0% - AAMBEAENNbackend jsontE % ~ HHEIERITHMNERH tridentctl
update backend°
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmmmm== Fommmemcemmes=e== B e
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e Fommmmmmmmesrrrrrrrre e reme s e mmm o
Fommmmme Pommmmmme= +

| NasBackend | ontap-nas | 98el%b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

P e Fommmmememesesesese s s s s e eses
o= Fommmemm== +

SRR « AFESEEWATEMONTAP FAENE (IXBIOS) - FEZRIRE

EE®
(D o EIRIR/ERER « AR S E/REMIEEMERE - ARBMRIRUERMBER « Z&H
REONTAP ZEEMIFREREE ©

EHRIEATTEH BRI HEENER « AT E 2 BRI MWHEEELR o IR IREHREETAstra
Tridenta] LLEAONTAP &Z & im@:N « W ARIER KA VolumefEE o

EIENFSEEH/RE]
Astra Trident{#E FNFSEE /R RIS ZEFHI EFREC B 2 iR ERYTFER ©

{EFAE L REEF « Astra TridentZ2{ERiEEIE :

* Astra TridentA] BIRE EIREL/RRIAE ; FUIFERNF  FHEEESFEEARTIERIPANCIDRELR
BE o Astra Trident® BENIE L ERREIRLIPHTIEEEL/RA] - 30 ~ MIRAKIEECIDR ~ BIERER L
BRI 2R E B R ERXIPHIEEEL/RR -

* RBEFEESUEILELFER ~ MWFSHFILIRA o BRIFFEARPISEARRAELRREE - TH)Astra
TridentZ fEFATERAYEE LR A ©
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HEEIEE LR

Astra Trident {2 fHENREEIE ONTAP RIREHFRRAIRIAES o ErRFFEES A TIFMRIPISE AT IILE
E ~ MIFFBERPFERE - e AEBCELRINER ; BMELRIFBRETHEFEE LETFIN
A o b5~ EEMINIRF R AR EEERBIPH LIFESRA SEFIEEFRSE - UEFBHEBEHEHER -

ERENREELRBIES « 557 AMRANEZE (NAT) o 2/ NAT B - REFERIS S E AR
NAT {iisik ~ MIFEER IP EHEAAE ~ FIEEE LR PHRAZBTERE « siEEEEF o

gl
WA FAMAEHRRIEIR - T ERIFEZREH

version: 1

storageDriverName: ontap-nas
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

FERULTHAERS 1 BRERSVMAR ORI BE B SEATIR T M LAY - I A5 A EIBECIDRE
() 8 GIOBRELRR) WELRA - AFHLEE NetApp REWBERHHE 15 SYM BPIF
% Astra Trident ©

AT 2 fE B Lt g 5 BRLE T RERVEE A TN -

* autoExportPolicy 5% true ° &7 /nAstra Tridenti§ A ZE I FEHIRR] svm1 {85 2K B2 IR AT A MIBRR
BIIAYEEE autoExportCIDRs {HEEIE o FI40 « UUIDZA403b5326-8482-40dB/96d0-d83fb3f4daecFlyig
Iifi autoExportPolicy RAEA true EIHAHEHEREA trident-403b5326-8482-40db-96d0-
d83fb3f4adaec fESVM.LE ©

* autoExportCIDRs BF{EIEE o b AZERRB ~ 785%4 10.00.0.0/01 ~ T:/01 ° WRKE
& * Astra Trident& #iE T TEE N4 _EIXEIRVFRE 215l S0 E BB BLE Xk o

TEUEEEHI 192.168.0.0/24 FRMEIULZER o BEFRM ~ BRILAIIEEEERIKubernetesEiBhIPHGHTIE ZE Astra
TridentFREEILAVEE R B © EAstra TridentE SR I THVENEEET « SREENEIRLRYIPALL ~ WHRAPIREN(IE
RGBS LN autoExportCIDRs © EhgEIPZ % ~ Astra Trident& $1 ¥ FriR =B P i PER 17 FE R AR
BI ~ M EEFr AR B S E R R —EFRA o

AT L S HT autoExportPolicy M autoExportCIDRs I BiRElR o Al UABEE IR MIFRIRACIDR
B IHMINNFTRICIDR o MIFRCIDREFATSWEE « UBFRAZHENIRERELR o (St LUEEEH
autoExportPolicy FAREIR » AAREIEIFEREIIMELRR - EFERTE exportPolicy 88

1EAstra TridentiZII S BB IRZE ~ A LUEREERIE tridentctl EEM tridentbackend BFEE
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XB:

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
datalLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: extd

EENEIE EKubernetes#E Il Al Astra TridentiEHIZSsE 825 - FEFIRERHNELRA (FiREBEMAMME
FIEEMININLESEAN) autoExportCIDRs (f8lf) o

TEPRENELET « Astra TridentE 1R EFAA R LR IR « LUBEREIRIAITFEURA! o Astra Tridenti§ LLERZSIPIESEE R
ImAYEE R AR ASER « RIBn LRSS « FRIEEEPREIRAER A LLIP -

HNERIRBENRIRE « sAEREHEIR tridentetl update backend 1 E{RAstra TridentB &1 S IEEH R
Al o WNILEAS & E I B IR UUID sra B RE « MRS SR IE_ EAMIEEER « (FRMEIIAEL R o

@ fErEABEERELRINERE - REMRESBEIMNELRE - MREBMBILRLK - BIEHE
HAIR AR « WEBGEIMAIELREA o

UNRENEFENEERIIPAINE BB 5 ~ A EEFEENETEE_EAYAStra Trident Pod ° Astra TridentiZE @B EEIEN
BIEELER « LU IEIPEE o

HEHACE SMBHIR &

QETHINERE ~ KR rI UEARKECE SMB H4HEE ontap-nas FEEIFET ¢

7B SVM EREIRFEEE NFS # SMB/CIFS B E ~ A BEIRIL ontap-nas-economy M
(D RAEBEIE ONTAP 1 SMB Volume o EFRRE HE—BBMRE - B SVB HEER T
55 o

ez Al
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68

ZECE SMB HiFRE 2 AT ~ M EEHE THIIER -

Kubernetesz & EFLinuxiZHI23&0EE « MURE/D—EHITWindows Server 201989Windows T{E&f
Bk o Astra Trident(® 1B S EWindowsEEL_E#11THPod_FBISMBHEIER o

=/ DE—{EAstra Tridentt? « 6 Z{8AYActive DirectorysPi5 B Hl o WUEEMZR smbereds -

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

FREZWindowsARFEHISCSI Proxy o HE:R

Z=ZnX

T csi-proxy ™ A28 "GitHub : csi Proxy" 8 "GitHub : &
A WindowsHISCSI Proxy" A Windows_E#11THIKubernetesEiZh o

1

2. &
|

. B AZPEEE ONTAP ~ RaJLUSIB 427 SMB 1/ ~ s Astra Trident AI A A EREII—(@

@ Amazon FSX for ONTAP B SMB = o

IR

TRl LEBEMES RN —REZIISMBEIEHHERE "Microsoft BIRF 4" HEBRIRFF AR SIEE T E
FHONTAP CLI - ZE{FEFRONTAP CLIZEIZISMBitA :

a. MAKE « FEUHBHBEREERE -

. AL
°© vserver cifs share create op<

SHEHARUIEIEE-pathBERPISERRE - IRIEER
BRIEAREFTE ~ AlangRM -

b. #Z37BiEFESVMERIMNSMBE AR :

vserver cifs share create -vserver vserver name -share-name

share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. BRHARERL
vserver cifs share show -share-name share name

() #2m EusVBHEE" LEGREHEEL -

I B IRET ~ 1

0N

B TE F5IEE UIEESMB Volume © 1EEONTAP FRrARYFSXfor Sendbackend4EA
1 SR "FSXIZHONTAP R iE4HAEEE

AR
4EREETEANERA" o
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nasType

securityStyle

unixPermissions

5IZANASAHAEFEIE B E|ONTAP

BERZYN{AI7E Astra Trident ZEE I K EF ONTAP NAS EBENTZT o AENiR LB IRARACED
Bl i& % imEfEE StorageClasses HIFFARE K] o

R ImAERRETE

B BIHAERSIETE -

version

storageDrive
rName

backendName

m2RETR

=R EH

(G e R ey

BT BB TR

=R EH

EoI LIS TYIEAFP—IE | FH
Microsoft EIE XA 3 ONTAP
CLI 3789 SMB HARLTE ; izF
Astra Trident #2317 SMB H£FB%
18 A 2ERE =R UG LR
& 7FEY ©

HHIAEFEEZE ONTAP ~ L2 A
BEAEA o

Amazon FSX EE LB ARELIE
ONTAP &% « BEFRAIABZEH o

*IAEERTES smb. TR Anull ~ 81
FERR A nfs ©

HHEREENZ 2R °
B TES ntfs I mixed 7EH
TRSMBREIER o

AR @ RIART o SMBHEFRE 1)
ARER/EH

il

smb-share

smb

ntfs @ mixed BN SMBHLE
&

FERR
KIEA1

T ONTAP-NAS ] -~ [ ONTAP -
NAS - &% ~ T ONTAP - NAS -
Flexgroup 1 ~ T ONTAP - SAN
1 ~ T ONTAP - SAN £ |

EREhiE\f@ + " " + dataLIF

69



28 sRAA He
managementLI FREHSVMEIELIFAIIPALLE r10.0.0.11 ~ T[2001:1234:abcd::
F fefo]

TRILEE e B MiE 1 (FQDN) o

UNERER IPv6 FEFEZR4E Astra Trident ~ BRI AR ES
5/ IPv6 itk o IPv6 it ABE S IEINES « Bl
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
] o

YN MAE MetroCluster Z IV E B ~ 552 H
MetroCluster &3l o

datalIF FEHFELIFAYIPALLE FEENIHUSRIESVMETE (BXRIETE
) (FREZEER)
RFIEZERERA datalIF o YNRKIZMH - Astra
Trident& & SVMEEENE Kllifs o ] LUSEEAINFS
HEEENTEAEIERTE (FQDN) - EBEEIIERA
BEIJREDNS ~ UEEZEER LG BEEaEF
187 o

AIEIEREZREE - F2H -

WNREA IPv6 FEIZZLEE Astra Trident ~ BIFLIERES
fEF IPv6 firtt o IPv6 fttAZBE S IENES ~ BN
[28e8:d9fb:a825:b7bf:69%9a8:d02f:9%9e7b:3555
] o

* MetroCluster 55 B& o * 552[] MetroCluster &l o
svm E(FE A FEREZS NRIESVMBAISTE

managementLIF B187E
* MetroCluster BB o * 5528 MetroCluster il o

autoExportPo E{FE BENEHRRIEIL KEH[FH ME] © 5
licy

EJzz! autoExportPolicy | autoExportCIDRs i

I8 : Astra Tridentr] BB EIRELRAY o

autoExportCI Efi#E Kubernetes §i2Y IP B9 CIDR JBEE « LUEHRMRER  ["0.0.0/0" ~ ":/0"T
DRs autoExportPolicy BRI °

f£F autoExportPolicy M autoExportCIDRs %
18 : Astra Tridentr] BEIEIRE L RRAY o

labels EATIMEEMNESISONE R CIBE E "
clientCertif FARIH/&RENBaseb44RIEE - AN /EEEE:S "
icate

clientPrivat FRIRIAEEIRAIBase644RmiEE o /&R EER T "
eKey

trustedCACer RfSECA/REHIBase64/RIB(E « A - AIVEEER "
tificate 55
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W

#

username
password

storagePrefi
X

limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceFl
ags

nasType

nfsMountOpti
ons

gtreesPerFle
xvol

smbShare

ki iE
IR SVMMERERTS A RERRE
R SVMBYEES o IR RGRE

FESVMAECE TR E R PRERBIAIERS - ;RERE " Trident”
R
MRFEARSRILADLE « RIEEETEREE - " (FERAREIEIT)

*ARERA Amazon FSX for ONTAP Sfor Sfor *

MRERHEFRE A/ NS UILE « IERERERM ' (FERAEEE]IT)

T ZRFIHEERIgtreeFLUN ~ LURBIHEE K/ E
fR gtreesPerFlexvol EIER] B5]&FlexVol {EZ1E
& AYBCRARI BN LR o

SEFlexVol {ALUNRIERALUNZLE « EJETE[50
+ 200]

SEHFAERTE(E ABVREEIER o B0

false - "method" @ true}

ll1 Oou

{ "api“ . null

FA7NMEMA debugTraceFlags BRIEMRIETE AR SRR
EEFFVECERAEED ©

B ENFSH SMBRAREEER T © nfs
EIEEIE nfs » smb 3null - NFSHAEE FYTER(BR
Anull o

LEESR A PRAINFSHIEEIEBEE -

KubernetestF &% & VN ERIEE E D 1E#FLER
FIERE ~ (BUNREFER P ARISEREIEIE - BAstra
Trident® 2R [E{F B 1218 InAH REAE P15 E AU 81258
IE o

YNR BT EER BARREAE RIS EH 8ETA - Astra
‘Iréident#l%’r;ﬁ‘s%?’ﬂﬁ RARRHEHARE £ 52 E (R AT e

SEFlexVol {E:ZHIERARqtree R  AZATEEE R[50 "200"

~ 300]

TE LIS A EA—IE | £/ Microsoft BIEF TS
5 ONTAP CLI Z£1rHy SMB F%%E ; 75F Astra
Trident 37 SMB HHMN%E ; AL HERE B
IFH PRI & 77 EY o

smb-share

HINAZFEEZE ONTAP ~ L2 AEHIEE o

Amazon FSX EE 28 A FEZE ONTAP &ig ~ B
RA]BZER o
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W

2 =BA FE%
USeREST {EFAONTAP Isrest APIFIFIA R 8 o R 1iTTEEE i

useREST LUHITTAE *E'Jﬂ/:_l:t?zd#\ ~ B ARRRIR
B MIEAREXEETIEES c 3REAF true

* Astra Tridenti§fSEFHONTAP a?JJ:APIE—MﬁlﬁﬁLﬁ B
i o LEIHBEEEONTAP R EFhRASBIRRZ o ItE
SFONTAP ~ FR{EFBE A BB ZERESI1FE ontap
FERRER : E2TEHEEM vsadmin M cluster-
admin Bt :

useREST A iEMetroCluster {(EFZ1E ©

AR E R BHIFE R IRARREEE
eI AR PRV E LB IRRIEHITAR EIRECE defaults AARREES o WIEEHH - F2RA THIAEBEF o

28 R FE%
spaceAllocat LUNBIZERISDED "E
10on

spaceReserve ZEREIMFREBERN ; M1 (B = T Volume1 (H) "&"
snapshotPoli EffHMISnapshot/RAl "
cy

gosPolicy BISKAAPT IR AR ERIQoSIRAIBEAE - FEEEMHTE "
E&/B iR E P —{ElqosPolicys{adaptiveQosPolicy

adaptiveQosP BIgIRAAFTIEM RGBT QoSRAIEHE - BiEE "
olicy EfEFE&E/ &R EP—{EqosPolicy
Z{adaptiveQosPolicy ©

RZONTAP-NAS-LHE L 1B o

snapshotRese {REBLAREBAVEIEE B LE 0] %2R snapshotPolicy
rve A M| ~F[AA T
splitOnClone FEILRASEF ~ RERXEERDEIER "R

encryption TERRRERE & B FNetApp Volume Encryption (NVE) "&"
; THRR A false o AT RS DIRELRIANVE ~ A
AEfE AR LtEEETE -

WMNRIEEIHEANAE ~ B)Astra Trident B & B9 E{aIk
IREEZEAFENAE ©

INEHMAE ~ 552/ ¢ "Astra Tridentdl{a/EINVE
AMNAEIBECE(E" o

tieringPolic ZERAIMUER ME) MERRIRIE) BRI ONTAP 9.5 2
y BiAY SVM-DR 4H5&
unixPermissi FFEHEERIRET "777" R~ NFS H4HR&E ; SMB
ons REAZH (RER)
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W

% 55 AA 6

snapshotDir  $EHIEHITERY . snapshot B "fER"
exportPolicy E(EFRARVEHRAY "FERL"
securityStyl HHBEEMNLEERET o NFSTEER A unix °
e
NFS 8 mixed Ml unix Z&2K%L - SMB FER{E% ntfs °

SMB & mixed Ml ntfs &% -

f5#RAstra TridentfEF QoS FRIBHAREONTAP {2 ERIRAHIARA o BSEATIEHANQoSE
(D) BuzsA - pRGRAEHERERERESEEMEE - £ZHQSRABHAIEHIE LIFal
MR LR -

Volume & REC & £
UTREETERBENES

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'

AR ontap-nas #l ontap-nas-flexgroups Astra TridentIRTEFERAIFMNEIEAE » B{RFlexvol
FFsnapshotReserve B EEMPVCcIEMERAER S - EFERABEERFEHAPVCsE » Astra Trident
Brlexvol FRAMIGESR « BIUIRKGNESESTHNEER o b5t EBEREREEKAEREEFE
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BARRERNATEAZRE - BEBAF/NAFAERMNZR o Ev21.07281 ~ EFERABEERERAPve (FlE056iB)
~REBRBEERIS0E ~ MR SEERS2. scirNAREATR - ERAAFEEERNEEMEVolumefl
*snapshotReserve {hLIEEEH) o EFETrident 21.076F ~ EAEERIE AR AZER ~ MAstra TridentiE# 1
snapshotReserve HIFRNEZ(EVolumeBI B LE c EREAR ontap-nas-economy © sA2E T EEH) LA
FRILEThEERVEIES T ¢

AEARUWT :

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

HhtsnapshotReserve = 50% ~ MPVcEXK= 5GiB - Wik &4 K/\%2/0.5 = 10GiB » _Iﬁﬁj(/J\j%SGlB “EREE
BETEPVCERAERM A/ o o volume show fn< MERETRIBLUL T EHIAVEE R

Vserver Voelume

_pvec_B9f1cl156_3801_4ded_9f9d_034d54c39574
online RW ieGB 5.

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW 1GB 511.8MB

2 entries were displayed.

TEF+4RAstra TridentfF ~ JcRI ZEEMIRE R IFEIRIE FMGRIARAEHIEE o HNEARZFIEIAHEIRE « &
FEZREE ELRARRE /) ~ LUBERERETT - HIU0 ~ ##AMI2GIB PVC snapshotReserve=50 JeHiEE IR EIE
H1GIBRIRIE AZER o FIUN ~ IS E A/NAEEA3GIB ~ nl:EEATE 726 GBI E A 3GIBRIRI B AZE
fH o

RIKAHAREEA
THSEABRTERER « BAB DI SHFREERE - ERERRIFREENTTE

@ INRIETENetApp ONTAP Z1E TridentdINetAppz 5 EfEFHAmazon FSX ~ E:EIEI5EIifsBIDNS
%78 ~ MmIEIP{LL o

ONTAP NAS #7554 25 & 45

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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ONTAP NAS FlexGroup i

version: 1

storageDriverName:

ontap—-nas-flexgroup

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password

MetroCluster i

TR URE R « BRATIMANTIAIEFEEMBIRESR "SYM EREER"

EEEETIAMYIA -« FAEREE SVM managementLIF W dataLIF # svm 2 o /30 :

version: 1

storageDriverName:

managementLIF: 192.

username: vsadmin

password: password

SMB Volume 5

version: 1

ontap-nas
168.1.66

backendName: ExampleBackend

storageDriverName:

ontap-nas

managementLIF: 10.0.0.1

nasType: smb

securityStyle: ntfs

unixPermissions:
datalLIF: 10.0.0.2
svm: svm nfs

username: vsadmin

password: password

mn
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B/ \WEIRAHRESH o clientCertificate © clientPrivateKey #l
‘trustedCACertificate (EM -~ MRFERESEMICA) BIEA backend. json M FIEIGHE P IRE&
%~ IR IE RS ECAREHNEECARIEE

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BEE L RAEEH

AEBHIREAUNAITERAstra Trident{E FAENREEE /R AR B ENE L KR BIRE LR - EHAVEEAAER
ontap-nas-economy #l ontap-nas-flexgroup FBEFE :

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4
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IPv6 i ik&E 15

I EHEER management LIF EAIPVEiIiLE o

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_ipvé6 svm
username: vsadmin

password: password

Amazon FSX for ONTAP £/ SMB Volume i

o smbShare {#/H SMB HFEEART ONTAP EE FSX 28

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
storagePrefix: myPrefix

EREENRIKEN

T TEHETHRREZRERELF « GHEFMBRFIRERENTERE I spaceReserve &
spaceAllocation g ~ A encryption th o BB RMEREREERERPERN o

Astra Trident 872 TER) BUPREERICERE o 5IHEEED FlexVol L5&7E ontap-nas Z¢FlexGroup &
1% ontap-nas-flexgroup ° Astra TridentE X B/RACER « RERE RN LM RBRENIIFFHRIEE -
ATHEER - FESESTUHESEERERNEREE « TRSEREIRESAE o

FELLEFF « BLERFEFNEBRITRER spaceReserve » spaceAllocation M ‘encryption B ~ MHE
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ONTAP NAS 54

version: 1
storageDriverName
managementLIF: 10
svm: svm nfs
username: admin

password: <passwo

nfsMountOptions:

defaults:
spaceReserve: n
encryption: 'fa

gosPolicy: stan
labels:
store: nas_stor
k8scluster: pro
region: us east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us east 1
defaults:
spaceReserve:
encryption: '
unixPermissio
adaptiveQosPo
- labels:
app: slack
cost: '75"
zone: us east 1
defaults:
spaceReserve:
encryption: '
unixPermissio
- labels:
department: 1
creditpoints:
zone: us_east 1
defaults:
spaceReserve:

encryption: '

: ontap—-nas
.0.0.1

rd>
nfsvers=4

one
lse'
dard

e
d-cluster-1

a

volume
true'
ns: '0755"

licy: adaptive-premium

b

none
true'
ns: '0755"

egal
'5000'"
b

none

true'

unixPermissions: '0755"

- labels:
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app: wordpress
cost: '50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0775'
labels:
app: mysqgldb
cost: '25'
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"



ONTAP NAS FlexGroup i

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000"'
zone: us_east 1b
defaults:

SpaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
zone: us_east 1d

81



82

defaults:

spaceReserve: volume

encryption: 'false'

unixPermissions:

I GTTET



ONTAP NAS #7534 zx &1 451

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755'
- labels:

protection: bronze

creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755'
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
defaults:



spaceReserve: volume
encryption: 'false'
unixPermissions: '0775'

& IR ¥ FEE StorageClass

H2E T3 StorageClass E# [EHtEEEIRHZH] o (B parameters.selector HfIH ~ EE
StorageClass #3 &MU PILE EHREE n] N TIEMWEE - IEE A EEFMENERE RN EEZERER °

* o protection-gold StorageClass ¥ EEHFMFE—EMNE ZEEREE ontap-nas-flexgroup &
i | SR —IREERFRENE IR

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"

* o protection-not-gold StorageClass ¥ EEHHIE =M EMEEREE ontap-nas-flexgroup
®&in . SR —IRESHLIMRERRNEIRA

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysqldb StorageClass E¥REEPREEERER ontap-nas &l : EEM—% mysqldb &
B AR UR MR IARHER -
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysgldb"
fsType: "ext4d"

* tprotection-silver-creditpoints-20k StorageClass E¥iFEEFRYE = (EEHERE ontap-nas-
flexgroup &if : S —IERHIEARRER 20000 ESHMBVE IR o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: netapp.io/trident
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* ° creditpoints-5k StorageClass EHEZEPHE=EERER ontap-nas BIHNFIIE ZEERE
& ontap-nas-economy &% | M —#A 5000 EEHMHANEEFE -

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Astra Tridenti$ REZEIIMEERER - WHEFRTSRHEFEREX

B datalIF ¥R &
ERIAEVIRABRE R EEERILIF « FERHIT MG < ~ UEMERLIFRENRIRIsontgSE ©

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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@ YNREPVCSHINME—THZEPod ~ T ARIRIFT A ERIPod ~ ARG HEMEE) « FHNE
BILIFA &3 -

Amazon FSX for NetApp ONTAP E

fEF Astra Tridenti&ficAmazon FSX for NetApp ONTAP f# R 5%

"Amazon FSX for NetApp ONTAP Ein" B Rt BERAWSHARTS « tIER P RBEI R TR

FENetApp ONTAP Bl EERGFIIER R4 o FSX for ONTAP VMware R ;B {KE A

ZEHINetAppIHsE ~ MEEMEIEIRE ~ AR R D ZHEREFAWSERNE Z 14 ~ 8UEE ~ 22
MHFOETT M © FSX for ONTAP Sforsz#2ONTAP Isf{it 18R R INFEF EIEAPI ©

MR

BREAFKEAMazon FSXHNEEER ~ FHLIONTAP R ASEEN —ERE - TEESVMA ~ SR E I —{ED
ZEHIREE « ELERERHFERZRARTPIERZMERKINERIASE © B 7 Amazon FSX for NetApp ONTAP #Y
INAE ~ Data ONTAP B EEIG T ERR AR RIRM IR - MERAMRIEETES* NetApp ONTAP
Sing*

fE A Astra Tridenti&EZAmazon FSX for NetApp ONTAP {£fENetApphs - & A] LIFE{RTEAmazon Elastic
Kubernetes Service (EKS) H#ifTHIKubernetes#E « AESHACE B IRFFEZZ L ONTAP ZIEMIEHIEE o

A NetApp ONTAP BJAmazon FSX "FabricPool" BIR#ZEE - ERZREIRIEEH EREEEZN « KB R
EE—ERRT -

z

il

* SMB Volume :
o FAZIESMBILFERE ontap-nas ZREEFNTET ©
° Astra Trident{Z % 2 L4 WindowsE1Z:_E#1THIPod_EHISMBRERER o

* TR A BEEDEIAmazon FSXIERE R LB HIHEE ~ 7 AH Tridentflib: - EEMIPRPVCs ~ (EEEF
FIFRPVAIFSXfor ONTAP the Sesfvolume © B E &G RIS :

° A/ MR RIEIIFSX for ONTAP the SusetER R4 o RREL TIERIZR] BEHEHR « B
TR TS o

° A TMRERIL K FIFABEREN - FREEHEMFIETidentlIMFEIRE - MEFE—TFH
TA

v Backup and maintenance - optional

Daily automatic backup Info
Amazon F5x can protect your data through daily backups

Enabled
© Disabled
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* IHAMAmMazon EKS#E &5 B R EIEMKubernetesEEE kubect1 B8t
s AICEEE T (EENEL7ZENAYIRE Amazon FSX for NetApp ONTAP HEZE A HIZERILES (SYM) ©
BTV T ERIR, "NFSZLISCSI" o
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1. EAHEP—IEEE Astra Trident "SFE /575" o
2. IREESVMETELIF DNSHHE o #I40 ~ FHAWS CLIS# DNSName B A Endpoints — Management #TF

flerezi® :

aws fsx describe-storage-virtual-machines --region <file system region>

3. B RZTHEMRE "NASEIRERE" 8 "SAN B imkgg"

CAIMGEASSHIEEMIBE ABRASR (PIMREER) - MASSHTEEHERMK -
(D) P roxadnin BAE - CERUBEAGERENES WK EIEONSHIH avs £ox

describe-file-systems ©

4. FEREHNEREMNESIELIFFIDNSLIBREIIBIHIER « NTHIFIT :

88


https://docs.netapp.com/zh-tw/trident-2307/trident-get-started/requirements.html
https://docs.netapp.com/zh-tw/trident-2307/trident-get-started/requirements.html
https://docs.netapp.com/zh-tw/trident-2307/trident-get-started/requirements.html
https://docs.netapp.com/zh-tw/trident-2307/trident-get-started/requirements.html
https://docs.netapp.com/zh-tw/trident-2307/trident-get-started/requirements.html
https://docs.netapp.com/zh-tw/trident-2307/trident-get-started/requirements.html
https://docs.netapp.com/zh-tw/trident-2307/trident-get-started/requirements.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.netapp.com/zh-tw/trident-2307/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/zh-tw/trident-2307/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/zh-tw/trident-2307/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/zh-tw/trident-2307/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/zh-tw/trident-2307/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/zh-tw/trident-2307/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/zh-tw/trident-2307/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/zh-tw/trident-2307/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/zh-tw/trident-2307/trident-get-started/kubernetes-deploy.html

YAML

version: 1

storageDriverName: ontap-san

backendName: customBackendName

managementLIF: svm—XXXXXXXXXXXXXXKXXX .L5—XXXXXXXXXXXKXXXXKXX . fsx.us~—
east-2.aws.internal

svm: svm01l

clientCertificate: ZXR0OZXJwYXB...ICMgJd3BhcGVyc2

clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

JSON

{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "customBackendName",
"managementLIF": "svm-XXXXXXXXXXXXXXXXX.fs-

XX XKXXKXXKXXKXXKXXXXXX . fsx.us—-east-2.aws.internal",
"svm": "svmO1l",
"clientCertificate": "ZXROZXJIJwYXB...ICMgJ3BhcGVyc2",
"clientPrivateKey": "vciwKIyAgZG...OcnksIGR1lc2NyaX",
"trustedCACertificate": "zcyBbaG...b3Igb3duIGNsYXNz"

MBRE I BIHAVAERE « 552 T7E4 -
> "FEFONTAP NetApp NASEEENTZR R E R IHK"
° "FFONTAP SANBEENFEN R E R IR"
EET B SMBHEE

o] LAE R PREC B SMBEEERE ontap-nas BEENET | SeRk 2 AT A SANFINASEEENTZTLONTAP FeRk FHE
B% o

FsEZ Al
EIR(ERABCE SMB HEE 2 AT ~ 555F A ontap-nas BREIED « U BEFETHIER -

* KubernetesZ&FE BB LinuxiTHI2SEIE, « LUIKRE/D—{E#1TWindows Server 201989Windows T{E&f
Bh o Astra Trident{EX #2247 Windows EiZE_E HIITHIPod L BISMBREREE o

* =/ bEF—{BAstra Tridenti%2 « Eh 1S EHActive DirectorysBs5 &k} o WUEAEIEER smbereds -
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kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* BRTEAWindowsRFSHISCSI Proxy © HERTE csi-proxy ~ sB2E] "GitHub : csi Proxy" 3§ "GitHub : &8
A WindowsHISCSI Proxy" AR Windows_E#1THIKubernetesEiZs o

1. EIISMBEAE o ,UEJLME%WEE‘EZ RIEIISMBEIEHEE "Microsoft IR 14" HEBRIIRERA
A EEE T EAONTAP CLI - ZEE2{FEHONTAP CLIEIZSMBHA :

a. NAME « FEUHA B ERERISER o

° yvserver cifs share create ﬁﬂ"%@&#&ﬁﬁEﬁ,ﬂFaﬁﬁ“bﬂﬁ-pathféﬁq:?'é@ﬂ"ﬁgﬁg o YNRIEER
BASRTZIE ~ BIA S B o

b. 337 B5FE SVMAERARISMBHEAE :

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. HERHBEEEEIT -

vserver cifs share show -share-name share name

() w28 ETSVBAE" MRERE ML -

-
[rrﬁ
m
il

2. BB~ (RAESRTE TYIEE UIEESMB Volume © I1ZEONTAP FrB BIFSXfor Sendbackend4BAE
I ~ 3520 "FSXIZ2HONTAP & iE4B A= IEM &R " o

2% =REA i
smbShare o LUSERYEHF—IE . E8 smb-share

Microsoft B IR 1z :E ONTAP
CLI #37A) SMB X% - o2
EF Astra Trident 37 SMB £/
H% 78 o

ONTAP #&1%BY Amazon FSX 5
IE2 8 -

nasType *WABRE Ay smb MR Anull ~ Bl smb
TER A nfs ©

securityStyle HEENZEHE ntfs { mixed BN SMBHLE
&
IANESRTE# ntfs Of mixed
L SMBHAFEE ©
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unixPermissions
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autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

username
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password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

siLPH eyl
BIREREHSVMIIEHS o AR

SERUERE o

EFERNEEERE RS EESVMEBIRLIFBESTAE
ESVMA B ERFRERMN  trident

AIERS o
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* ZHINFSE Amazon FSX for NetApp B °
ONTAP o *

BB fsxadmin M vsadmin 35
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FEPR ~ M fEFIAstra Trident/ABR
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2 =RER #0431
nasType R ENFST{SMBRAFREE L © nfs

FEIBFIFE nfs ~ smb Bnull °

*ABEGTEAY  smb FHHYSMB
Volume ° *s8EAnull ~ B ANFS

Volume °
gtreesPerFlexvol FFlexVol {EiZHERKqtreeB ~ &7 200
TESEE P[50 ~ 300]
smbShare e UEE FHER—IE | A smb-share

Microsoft BIEF# &5 ONTAP CLI
BEIIAY SMB % - 2 A
Astra Trident 37 SMB HHH%

7@ o
ONTAP #&i%HY Amazon FSX EE
[li= g
useREST {EFAONTAP Isrest APIBYfMAZ false
B o FTTEE

useREST LU iTFEE "I 1
# ~ EEARAEIRE « MIEAR
EXEETEESH - REAR
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cluster-admin B :
BF# datalIF #JIR4EEZ &
ERIAEVIIRABRR R EEERILIF « FERHWIT MG < ~ UEMERLIFREIZBIRIsontESE ©

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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W

2 =R EH FERR
unixPermissions MR pEL o M

R ZSMBHIREE « sAREZEN ©
securityStyle HHEEENZ 2K ° NFSTEzS % unix ©

NFSZ1E mixed fl unix &, SMB FE:R{ES ntfs ©

SMB %3& mixed fll ntfs Z&
7 :

g5

{8 nasType * node-stage-secret-name ' # ‘node-stage-secret-namespace * {ERILIEESMB
MR & ~ MR HPRFERYACtive Directorysisg B o ERZIRSMBHEIRE ontap-nas ERESHER o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: nas-smb-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"
fEFAkubeclZE I &%

BIRTEE 1 Astra TridentfiEF R K 2 IBIRAR o ©E5FFAstra TridentUl A EEFRFKE
A ~ MUKz Astra Tridentf A% HZ R ARECEHIEE o Z8EAstra TridentZz & ~ T—3 28
i7{8if © © TridentBackendConfig BE]E/EEE (CRD) F:EEHESE
iBKubernetes/ T EIE I KR EIE Trident{B s o EEJAEABITILEZE kubectl HEE
RtKubernetesZEfhRZ<BYCLIT A

TridentBackendConfig

TridentBackendConfig (tbc » tbconfig ™ tbackendconfig) Al ~ BB ILCRD ~ AIREEERE
I#Astra Tridentf& i kubectl ° Kubernetes S Z B2 SIRTE AU HZEEKubernetes CLIEEIL K EIR &I
MERFEREBNG LI AAER (tridentctl) o

J2I7FF TridentBackendConfig ¥4 :

* Astra TridentZRIEEIRMIAVAERE BB B c EEEAPETRA TridentBackend (tbe ©
tridentbackend) CR.
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* o TridentBackendConfig M—#FE 2 TridentBackend iE&HAstra TridentFf2iL ©

{8 TridentBackendConfig {EFR4EE—#—¥IFE TridentBackend ° FIE BiREAHFHAER T RRER
IHTE ~ BB B TridentKREBFBIEYHENS ©

@ TridentBackend CRSHAstra TridentBENEIL o " REZEREELIEE - RIEBERZBIR
EITEI  BIEABITIEEN(E TridentBackendConfig M

H2R T FIUBEEIMT TridentBackendConfig CR :

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

T RIIXEE RIS "TridentZ 120" FRRHFT &/ARFBRISEHERB &

s

° spec HARIRIFERHERBRSH o EULHEAFH P « BIHEEA ontap-san 12%@%[@%{%* {55 PR EBR S LH RO AERE
2 - MBFARHAERSEANAREEEE  F2H "FERHENRIREREN"

o spec EPOEFE credentials #l deletionPolicy MMUFFIEEY TridentBackendConfig CR :
* credentials : L2 AER - 8 EREE 1n%r%§:ﬁlﬂ|§§'&ﬂq;?n§§*4 o It EAFERERL
HKubernetes Secret ° 5858 B RHE AL FIETVEIR « FIb@EE R

®* deletionPolicy - I A EHRE FHIER FREEENER TridentBackendConfig BEfMIER o AIAETR
EMErRENEZ— !

° delete . EEEXME WM TridentBackendConfig MIBREE IR - EETERIE

° retain . @ TridentBackendConfig fHIFRCR%# ~ BiRERNTEET « WABBETEIR
tridentctl ° EMIPRRBIFRES retain AIRFERAEMRFREREIRE (21.04250) ~ MREEILINE
I o WEHRIRYERITEZ B E# TridentBackendConfig BEIL ©

BIRABEFEHRE spec.backendName © gﬂ%ﬂi? SIE E'J‘%H?Hﬁ ma B A YA T8
(D TridentBackendConfig ¥ (metadata.name) E(P AR ERIRATE

spec.backendName °
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DTV tridentctl ;3 BRBEAY TridentBackendConfig ¥4 | A LUEEIZFERKRE
BB IR kubectl 3] TridentBackendConfig CRUAEEIEISEAERIRVAERER 8L (a0

spec.backendName * spec.storagePrefix® spec.storageDriverName‘:T

&=

) °Astra Trident® BENELEHHEITH "TridentBackendConfig ERTELFENERE

TREE

AEERAZIMIYRIR kubectl

FEZHITTIIDER -

1. 37 "Kubernetest4Z" o IEHZ 6 & Astra TridentE (77 & /ARFS B AP R AIEIRE K o
2. J217 TridentBackendConfig ¥ ! HPESHRMMBFEE/RFNVFMEEN « WBE LSRRI

2
2N
22N o

BiginzE - Ko LUERBRRERRE kubectl get tbc <tbc-name> -n <trident-namespace> AU

SHMFAER -

$E%1 . EiIKubernetest%®

BB SR IRFIGEIEIME o

EEESEFERS/ T aFTRBERITIEE - BEHNT :

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:

name: backend-tbc-ontap-san-secret

type: Opaque
stringData:

username: cluster-admin

password: password

TREESRASERETFENEEL AR SIIMA

HEF T atkEm AR
Azure NetApp Files

A GCP Cloud Volumes
Service

A GCP Cloud Volumes
Service

7t%& (NetApp HCI / SolidFire)
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ClientID

Private2{&ID

Private £ &

1R IsRER
FEREN MR R IKID

FAZRLEBHIID - GCPIRIEIRAAPIE
wm—32fo - BACVSEEEAR

EEI® | GCPIRFFIREAPIEIREY
—%9 - EBCVSEEEAR®

MVIP ~ R SolidFire ¥£ BT/ :2
ENAEHERENEHENESE


https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/

(G IER =y 2o (Ve
ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

fERELE

=%

AP imERER

chapff E4%E

chaplnitiatorié=%

chapTargetUsername

chapTargetInitiatori&#%

1RAIEREA
HIRERE/ SVMIERESTE - A

MEREE B AR SR

EARERE/ SVMBIERS o AR

AR iRTAE T iRAIBase644RIE(E
32)iNs Eiokith o

BAFERELTE W
RuseCHAP=trueBIIEE - #AMN
ontap-san # ontap-san-
economy

CHAPESENZSZHE o UM
FRuseCHAP=trueBIRE - FRAM
ontap-san # ontap-san-
economy

BERERERE o W
FRuseCHAP=true | E - FAM
ontap-san # ontap-san-
economy

CHAPE1ZRRENSI L - 1
RuseCHAP=truefI|IZEE - AN
ontap-san # ontap-san-
economy

U RPN ER e TSRS E spec.credentials BRI L TridentBackendConfig T—FEIY

o

B2  #1L TridentBackendConfig CR

IR B BRI TridentBackendConfig CR.7EULEEHIA ~ ERERE IR ontap-san EEfE{2EAE
I7IBY TridentBackendConfig ¥4 a0 FRI/ ¢

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

BRI | FESPHEVIKAE TridentBackendConfig CR

IRERBLKLIEILT TridentBackendConfig EATLEREEAREE o 5SA2 R TFIEH -

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

BRI BRI E4EE TridentBackendConfig CR.
P EG AT AR A T E P —(EfE :

* Bound . TridentBackendConfig CREZEInAERIH: - HBIGE R configRef HES
TridentBackendConfig CR B9 uid °

* Unbound : FTmfEMH ""o o TridentBackendConfig YIHRBEERIE c FRAMELB
TridentBackendConfig CRSTEREEIULFSES o FEEREE 2 1% ~ M AEMEAUnbound (REIE) o

* Deleting . TridentBackendConfig CR BY deletionPolicy BiREAME o &
TridentBackendConfig RMAEMIPRCR ~ WEHRA THIBR AKEE o

° MR BRI E AR EFEFEHEESS (PVCS) -~ #AMIBk TridentBackendConfig fEEAstra Trident
fHIFR1& 1%z TridentBackendConfig CR.

°c MNRRIFLEE—EHZEPVCS - BIZEAMPRILEE © o TridentBackendConfig & - CRTE#E
ATIBRFEES o B iUmA] TridentBackendConfig {EEMIBRFABEPVCSZ A MR ©

* Lost . BARFEAYBIR TridentBackendConfig BIMKEEMIPRE TridentBackendConfig CRIMBE
MIFRBIRAIBREER o © TridentBackendConfig EimFERAMESZE ~ HAIMIFRCR deletionPolicy
BE-

* Unknown . Astra Tridentf % ¥ Ef EAAERABE AV B IRAKRE SN TETE TridentBackendConfig CR.AIUN ~ 40
RAPHaER2SZECIFESE tridentbackends.trident.netapp.io CRDESK ¢ ERIFEEENA o
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TEULREER ~ FINEEIIRIR | IBASEEERILIERINGIE ~ BN "2 U AT A R IR MHIER"

(2A) H54  BUTESHEEN
ERTT TS S RSB RGOSR

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8ef6-
bab2699e6ab8 Bound Success ontap-san delete

LtESh ~ & BT AERIFHYYAML/JsonfBED TridentBackendConfig ©

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: "2021-04-21T20:45:112Z"
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B8 backendName #l backendUUID Z[CIFEFREILAYE IR TridentBackendConfig CR. ©
lastOperationStatus MR ERIEZEIRE TridentBackendConfig AIHERAEMEAICR (HIL0 -
FREEHPEET AR spec) FHHAstra Tridentf§3 (FI40 - £ Astra TridentEFEIEIHARK) © BISER TANTAL
gy kB © phase R/ ZEIRAFZRIAREE TridentBackendConfig MR o £ LEEFIF - phase BEEHS
EMME ~ EFRT TridentBackendConfig CRELEIRIERAN o

BRI LAFIT kubectl -n trident describe tbc <tbc-cr-name> ep T UENSEECERMEFAAER] o

@ CEEE MR E SRR B IR TrldentBackendConflg MR tridentctl o BEf#
UHRAMIPER tridentctl Ml TridentBackendConfig ™~ "sE2RILER" ©

EiREiIR
LKECBECVL#{T&im 18

ARV ERFITRIREIRIESE kubectl ©
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LlERES

fHIf% TridentBackendConfig » &RI LIS RAstra Tridentfilf#/{REB#&im (IR¥F deletionPolicy) © &2
FR1& iR - 5EFEE deletionPolicy iREZMIFR o EMIPR TridentBackendConfig  sATRAFESR
deletionPolicy SREARE o WML ATEFRBIRIIERE « L nJFERETEE tridentctl ©

HITTAE< -

kubectl delete tbc <tbc-name> -n trident

Astra Tridentili A& RIFR{ER S AIKubernetes Secrets TridentBackendConfig © Kubernetes{EFE & &R
B2 o MIBREZREAZEIWD c AEERIRARFEREZR « 7 ERPRSLEEE o

BRRANERE
HITTAES -

kubectl get tbc -n trident

AT LAEIIT tridentctl get backend -n trident 3¢ tridentctl get backend -o yaml -n
trident MEUSFIARIRABE - IWEEH SRS EARIMNRIG tridentctl ©

EHR
ERIRFIEAZSERA !

* RBIERAREERNCEE - EEFHNEER  sAERPRIKubernetes Secret
TridentBackendConfig ¥4 BEH o Astra Trident® BEILUR MR E BRI EHBIE - T T
S U E#HKubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

* BEONTAP B2 (FINERMISVMETE) o
o f&A]LAEH TridentBackendConfig A T3M<TEIZER Kubernetes BIITHI4 :

kubectl apply -f <updated-backend-file.yaml>

o IE ~ BT LU FIRAR TridentBackendConfig EATF3I&H<SH CR

kubectl edit tbc <tbc-name> -n trident
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* MRBIHREMEN ~ BiRNBEEEFERBEMBVAER o oI LURRECE: « FEARMITHRHA
ETREA kubectl get tbc <tbc-name> -o yaml -n trident ¥ kubectl
(:) describe tbc <tbc-name> -n trident?®°

* HRIIEIEAERGAERVREIREZ 18 ~ IR E#1Tupdateds < o

{EBtridentctl TR IFEIE

BRI E A NITRIREIR(FSR tridentctl o

Bi%im

Bz % "EinERE" TSRS !
tridentctl create backend -f <backend-file> -n trident
MRBIREIIRW « KRB IHERERERE o ERIUFIT TG < RIERCER ~ UFEREA
tridentctl logs -n trident

A MAEEAAREAERRNEZ R « MRBAITEE create 855 ©

bR IR
EHEAstra Tridentftl|PR1& iR ~ 5T FEUPER :

1. FEENB IR TS -
tridentctl get backend -n trident
2. ipRELS

tridentctl delete backend <backend-name> -n trident

g0RAstra TridentBILEE 1R infc BEHAEREFIRIR « B2 RIRHEFE « RIMIBREIR S ERATHIR
@ & AR EEITERICE - Rini @R TR ARRE ~ MTridentiGHE /8 EIRE LEHEREM R
R~ EEefIEmERS L

WARRA MR
EEERTridentX BRI « HHIT NP

* FERSHRE  FRT ST
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tridentctl get backend -n trident

* AREUSFIAHAER  SFRIT TS !

tridentctl get backend -o json -n trident

BRI
BRI RImERE 2 & ~ BRIT Y@

tridentctl update backend <backend-name> -f <backend-file> -n trident

MRBIREHRE - RTRRIDERAME - NELER T EMBVER o LRI LBIT Mo an < RARECE « LIFUER
JRE

tridentctl logs -n trident

spl MAZIEAAREAEZERIRTEZ & ~ (MR BHITENA] update 85 % ©
A E AR IR HEF LR

TR L A Json[al ZRREEAREA tridentetl BIEYIHFNEWL - EEEA jq 2REN  BFERE -

tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

EHEARFEREINZIE TridentBackendConfig ©

ERinERER 3R

BEfZAstra TridentEZ B & IRIIARE5E o

EIRBIRAVEE

BEZ#E “TridentBackendConfig' BIE B IR AMERITNRIHEIESZ - EEIRE THIRE :

* AILAERRIIBIR tridentct]l LUETTEIE TridentBackendConfig ?

. 17f8f TridentBackendConfig EITEIE tridentctl 7
AILUEREILE ERETER ?

EIE tridentctl &R TridentBackendConfig

AEGRAEIEEREL 2B IMAEMNL R tridentctl BBEI ~ HiZFFEBKubernetes/ T HE
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TridentBackendConfig ¥{% :
ERERR T2 -

* REMBEEE RIS TridentBackendConfig RAEMEERAEIM tridentctl ©

s FRZEINMEI tridentctl ~ MEM TridentBackendConfig ¥HFTE ©
EEMBERT  BIR(HGEEFT  Astra TridentBHZIRE GREEE - RAREIEEAMEEIE,— !

* HElE(FF tridentctl BIEFEHTBEIINREIRE °

s ERREINELER IR tridentcetl FIIIAE TridentBackendConfig ¥4 @ WE—3K ~ BimFi EERE
I2 xubectl MJIF tridentctl ©

EEFERAEETESLFEENRIG kubectl » f8EEFEI TridentBackendConfig EBAEEIRBRIR o U TEUMA

EERVABE !

1. #iTKubernetest%® o L% 61 & Astra TridentEM(#TF &/ IRFSENFIENREER -
2. 37 TridentBackendConfig ¥ | HH B I ARREFTERE/RFBIFMEEN « LBE F— PRI
& o WEREIRISTEERIRVARRE 28 (U0 spec.backendName v spec.storagePrefix
spec. storageDrlverName %) o ‘spec.backendName EFRELIRERIRAIELTE o
S ERO : A E IR
M#2IL TridentBackendConfig BEELEERANRIR « G ARG RIRAER  EULLEAIP ~ BRREAT
FllJsonERE I &l

tridentctl get backend ontap-nas-backend -n trident

o o
e it it e PPt t—————— o ———— +

| NAME | STORAGE DRIVER | UuID

| STATE | VOLUMES |

e o
o fom—————— Fom +

| ontap-nas-backend | ontap-nas | 52f2ebl0-edc6-4160-99fc-
96b3bebab5d7 | online | 25 |

e et e e Fom e

et b et e t——————— o — +

cat ontap-nas-backend. json

"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",

106



"username": "cluster-admin",

"password": "admin-password",

"defaults": {

"spaceReserve": "none",
"encryption": "false"
}I
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [

{
"labels":{"app":"msoffice", "cost":"100"},
"zone":"us east la",
"defaults": {

"spaceReserve": "volume",
"encryption": "true",
"unixPermissions": "0755"

"labels":{"app":"mysgldb", "cost":"25"},
"zone":"us east 1d",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"

$ 821 . EiZKubernetesi%®

BB SR In:02ME ~ N FEFIFR -
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cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident

secret/backend-tbc-ontap-san-secret created

882 | 1L TridentBackendConfig CR

T—4% &I TridentBackendConfig EEHE

)

7EIEZEHIF TridentBackendConfig ¥ RFAMR -

o FEMRTTE THIEK :

* HERER T HEEIERIFEATE spec.backendName ©

EETASLTEIERICR ontap-nas-backend (WNZAEHIFTR

nea

 EREREN (BR) Y BEEFRRBBRIHERNIERF
* FEE R 2iEBKubernetes Secretig it ~ MIELAISCFIR (@M o
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

HER3 | FESPEVIKRE TridentBackendConfig CR

Z1& TridentBackendConfig BAIEI - HFEERWZERE Bound ° EERMEIRERIGHERNERIRSTE
FUUID °
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

BIRIREBFEATEEIE tbe-ontap-nas-backend TridentBackendConfig ¥4 :

&2 TridentBackendConfig BIR{FMH tridentctl

‘tridentctl® ARSI ERAEIINEIR

"TridentBackendConfig’ ° 5 ~ RAEEIES T LUEIESE AR 2 BRI RN
‘tridentctl’ PR ‘TridentBackendConfig' WiHE{R spec.deletionPolicy’ &%
‘“retain °

SERO : R BE

B ~ R 78IRS EREILR TridentBackendConfig !
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

ReEat PRI B S —R TridentBackendConfig BRI BAEE Bin [ BIRBIRAI UUID]

B | HESY deletionPolicy 884% retain

RHMIRBEBHEE deletionPolicy c BRERES retain o BAIRRELER

TridentBackendConfig MIFRCRE ~ BiRERM TR ~ WAIFEBEITEIE tridentctl ©

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

() moEmit - FRBMEET— deletionpolicy 8% retain o
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B2 . fMIff TridentBackendConfig CR

RE—ETEREMPR TridentBackendConfig CRHERZE deletionPolicy 54 retain ~ A LUAEAE
B

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fosessssssssssas==== R e
e e et fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e e T
R R fomsmm==== +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

fosesssssssasmas==== fosssssmss==sms=a
fessssssssssssesessosssssasssssssasaaaa femmmm=== fommmmm=a= 4

fIB&EF TridentBackendConfig ¥4 : Astra TridentR 2T « MA S BEMRBIHERS o

B M E R HFAER
R I {417 48R

R E Kubernetes StorageClass #1142 {77485 « I35 Astra Trident YN{AIFCE
Volume ©

%€ Kubernetes StorageClass #)14

o "Kubernetes StorageClass #{4" 11§ Astra Trident # 5 A AR ZIEFNERECETET * 15/ Astra Trident Ul
fal % Volume ° 14N :

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: <Name>
provisioner: csi.trident.netapp.io
mountOptions: <Mount Options>
parameters:

<Trident Parameters>
allowVolumeExpansion: true

volumeBindingMode: Immediate
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AR "KubernetesF Trident¥){4+" UMNEAFLERMNRIEL B SHAVEEAHE N ~ 55280 PersistentVolumeClaim
WU B 4l Astra Trident M{AIBCE B EMNRE o

FERVACZEZ SRl
#1L StorageClass ¥+ 21 ~ BRI ETFAER] o [FE7FAERSE 0] IRt — LRI LIERSUECRBVE A A -

TER
1. 52 Kubernetes ¥4 ~ :5{#H kubectl EKubernetes# 17 ©

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. IRFIEEZE EFIKubernetesHlAstra Trident® H9* basic ~ csi *(#7Z4E5! * MAstra TridentfEsZ E & T BIRIR
REE o

kubectl get sc basic-csi
NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json
{
"items": [
{
"Config": {
"version": "1V,
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"
by
"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggrz2",
"aggr3",
"aggrd"
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T LERE 5

Astra Trident 12t "{5E 2 iRV E B H#FENER" ©

& ~ (BRI LA4REE sample-input/storage-class-csi.yaml.templ ZEEF2 T BEMT T BN CAIFEZE
BACKEND_TYPE f#7ZERENFEL7E o

./tridentctl -n trident get backend

Fommmmmmmmem= Fommmmmemmemem=== P s s s s
Fomomomme e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmomoomoms Fommmmomomoomomms Fommomemeressmsreerenessosoeseoomomoms
Fommmmmms Fosmmmmmes +

| nas-backend | ontap-nas | 98el%b74-aecT-4a3d-8dcf-128e5033b214 |
online | 0 |

fom Fom e o
Pommmmm== Fommmemm== +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-

basic-csi.yaml

# Modify @ BACKEND TYPE with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

EIRHFAER

;%TLX@?EIEEE’JTH%T?* $ER] « BTSRRI < BRI AR « LRI 4
I| o

BIRIR BT ER
* EERRIEANKubernetesFEZ4ER « FBHITFIIGHS ¢

kubectl get storageclass

* AEIgfKubernetesfAFRRBIFFHAE K « FAIT TGS

kubectl get storageclass <storage-class> -o json

* BE1@ R Astra Tridentt[E S {H#FLER ~ SFAIT FFae< -
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tridentctl get storageclass

* BRI Astra TridenttIE D EFRRIFFAE R « FAT TGS !

tridentctl get storageclass <storage-class> -0 json

E TR EF4RR

Kubernetes 1.6318 7 3R TARHEFLRAININGE - MREAERT FHEHKREES) (Pve) FisE—E -

IEREFERSANEKE HEHIRE) -

)

* REFEUERTERATFLER] storageclass. kubernetes.io/is-default-class #EFLEHERF

By THL o RIERE « EAEMENFFEMEERSHEEZRR -
* EEIMER TGS « RIRANRFERREATERNFFER -

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

* B~ St UER TS e S B ERTRR HFARR 5 ¢

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"'

TridentZERAEHF A S ZULHEERIEEH)

@ w=EP—RIABE—EFEREFER - Kubernetes?‘?iiﬂ?iiﬁ?ﬁﬁﬁiﬁ?&%&ﬁ%’71@1.:%7? 5~ BE
TR A MM E 2R A AR REFERN —&

Egalll e el |E g

2 _JL/(FHJsonIEIKE’JF‘iELEiEi%BWJ tridentctl Astra TridentBIR¥YIEREL - E2FEH 59 288N

=]
oI REE BT

tridentctl get storageclass -o json | jg '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’

B {E T8 R
B ENKubernetesfiBrEEFEER  SBHIT FIGM<L ©

kubectl delete storageclass <storage-class>
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<storage-class> EFMRAMTPFHFLER o

BB ILEHF AR TR A E A RHEHIRE IS HERT R E  Astra Trident M E B IS LR E o

Astra TridentB&HIHITZER fsType $HEFTRIIAVELIRE o HH2ISCSIBIR ~ BEMMHIBIT
parameters. fsType TEStorageClassH o {RFEXMIPRIRE BYStorageClassit EHiE L
parameters. fsType B15%E °

HRiCE M ERHIRE

BZ& Volume

#2137 PersistentVolume ( PV ) # PersistentVolume Claim (PVC) -~ {ER=REN
Kubernetes StorageClass 2RER7ZEX PV o #A1%% ~ eI L& PV B8 ZE Pod ©

O

% "PersistentVolumer' (PV ) ZEEEIEETE Kubernetes FE FAIBMNERHEFER ©
" PersistentVolume Claim" (PVC) ZfFElE%E L PersistentVolume FIEK ©

A PVC BREABERFBEREXNHEREL - BESIE S LRI StorageClass ZKRiTHIFBE
PersistentVolume A/NFIFEURTNRVERR ~ FIGNSEHARTS B4R ©

11 PV # PVC 218 ~ A LISHREE A Pod ©

BHOENBE

PersistentVolume & ;58

I EE BB BB REREL StorageClass HHEIHY 10Gi 4 PV basic-csi ©

apivVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: basic-csi
capacity:
storage: 10Gi
accessModes:
- ReadWriteOnce
hostPath:
path: "/my/host/path"
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PersistentVolume Claim £ & ;58

IEEHIEETRAER rwo FEEMEZA PVC - Blm$afy StorageClass #8RANE basic-csi ©

kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

Pod E:iEE A

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"

name: pv-storage

##37 PV 1 PVC

1. BII PV o
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kubectl create -f pv.yaml

2. TEED PV HREE ©

kubectl get pv

NAME CAPACITY ACCESS MODES RECLAIM POLICY STATUS CLAIM
STORAGECLASS REASON AGE
pv-storage 4Gi RWO Retain Available
Ts
3. 8L PVC °

kubectl create -f pvc.yaml
4. FEER PVC AREE o

kubectl get pvc
NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO 5m

O. RHAREE A Pod °

kubectl create -f pv-pod.yaml

@ RAT LUEFR BRI E kubectl get pod --watch ©

6. PR EEHEEI L /my/mount /path ©

kubectl exec -it task-pv-pod -- df -h /my/mount/path

7. EIRTERILAMIFR Pod ° Pod FEFRXEABEFE « BRMRENERE -

kubectl delete pod task-pv-pod

AR "KubernetesH Trident¥{4" UM AFLER UL B SHAVEEAHE T ~ 55280 PersistentVolumeClaim
WK ARtz Astra Trident SR B AR 2R o
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ERfVolume

Astra TridentA]:EKubernetesfE B 1B G & 2 BIEFTHAEE - SFIETTISCSIFINFS
PR & FreE 4R AR RV AERAE ET o

ERHiSCSI Volume
e LAER TSCSIERECETRTN) HKIBEFTISCSHFEHIREE (PV) o

@ £ #EiSCSI Volumel&FE ontap-san » ontap-san-economy > solidfire-san MiZE
EKubernetes 1.16 R EHhRZS ©

HER1 . 3B E StorageClassL{ZEVolumelE 7

#REE StorageClass EEURTE allowVolumeExpansion HfiZE true ©

cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

B BF1ERStorageClass ~ sAAREELEEEMANA allowvolumeExpansion 28 o

S ER2 : ERTGEIIStorageClass BT — XA E R ETFRE
4REE PVC BRI EFT spec. resources.requests. storage MURMFRIFAEAR/N ~ IER/NABRIRRIAK

N o
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cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Astra Trident&@ B I F&WRE (PV) ~ MaSHEIFHEHMIREES (PVc) ZIZRIH: -

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

FER3 | EE—(EEIZEPVcHYPod
& PV MI0ZE Pod ~ LUEREEK/) o AEEISCSI PV K/ NEMEB R -

* YRPVIIINZEPod * Astra Trident& E#F R IRIRFTHIFE « ENFHEE - UEMBARBERZRFNAR)

* ESAERERMINPVEIANE « Astra TridentE X7 R IR LIETRHIEE o TERPKA EREIESEEPodZ
% ~ Trident@EEFRMEE T SHABRERAGABIA o 8% - KubernetesBEIRFTIEEMINTRE « B
PV o

fEUtEBHIH ~ FEIEARPod san-pvc ©
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

S$HERA . ERIPV

HERB1GIEILE2GIHIPVAN « 554REEPVCE R EF spec. resources.requests.storage £2Gi°
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kubectl edit pvc san-pvc
# Please edit the object below. Lines beginning with a '#' will be

ignored,

# and an empty file will abort the edit. If an error occurs while saving

this file will be

# reopened with the relevant failures.
#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io

creationTimestamp: "2019-10-10T17:32:292"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82f2885db671
spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 2Gi

SERS | BRI
R U EPVe ~ PVHIAstra Trident VolumefyA/) ~ LUFFEES BB TR (X ©
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=
fem======== e Bt fmm====== fememe==== 4

JERINFS Volume

Astra TridentsZ 872 _EECENFS PVEYVolumelEFE ontap-nas ¥ ontap-nas-economy * ontap-nas-
flexgroup * gcp-cvs M ‘azure-netapp-files &if :

S ER1 : 3R 7EStorageClass Az #EVolumelE 7

EERENFS PVEIR/) « EEEERASREMEFER « UAFHEBRERIFETHITE

allowVolumeExpansion H{IZE true :

cat storageclass-ontapnas.yaml

apiVersion: storage.k8s.io/vl

kind: StorageClass
metadata:
name: ontapnas

provisioner: csi.trident.netapp.io

parameters:
backendType: ontap-nas
allowVolumeExpansion: true

NMREBEUASULERRREFER - B
HUAFFHR @B o

==
RE

FERAREIRAGFEFEREIA kubectl edit storageclass
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$ER2 .

cat pvc-ontapnas.yaml
kind:
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
20Mi

storageClassName:

storage:

fEREEILAYStorageClassiE I — Bk A EHtEFR H

PersistentVolumeClaim

ontapnas

Astra TridentfEZItEPVCI2II20MiB NFS PV :

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7 20M1i RWO

Delete Bound default/ontapnas20mb ontapnas

2méd2s

$EE3 | BB PV

EERBHEIIN20MIB PVEAEZE1GIB »
£1GB :
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kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

T4 BRIET
B LUEEPVe ~ PVAIAstra Trident VolumeBYA/ ~ LUIFFEES S AER A/ -
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |

PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
et ittt L fommm - fom e
fom - oo fom - e +

PEARLRE

e U AR IR A R ESIEEE A A Kubernetes PV tridentctl import ©

BT S
RO LI HARR @ EE A Astra Trident ~ LAE -
* KERAREASRE - UEMFERAHRENERE
* HHHERFF AR ERAERENER
© EEMIEN Kubernetes #5
* EXEERRERAEER

ZE
EEA Volume Z 7 « 557ciRBI FHIZEFIA o

* Astra Trident RAEEEA RW (GEE) #EAYHY ONTAP Volume ° DP (EkMF:E) (EAVIEEE SnapMirror

BetEIRE o [SFEZ A PERSIRAZ « BA% Volume FEA Astra Trident ©
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* HFIEZRCTERAERPERNER TEAMKE - SZ2EAERTPH Volume - 558 Z Volume ~ 241
HUTEA o

@ EHEREREERIEE « A% Kubernetes FEAIELEIAVELRR ~ MBRRZRBER TR
IEEHMIINEI Pod o ER]REERERIRIE o

* &38 storageClass #AJBTE PVC 387 - Astra Trident 7ZEEEARBRI A ZER LR 8 - B HEERFEE
FfEFEER ~ REREEFER T ANEEPERN - AR ZERE BEFT ~ R EEARBARZEEREM
£& o ALt ~ BMEHEEFENE PVC PIEENREFENAETNRIENER - BEATAEREY -

* BB Volume A/NETE PVC FIREMRTER o #7HEEEEAMIRE 21 « PVELIPVCcHIClaimRefi2
AVARS

° [EIURREI—FIIARES retain FEPVHE o Kubernetesi{Ih B4 TPVCHIPVZ & ~ R4S B EIULERE
MUFF & #EFERNEURE]
° WNREHEFERNEINRAZA delete ~ HIFHIEE S EPVRIFREEMIBR o

* {RIRFEER ~ Astra Trident §EIE PVC ~ M EFanfa&in £ FlexVol F1 LUN © fERILAEHE --no-manage
BREAIEEEHEEAFERE - REFEA --no-manage ~ Astra Trident ¥4 EmBERN « BT
PVC & PV E#ITERIEMIEZE o ik PV BASRIPBREFEMEIEE S ZEREMIZE « HI40 Volume

Clone #1 Volume resize °

MRERE B Kubernetes AN B e C TIE&E « (BRREEIEKubernetes U IMEFHAIRER E
thiERA ~ BIEEIBIERER o

* RERERTEEPVCHIPY « EEMEAR « RMEBEAMIRE « UKREEEETPVCHIPY ° REEEHIRILL
PYsE o

A Volume

AT LUER tridentctl import FEA Volume ©

1. #1548 Volume Claim (PVC) &% (Bl ~ pvc.yaml) FAEIL PVC ° PVC EEREIEN

N N Atd = . . .
name > namespace > accessModes | storageClassName © BB LUIERE unixPermissions 7

TH PVC E&F ©

WUTRREREHIEH

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class
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(D smasnmsy - fim Py 2HES Voume A/ - BETEGEREARSKK -

2. ffMA tridentctl import FAFYISTE Astra Trident BRI BHM S « ZEBIREIWEE « LUIKRM—H R
FEDHEENZTE (B © ONTAP FlexVol  Element Volume ~ Cloud Volumes Service B&1E) o o
-f BES|BURIEE PVC 18RI ©

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

#451

#AZ2E T Volume EEASER ~ BREZIRAVEESENTZT ©

ONTAP NAS #1 ONTAP NAS FlexGroup

Astra Trident X3 FHFE A Volume ontap-nas # ontap-nas-flexgroup SBBIFET :

@ * © ontap-nas-economy EREIFETHEIAE A KR EEtree ©
®* ° ontap-nas # ontap-nas-flexgroup BEHSER AT EENHMIEE LTS

FEAEIIMEEVolume ontap-nas EEENFETFlexVol 2ONTAP I5EZEZEE L HITRITHEE - FHE
AFlexVols ontap-nas BEENIFZIHVEEA TNER © AT EFEERREERE LH—EDHEE ~ BEA%FlexVol
ONTAP ontap-nas PVC.[E#HMFlexGroup ~ AJAAFLEEFEAZ ontap-nas-flexgroup PVCs :

ONTAP NAS #if§|
LU 25EE Volume FIEEEE Volume FEABIEES o
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E& Volume

U TEHIZEAZL AR Volume managed volume FERAMRIG L ontap nas :

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

e tomm - fom -
fomm - o e pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom e
fomm o fomm fo—m +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fo—m fom -
fomm o fomm - fomm - +

JEZEE Volume

{FEHAKF --no-manage 5|8 Astra Trident 7 & E#5p% Volume o

MU TEHIEEA unmanaged volume £ L ontap nas &l -

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o e Fomm -
fom - o fom— - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fommm————— fomm -
fom - o fomm - fommm - +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5ab6f6ad-b052-423b-80d4-8fb491ald4a22 | online | false |
o - fommm - fomm -
fom— - o fom - e +

SAN ONTAP

Astra Trident 232 A Volume ontap-san EEENTET | RZIEFEAEA Volume ontap-san-economy §&
BiE= ¢

Astra Trident FTLABE A €15 B — LUN HJ ONTAP SAN FlexVols ° iEE—3 ontap-san EBENFET, * AFlexVol
SESREMIEFFlexVol —ELUNZEIL—{EERE - Astra Trident 2EEA FlexVol ~ M EE PVC EZBRAEH: o

ONTAP SAN 54

129



LUTF25EE Volume F1IEEEE Volume EEABVEEH o

£& Volume

HHNEEER Volume - Astra Trident @1 FlexVol E#i5% 2 pve-<uuid> I 1EKFlexVol LUNTEINAE
E&A 1uno °

T5|EHIEEEA ontap-san-managed EAJFERFlexVol ontap san default &l :

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

fossssssssssssesessssssesososssassasssssa=s femmmm=== fommsmssmemaaa=
fremsmm=a==s L e e e X
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

frosssscesms s oo s e n e s s s s e e froccscssmemeea==
fe========c R fe======s e +
| pvc-dbeedf54-4e40-4454-92£fd-d00£c228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5cedca’57 | online | true |
foss==s=ss=ssscsessssssssosossssss=s=ssss=s Fem=m==== fosssessme=a====
fmmmmmmmaaa e fmmmmmaae fommmemaae +

JEZEE Volume

LU SEfIEE A unmanaged example volume Tk ontap_ san ®Bim

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
ARttt Fosmmmmmes Focoscsmsmsmsoss
Pommmmmmm== e et Pommmmm== o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
LBttt P o=
Fommmmmomoe Fommemererrorerrrrrrresersrreee e s s Fommmmmoe e +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | e3275890-7d80-4af6-90cc-c7a0759f555a | online | false |
Fommmmmmmmomeorrrrrrrr e re e e mm o e Fommmememesemos
Pommmmmmm== ettt Pommmmm== o= +

WNRITHE LUN HEFEE Kubernetes E1%4 IQN 3£/ 1QN B9 igroup ~ 1 FHEHIFRT ~ LG GUREISERAE ¢
LUN already mapped to initiator(s) in this group ° {EEERIRENENZIEUHEFE LUN ~ A HE
PEAMRE o
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0

unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

avE S

Astra Trident #5213 NetApp Element #82F0 NetApp HCI Volume EEA solidfire-san EBEIFER :

@ ElementSEENFE XTI EE I Volume Tl o i ~ R B EEHHMFRERTE « Astra Trident B8
[C]#E:% - RFEIEEERMIREE « IRMEM —NHIEE LT - RBREABRIHEE o

pave
THIEHEEA element-managed #&IH_EHY Volume element _default ©

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

P msmssesese s s s s e e o= Fommmmmmememem=
Fommmmmmmoe B e e Fommmmmoe Fommmmomos +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e Fommmmom= Fommmmmmemoomo=s
Fommmmmmmme ettt Fommmmmme Fommmmmme= +
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
Fommmmcmcosmsosssrsrss e e e e Ee E e a S S Fommmmmms Fommmmmmcmsmsmss
Pommmmmmm== ettt Pommmmm== P +

Google Cloud Platform

Astra Trident T2 EFHE A Volume gcp-cvs EBENTETR :

HE7E Google Cloud Platform HFE A LL NetApp Cloud Volumes Service 2 /&8 Volume - 35

@ fRE Volume B&1%#5!5% Volume ° Volume E&EE 221 Volume EEHERRHI—ER9 : / o U0 ~
WREHRKREA 10.0.0.1: /adroit-jolly-swift » HHEERIEA adroit-jolly-
swift o

Google Cloud Platform i
T EEFIZEA gcp-cvs %% B Volume gcpcvs_ YEppr HOMERE G BRI adroit-jolly-swift e
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tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I

| pvc-ad6ccab7-44aa-4433-94bl-e47£fc8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
fossssssssss s e se s s oses oo sssssss s s R e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Azure NetApp Files

Astra Trident S22 {EHE A Volume azure-netapp-files ERENFET :

EEE A Azure NetApp Files Volume ~ sEREERE & BRI B sZ R & © Volume BREEZ &
(D) Volume BEHERSHI—E55) : / ° BN ~ MRHMEEH 10.0.0.2: /importvoll  HIKEEEE
A importvoll ©

Azure NetApp Files &34

TH|EHIEEA azure-netapp-files &if LAY Volume azurenetappfiles 40517 HAIREERIE
importvoll °

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

Fommmmmmmmsmoososorreromemememe oo me oo e Fomcmmemememonos
Fommmmmomo= o memeressrrrrrrrrssercreeee e me s Fommmomoe e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

et oo Fommmemememeoes
Fommmmmmm== e mes e s s s s s s s ee s Fommmmm== o= +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%ab5le | online | true |

Fommmmmmemsmesesese s s s s e o= o=
Fommmomomme Fommomemeressrsreemenessosoeseeoomomoms Fomommmme e e +

PEan % = FANFSHAR &

fEFAstra Trident ~ BRI EEsp B ERPEIULEIEE « WREEAR —ZERE
e o
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ThAE

Astra TridentVolume Reference CRAJGEIRIE— T Z{EKubernetestn & P Z 2 FAReadWriteMany  (rwx
) NFSHAIEE o lEKubernetes REMR A ZRER THIEERS

* ZLEEFEUEEH - BREEM
* BI$&BCFR A Trident NFS VolumeEREI T2
* RFBtridentctl SRR E thIE/R £ KubernetesIHAE

It EEREAM{EKubernetesin s ZE B Z BIFINFS Volumet A o

K ---------------- S Primary PV Secondary PV pmmmmmm e e —————— %

"primary" o
namespace

"secondary" .
ace

Tt
pv
’ Trident . X
namespace
primary secondary

TVol €—» Tval

e
- =

.......................

TridentVolumeReference

r
s I
Storage B ——— ‘
Volume

_._

lu\/\ﬁ‘ﬁ!‘&ﬂﬂﬂ;% EjEﬁEﬁiENFS VOIUme L= o

o RERIFPVC UL AR &
R ZEREER ER T EEURIRPVCRERBIER o

%P

231 Bt e 54 2o R 2 37 CRAVIESR
EETIEEIRTEMM R ERIEREREILTridentVolume Reference CRAVHER o

e £ Byt an 2 22 P 2 I TridentVolume Reference
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B Hihap 52 2o R M9 #EE B €13 TridentVolume Reference CRERZRERZHEPVC ©

o EEt e R ERPRIEERIPVC
Baytan R ZEMRER EGEIIEBRIPVC ~ LUERZRIREPVCEIERIIR

RE BRIRAN B Byt an 2 22 fE

BTREZZME  BEatZEARRERRMREREEE - #EEE SNt L EMEAENHEFREE
178 - ﬁ%%ﬁé@&%@*ﬁﬁ%qﬂ?am °

1. *RALERERE | *EEIIPVC (pvcl) (namespace2) {#H shareToNamespace :HE !

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Astra Trident& ZE17PVR EZBIHRNFSHIFMEE o

© TWAIUERLGERDIRRBE « RkAERFEFRELRAESEaRZER o F11
trident.netapp.io/shareToNamespace:
namespace2,namespace3, namespace4 °

O . pmsmEmas Lz - - 6 -

trident.netapp.io/shareToNamespace: *

o MRATLIEHFPVC, LA A shareToNamespace FERFEHEE o

2. *REEHE B BFTABMKUbeconfig « UIRF BRIt R EHEHER EER « UEEEtHRTERPE

17 TridentVolume Reference CR ©

3. *EHt A EMBERES | ERRFRG %M B it e 2= P TridentVolume Reference CR
pvcl °
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. *Brtam B EMEEE | *BIL—EPVC (pvce2) (namespace2) {FF shareFromPVC sHEELIEER
JEPVC °

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

() BsstPVerIAIMS BN ERITRPVC o

+
A5

Astra Trident;&EY shareFrompVC £ B YK A FERRHARR _ESERE ~ A6 B RIMPVEZ L S IEBHARE « TIHAS
I EFF E RIS REPVIE A ARPVI#FEIR - BRUMBIPVCHIPVAIFIEREL -

k& =Volume

A AMPREE 2 Eldn R 2= B RVHEERE o Astra Trident@ B FRE ZRIRan % =M IR @ AFEUE « WAERINHE
ftht AZMIR & RYan % EEFEVE - EFFE 2 RIEZRERTE 2 ERESBERE  Astra Trident& RIFRZHEIRE o

{8 tridentctl get BEEHEEVolume

fEAtridentctl ZFREN ~ EAIUMIT get BUSIEBHIEEN M S - MHHAEN « A2 RBIELS | ./ Trident
2%/ tridentctl.html[tridentctl A< BLEEIE] o
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Usage:
tridentctl get [option]

EAR

* *-h, --help : VolumeRJzREA o
* —-parentOfSubordinate string : BFEEREHITEREIIEVolume °
* ——subordinateOf string : FEHREHITEVolumelITE ©

PR

* Astra TridentfE %[5 L BRI R ZER B AL AR o S EAEREENEMEERLEBSE
EBVolume&#l o

* [REE R R PRICEEE E IR EPV R Z AN shareToNamespace 5 shareFromNamespace A
TridentVolumeReference CRGERIHFEUE « L BRIBRIEERIPVC ©

s EREBHRE EEARITIRE ~ ERMIERST o

LEVSELE

EEFABEEGRAZTEBVolume zE ¢
s HIEH "EHATRIZ EHRAEREE | SR Es L TR EFE o
* BB LRREE "NetAppTV" o

EH lesithiE]

Astra TridentB] AR ~ FZMMIE T ARG ~ WASHAEE MIINZ Kubernetesz= 5 AV ER
L Tesithi¥) IhsE" o

e
fER Tesithix) THEE ~ AIRIEEEAM A AME - REIEHERERFE « RecFI—a D8R - 5 - Binfit

FEm ] sEKubernetes BIE 5 32 77 U@ 5 A B HRIENRS - BiR AN FEEREAN R AERSE « SR AE
BIHZME o BT HEIEZEIHEETEE TFRHRIHIRE - Astra Trident£F T csifhs o

RABR [csiffE) TAE ISR o
KubernetestZ & mEE I Volume B4E1ER -
* Bl VolumeBindingMode :RE4 Immediate Astra TridentfERBEIRERFBIER TEILEE

& o BILKAEHAERET ~ Bl E RIBHIRE BIGN BT REICE - ERETERE VolumeBindingMode %8
R RBHRERFINEE - FrBHIRENEIIAFREENRR Pod HHEZHREX °

* B VolumeBindingMode sREA WaitForFirstConsumer > KA BAIRE AV B R4S FIER ~ HEHEZ
TR ST (E LK A BERRRIPodZ3 LE o WNIE—2R ~ FUAEEEIIHAIRE « AR SHRIEE RFT&HIBITHHHAZRE
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() © waitForrirstConsuner BASERFREIMLIRE < AN Tosifhl) TAEER o

CRENEM
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* HITHKubernetes#E & " EIKuberneteshii "

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df"”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99dt",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

* BEMHENEEZAIZER RN EBIRERA] (topology . kubernetes.io/region
topology.kubernetes.io/zone) ° fEZ&EAstra TridentL GERIRIEZ A « BLEZER EZTHIRTES
S RVENRA L o

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}] {"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-a"}]

[node2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/

os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname":"node3", "kubernetes.i0/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-c"}]
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Astra Tridentf#ZF R n I RERR Bt & « EEMMACEMIRE - SERIHERCIFEHIZEBIhEE
supportedTopologies ARMNBLIEZ BIFM &I EENEIR o HXFEAILIERIFEAIStorageClass ~ RETE
Tt/ &P PN ERENEKE « A EEiIVolume °

WUTRBIHEREH

YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON
{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",
"svm": "iscsi svm",
"username": "admin",
"password": "password",
"supportedTopologies": [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}

supportedTopologies ARREEERIHENEFF &IFEE - FLEIHMEHK
Z&KStorageClassH RN AFHEEE - HRN B3 RmFiEEZzBEN &S FEN
StorageClass * Astra TridentZ &8 imiZ IR E o
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version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
region: Iowa-DC
zone: Iowa-DC-A
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
region: Iowa-DC
zone: Iowa-DC-B
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b

TEUEEEHH region M zone EHARMEEFERMIIE © topology.kubernetes.io/region F
topology.kubernetes.io/zone IEEREERANGEHKIE

$8R2 | E& A KhIERStorageClass

R AR E P ENRAAVIRIEAZE « FTLUE & StorageClassA B SHEE N o EBRIREMAPITRH Z KA E R
BRERIFENREFE IR ~ URAIUER TridentFriR it 2 HAERE VBRI F5 ©

2R TYEE
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions:
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:
fsType: "ext4d"

7£_k#tiStorageClassEE&EH © volumeBindingMode 5%4% WaitForFirstConsumer ° {EPodH 5|
ItEStorageClassFTEKRHIPVCSZ A ~ RMAZHEIXKETE o MA - allowedTopologies REAEFHANE
A& © © netapp-san-us-eastl StorageClass&7E_LZIIPVCS san-backend-us-eastl LIMESE
By o

$ER3 I AN FEAPVC
#1317 StorageClassi HEE BInBIHEIKZ % « KIREMAIURIIPVCS °

AR B spec AT :

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

ERILENBERIDKAERIRIZEAISEGEE TIGER !
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

EBTridentZ2 R & WA HELE EPVe « 5H7EPodREAPVC ° 552 R THIEEA -
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

lbpodSpec& 15 RKubernetesTEHAYEIEY EHEFZpod us-eastl &I « MW FAVEAIEIBEFEITEE us-
eastl-a B{ us-eastl-b @iF o

E2RE T E
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

FHBIHUANA supportedTopologies
AT EHIRENR IR - UMABE supportedTopologies fH tridentctl backend update © &R
SRECRENEE - MBREHAREBERPVCS ©
WFTFAE ~ B2HE
c "EERERNER"
* "EIEAEEER"
* “REEG I B S R R 1

 SHELARE

fEFRIR

Kubernetes 1F4EHRE (PV ) ARG IRIEA]EVRIRE R BMEZ o AT LIZEILRF
FB Astra Trident Z 37 FUREIEE RER ~ FE A Astra Trident SMEREEIIHIIRER ~ RRIRAREBEL
IR E « URERBEREIREEEN o

Ef
meE

& Volume Snapshot ontap-nas * ontap-nas-flexgroup * ontap-san ‘ ontap-san-economy *
solidfire-san ™ gcp-cvs M ‘azure-netapp-files EBHIFET :

FIsEZ Al

S BB IMNEBIRERIEFIZZAMEETERER (CRD) ~ A SEFERARER o IE=&Kubernetes OrchestratorfYEE (
4N : Kubeadm ~ GKE ~ OpenShift) o

MREIKubernetesB iR AR B 2 IR IBEZEHRIZFFCRD ~ 552E] ZBZE Volume Snapshot %25 o
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BIHIRERER

1. #3I VolumeSnapshotClass ° UIFEHAMELN » 552/ "Volume SnapshotClass” °

° o driver ¥5[A Astra Trident CSI EEEIFET, o

° deletionPolicy AJLA Delete Bf Retain © :REAKF Retain  HFHE FMEREIRIRE « BMEE
VolumeSnapshot I ERIBE o

gl

cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. #37I8A PVC HIIREE o
&)
° IEEFIEIRITIRAPVCRIIREE o

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:
persistentVolumeClaimName: pvcl

° bEEH A %TEA PVC BY Volume Snapshot ¥4I —1E pvcel 1REBETER % pvel-snap © Volume
Snapshotf8LIFAPVC ~ W E2AERERE VolumeSnapshotContent NREBRIREBAIYIHG o

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

o fRAI AR VolumeSnapshotContent FI¥IMF pvel-snap $E#ftVolume Snapshot © ° Snapshot
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Content Name BRI IRIBAIVolume SnapshotContent¥Jff o © Ready To Use BERTIREE
BIAREILH PVC o

kubectl describe volumesnapshots pvcl-snap

Name : pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29Z
Ready To Use: true
Restore Size: 3Gi

IR B IRIREIL PVC

EE] LAERS dataSource #HA%AHY Volume Snapshot #£17 PVC <pvc-name> IABERIKIR o BILFKAE
REMRREZE -« DR EMNEIPod L « BEEREMEMKA ERERIE—KER -

(D HHEZIRE Volume FREEMIE—BERIREIL PVC ° FA2[E "KB | B AEEMBIHEIL Trident PVC
Snapshot B PVC" °

UTEHIERZEI PVC pvcl-snap MiABERKIR o
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cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

FE A Volume 3RER

Astra Trident 3Z#% "Kubernetes TS ERVIRIRIEF" Al B EEIES I VolumeSnapshotContent 1
Astra Trident MNERFEIZ B4/ FOEE A PRER ©

FEYaZ Bl
Astra Trident AZEE 3217 o FE A RIBR R TR ©

1. *FBEEHE | * &1 VolumeSnapshotContent 2B EBIHIRIBAIMIE o EGEFE Astra Trident FAYIRIBT
ERAZ ©

° IEHIEE R IRIRIBAIATE annotations A trident.netapp.io/internalSnapshotName:
<"backend-snapshot-name"> °

° }§7 <name-of-parent-volume-in-trident>/<volume-snapshot-content-name> £/
snapshotHandle ° S PIMERIREBILIZH4S Astra Trident FIMHE—E A ListSnapshots HE :

@ o <volumeSnapshotContentName> Y CR m#&bRH| - EEKERMESRIFIREL
& o

gl
TEIEEHFEIL VolumeSnapshotContent BEREBIFIRIBAIIMIH snap-01 ©
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-

content—-name>

2. *FEEIE . * I VolumeSnapshot 28HJ CR VolumeSnapshotContent ¥ | B ERIFEUELL
{8 VolumeSnapshot EIEERI AR TR ©

g

T5EEFIFEIL VvolumeSnapshot CR &% import-snap B2 EM VolumeSnapshotContent B&id
import-snap-content °

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: import-snap
spec:
# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)
source:

volumeSnapshotContentName: import-snap-content

3. * AEPRIE (FHFHEUEEITE) : * NSRRI AT PRI EEILA VolumeSnapshotContent M#HIT
ListSnapshots B EE : Astra Trident %17 TridentSnapshot ©

o HMERIRIRBIE SR E VolumeSnapshotContent & readyToUse #l VolumeSnapshot & true ©
° Trident 38E readyToUse=true °

4. *(E{AfEHEZE © * 1L PersistentVolumeClaim MUBE A VolumeSnapshot » HH
spec.dataSource (8 spec.dataSourceRef) B4 VolumeSnapshot i o

#
TEUEEHEIL—IE PVC 288 volumeSnapshot BAi% import-snap ©
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

fEFIRIEMTE Volume &}

IRERE #RTER AEE - URBERETE REENHIEEZETIRAMEAM ontap-nas M ontap-nas-
economy EBENFER | BXFE . snapshot BRFNRRBRIRESTHNER o

&£ Volume Snapshot Restore ONTAP CLI &R IE R 2 FcaIRIRPECERAIARRE o

clusterl::*> volume snapshot restore -vserver vsO -volume vol3 -snapshot
vol3 snap_ archive

@ EIERIRBIEARE - @B EIREM Volume ABAE o BINRIBEAZ B Volume B RIFRiHYES
EREEK -

k5= A HERARERAY PV

bR A B HERAIRIRHIIFE Volumers « 1FERTrident Volume B EH 2 THIBRAKEES o #FR Volume RERLAMIBR

Astra Trident Volume °
Z8Z Volume Snapshot %#!/23
MR EHKubernetes ¥ MARAKR B ZFIREBIEHIZBMEFT A EFRE ~ BRI UKEBR T A ETIHE ©

1. #37Volume SnapshotZF KA o
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cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. #37SnapshotiZfHilgs o

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

@ NEVE - AR deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yaml MEH namespace By ZERE o

TERAEE

* "VolumeRE&"

* "Volume SnapshotClass"
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