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BLETH

NFSTH
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azure-netapp-files ™~ gcp-cvs ©

iISCSITH
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NVMe T2
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kubectl get event -A --field-selector involvedObject.name=<Kubernetes node

name>

HRBIR R ERIARTS
Astra TridentRI s 5! TridentEi R CR_E SEEIRLFRENABVARTS - EERMRERREINVARTS « 5FAIT :

tridentctl get node -o wide -n <Trident namespace>
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RHEL 8.X E

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common
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3. BUTHERMELR « I B RTAISCSITIERE R ARREIRIE EFRFEAVISCSI TIEPEERARRE o

@ BREEFEEERAI trident-main BRI E BRIDempon Pod t o BEEIRCER ~ S AE
BEYF debug TEAstra TridentZ22EHAREE] Mtruey o
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* Kubernetes#= IS EEIZLEBNBEE BT —HIIQN © BV EMAFEMH o
s ESFEBCERRMCOS 458 E#ikZs ~ S EMEARHELEAMLINUXEE(EE R4 solidfire-san EREIER

MITEOS 125 ERRRA « B ECHAPE S EE E B EPREAMDS /etc/iscsi/iscsid.conf © T
F12. 712 L 2FIPSHEACHAPEE JASHA1 ~ SHA-256F1SHA3-256 ©

sudo sed -i 's/”\(node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf

* EA#HITRHEL/RedHat CoreOSHARCISCSI PVEY TEEIRLEF ~ 3815 discard StorageClassHHI#E
I8 ~ LIHITENRFZEREIEIUR o 55200 "RedHat> 4" o
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RHEL 814 £
1. ZRTINRGEN

sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-
mapper-multipath

2. #&iscsite-initier-utilshR A< 2 5 7%36.6.0.874-2.el 75 EHTAR A :
rpom -gq iscsi-initiator-utils
3. BiIRmRAFH

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4 MAZERRK:

sudo mpathconf --enable --with multipathd y --find multipaths n

(D R etc/multipath.conf 88 find multipaths no &Y defaults ©

O. FAREfRYNIE iscsid M multipathd BITH :

sudo systemctl enable --now iscsid multipathd

6. BRI EYE) iscsi ¢

sudo systemctl enable --now iscsi

Ubuntu
1. ZETIRREN -

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

N

. BB RRRISCSIRA 28 42.0.874-5ubuntu? - 105 EHARA CERERELEMEI) 5(2.0.874-
7. 1ubuntub. 1 EFHRE CERRER)



dpkg -1 open-iscsi

3. RRHERATFE

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. BAZEREK:

sudo tee /etc/multipath.conf <<-'EOF
defaults {

user friendly names yes

find multipaths no

}

EQF

sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

(D FE{R etc/multipath.conf B8 find multipaths no &Y defaults ©

S. FAREIRUNLE open-iscsi M multipath-tools EEALHIT :

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi

(D H#&Ubuntu 18.04 ~ G B RIRZRBIEEIEIR iscsiadm BIIRZ AT open-iscsi KA
EYENISCSITEEE © (SR LUMELR iscsi IRTERHYA iscsid B ©

HBEHSH iSCSI BREE
BRI LR E 5! Astra Trident iSCSI BIEIEERTE « LUEIEIBEFAY T (ERSER -

* *iSCSI BRMEERERIE * | RERE) ISCSI BHMBERIAER (FARE : 5 7i8) - LAIUREBR/HE
FHREBRANET « RARESBRERT

% ISCSI EBIEERIIRINGA 0 BRRfELL ISCS| BRIEE - RIFREER SCS| AREE
(D i ; A iSCSI BRISEIARIMTEHIE R TR EH5 - 75/ ISCSI BRIEMD

EJl:.°
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LERTHET ISCS| BEHEERTE ~ 55818 iscsiSelfHealingInterval M
iscsiSelfHealingWaitTime 7E helm Z4£5} helm EFTHABIZE o

LR EHI# iISCSI BREERRRA 3 1iE « MBREESERERS 6 718 !

helm install trident trident-operator-100.2402.0.tgz --set

iscsiSelfHealingInterval=3m0s --set iscsiSelfHealingWaitTime=6m0s -n
trident

A

EERTONEE iISCSI BHFIEERTE ~ 557818 iscsi-self-healing-interval # iscsi-self-

healing-wait-time 7E Tridentctl Z4L oy EFEABIBISEL o

LT g6 iISCSI BREERRRA 3 7iE « MBAREESERERS 6 7iF

tridentctl install --iscsi-self-healing-interval=3m0Os --iscsi-self
-healing-wait-time=6m0Os -n trident

NVMe / TCP H4iR&
ERBERANEIEERMIIGLRELE NVMe TA ©

* NVMe ZEE RHEL 9 S{EHHRAs o

@ * Y1R Kubernetes EAZEAIIZORRASKEE ~ B NVMe EHEZARERIZOIRZA « SR RERAH
fEA NVMe EHF BiFEAIAZORAS BRT 2 —1E ©

RHEL 9.

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$(uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp
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cat /etc/nvme/hostngn

@ Astra Trident B1EE ctrl device tmo HEfR NVMe TEHERF A EHERERIEE - FEE

HEERRE ©

B REE
RIE R

BImER 7 Astra TridentEfHEZ R A Z BRIRAE o ©E&5:FAstra TridentlI ALz EF R AR
M~ UUBiAstra Tridentf{Alit s F R R EC B HATER o

Astra Trident& BB/t Rinie (AT SHEFENFMERTRNFEEEIRAM o BREBINAERERFRENRR

* "B EAzure NetApp Files —EZEEEBIH"

* "2 Cloud Volumes Service #EF?Google Cloud Platformi&imHIINAE"

* "8 ENetApp HCI —fEIR R Z2INAERISolidFire & %"

* "EFRONTAP II8ER—HICloud Volumes ONTAP NASEBENTE =X 3K % & & "
* "{EFONTAP R3ZEHCloud Volumes ONTAP SANEEENFZ TSR EZ E & i"

* "{FHAstra Tridenti&fcAmazon FSX for NetApp ONTAP iR 5 %"

Azure NetApp Files
5 EAzure NetApp Files —EF5EBiRH

&R L& Azure NetApp Files 2 E 2 Astra Trident F9#& 1% o & BT LAEA Azure NetApp
Files &imE E NFS 1 SMB HAHER o Astra Trident H1 2B/ F3 Azure Kubernetes
Services (aks) BEMEEBE D HAKEITREBIE

Azure NetApp Files BEENTET(sE4ME T

Astra Trident 1t 7%!] Azure NetApp Files ETZERENTETVREAR EH o TRNFEUENEIE ©
ReadWriteOnce (rwo) ~ ReadOnlyMany ( ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod
(RWOP) o

EEFEN BEHIBE  VolumelE ZTERMNERUIEI ZIEENERRR
azure-netapp-files NFS ERRAR Rwo ~ ROX ~ rwx » nfs > smb
S UNNTES RWOP
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* IESZIBARFE R 1B /)\i2 100 GBRYREREE © Azure NetApp FilestRERBUNHIHLIEE « Astra Trident B EE)
#237 100-GiB HEREE

* Astra Trident{2 7 £ L4 E WindowsE125_FH1THIPod_EFISMBREFER o

EEHE A

Astra Trident 238 "t 2 597" B Azure Kubernetes Services £ - BB =L E G0 FiRHAVEE
1ERR BIRIN6E ~ (CZBEE ©

* {FH aks ZBERY Kubernetes F&
* 1f aks Kubernetes ==& 5 ENFEE S DAl

* IR Astra Trident 885 cloudProvider MIEE "Azure" ©

TridentZE ¥

G EFEA Trident EZBEH F&4E Astra Trident ~ 5547#8 tridentorchestrator cr.yaml MUE&E
cloudProvider & "Azure" o Ul :

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

2he
LUT 65 Z24E Astra Trident Set c1oudProvider ERIBRIBEEEHEERIZEE Azure $CP -

helm install trident trident-operator-100.2402.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code>tridentcti</code>
T5)ERF|LEE Astra Trident iz%E cloudProvider 15074 Azure -

tridentctl install --cloud-provider="Azure" -n trident
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BHG W)
Eim B R P :E Kubernetes Pod WU T{E& &5 75855 2K1FE Azure B ~ TIEIRHLABFERY Azure 5858
EEE Azure PEAZIRS 23R ~ SN EERE -

* {8 aks ZPEH Kubernetes =5
* 7£ OKS Kubernetes =5 F&FEN T EE & 5H0 oidc-cE1T &
* ZHM Astra Trident 85 cloudProvider MISE "Azure" Ml cloudIdentity I8E LIEEEHH S HA!
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TridentEE ¥

G EFA Trident EEH F&4E Astra Trident ~ 554R#8 tridentorchestrator cr.yaml MUERE
cloudProvider & "Azure" W& E cloudIdentity & azure.workload.identity/client-
1d: XXXXXXXX-KXXX—XXXX-XXXX-XXXXXXXXXXX ©

g0 -

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
*cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-—

KXXX—XXXKX—XXXXXXKXKXXXX " *

Efe
ERATIIRIGEHRTE * BinttEs (CP) *M*ZmF oA (Cl) * ERNE !

1\

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX—XXXX—=XXXX—XXXX=
XXXXXXXXXXX"

LU &5 Z24E Astra Trident #1 Sets cloudProvider {ERIRIESHHIGE RIBEZE Azure SCP 1T
cloudIdentity FHRIRIEEH sc1 !

helm install trident trident-operator-100.2402.0.tgz --set
cloudProvider=$CP --set cloudIdentity=$CI

<code>tridentcti</code>
FERATIIRIZEHRT * TinftER * # * Zi% IDENTITY * FEZR(E -
export CP="Azure"

export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—

XXXXXXXXXXK"

T5EEH| 228 Astra Trident MR E cloud-provider 2504 $CP M “cloud-identity & $CI :

tridentctl install --cloud-provider=$CP --cloud-identity="S$CI" -n
trident
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EEEREAzure NetApp Files STRIGINFEZ AN ~ A BRERT & TIIEX ©

NFS #1 SMB Hifitt& AN B4

WMREEFE—R(ER Azure NetApp Files ~ SRETEMAIEER ~ BIAN EIT —EVIIARTE ~ A HERTE Azure
NetApp Files I Z37 NFS Volume ° 5528 "Azure : 52 EAzure NetApp Files THAELLZEIINFS Volume" o

++

EERTERMEA "Azure NetApp Files" %l ~ BB TFIER

* subscriptionID® tenantID> clientID> location # “clientSecret 7£ AKS

@ =& LERASESDHAIRAEREE -

* tenantID® clientID 'HM “clientSecret £ AKS =& HFEREIRG D ARFAERAE
E o
REEE o 2R "Microsoft : 7 Azure NetApp Files BIIAESERE" o
Zk#A Azure NetApp Files BYF48EE o 55201 "Microsoft | i F4HEEZ k44 Azure NetApp Files" o
subscriptionID FEiBEIAHAzure NetApp Files 7 Z1BINAERIAZUres TR ©

tenantID™ clientID #M ‘clientSecret ¢ "fEREI(5EM" TEAzure Active Directory® ~ BffAzure
NetApp Files T3 BIHEFRITLEINRE - FEAEXEREER THHEHAP—IE :

c ERESNERMEAR "HAZUreTRILER"

c BX'HIIEMEAE" (E5]BBELR (assignableScopes) BB FHIRER - (R Astra TridentFr BRI
PR e BIBTABZE - "FEHAzure A\MHILEREE" o
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n id" .

"/subscriptions/<subscription-

id>/providers/Microsoft.Authorization/roleDefinitions/<role-

definition-id>",

"properties": {
"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited

permissions",

"assignableScopes": [

1,

"/subscriptions/<subscription-id>"

"permissions": [

"Microsoft

"Microsoft

"Microsoft

"Microsoft

"Microsoft

"Microsoft

read",

"Microsoft

write",

"Microsoft
delete",

"Microsoft
ts/read",

"Microsoft

{

"actions": |

.NetApp/netAppAccounts/capacityPools/read",

.NetApp/netAppAccounts/capacityPools/write",

.NetApp/netAppAccounts/capacityPools/volumes/read",

.NetApp/netAppAccounts/capacityPools/volumes/write",

.NetApp/netAppAccounts/capacityPools/volumes/delete",

.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

.NetApp/netAppAccounts/capacityPools/volumes/MountTarge

"Microsoft.Network/virtualNetworks/read",

.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/read"
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"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

I

"notActions": [],
"dataActions": [],

"notDataActions": []

* Azure location ZE/VEE—E "ZIREYF4IEE" o € Trident 22.01#E location 2 ERIRiEREIER FER
WAL - FRERERAPISENUEE °
* DIRER cloud Identity :AENYS “client ID W FEAHABEISRMEEE S A" WEFIEEZ ID

azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXKXXX ©

SMBHARE @Y EMFEK
EE17 SMB Volume ~ &4 BEE :
* Active Directory B EMEARZE Azure NetApp Files © 52 "Microsoft © EIZ & EIE Azure NetApp Files
B9 Active Directory Z4g"

* Kubernetesz= & B ELinuxiTHIZSEIEL « LUIKRE/D—{E#ITWindows Server 20198YWindows T{EEf
2t o Astra Trident{E 1B ZEEFWindowsEiZS_F #{THIPod_E AISMBIAIER o

* E/bE—{@ Astra Trident #3Z « WS 1EHY Active Directory 58:5% ~ LUE Azure NetApp Files SE$9ER:EE
Active Directory ° UE£E smbcreds -

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* BREAWindowsfRFFHISCSI Proxy ° BERTE csi-proxy * sa2H "GitHub : csi Proxy" 3 "GitHub :
A WindowsHISCSI Proxy" A Windows_E#11TAIKubernetes&iZs o
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@ Astra TridentFZIEFHQoSBTEER °
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version KiEZA1
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virtualNetwork

14

EREAERETEXE Y
Azurez]REIBIEIREID

£ AKS EE LA EENE DM
ARFAERER
FEREXEMAYFARID

£ AKS EZ&E LR E S 2RI
BRSO R - BERIER

FE A2 EEMBY A AimID

£ AKS EZE LFRAFTES 2RI
iR SRR - BERIER o
FERRER MBI P inigss

£ AKS & LFRAFTES 2RI
Ein G AR - AEEAEE o

HihZ— standard s Premium’
o ‘Ultra

BRUHIRERIAzure (& A
£ AKS 25 FRIAREENE O
RN EERIER ©

Eﬁéﬁﬁ%E‘&%?ﬁﬁE’ﬂﬁﬁﬁ%ﬁ%
B

EREIR R EIRAINetAppiR FIEE

ARFEERRS AN S REERE
==

BAZIRFHRERERERRTE

eEhiEs\iE+ T +BEFIT

" (FB)

M (EEEES)



2 :RBR FE
subnet BIRENFHRER TS "

Microsoft.Netapp/volumes

networkFeatures VolumeBJvnetIhSEE AT SEE Basic
f Standard °
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networkFeatures S1RFREIALE
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BERECE R
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B 2 \{"api": false,
"method": true,
"discovery": true} ° FRIEMIE
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nasType R ENFSTSMBHAREE L © nfs
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nasType B& nfs FEREER » BInEANFSHIEEETE R E

= 1IEMIBELAER Azure NetApp Files MBS « SIA4EAE 2IR4EH
MR @ R HERIM IV EEE o

version: 1
storageDriverName: azure-netapp-files

o

- BERLECERERCHRRER

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET

location: eastus

BENS 75!

B IRAARE E A BYULE subscriptionID s tenantID ™ clientID M ‘clientSecret ’ FHFEE

%ﬁu‘a’kﬁ]ﬁ#ﬁjﬁﬁlﬂﬂb °

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1

storageDriverName: azure-netapp-files

capacityPools: ["ultra-pool"]
resourceGroups: ["aks-ami-eastus-rg"]
netappAccounts: ["smb-na"]

virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
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5 5

LB IRAAREEARBALE tenantID clientID M “clientSecret (EFRAZEIRS DA SERINEE
)

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools: ["ultra-pool"]
resourceGroups: ["aks-ami-eastus-rg"]
netappAccounts: ["smb-na"]
virtualNetwork: eastus-prod-vnet
subnet: eastus—-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

o

L& in4BRE BT HE Volume B it Azure eastus B Ultra AEERM . Astra Trident @ BENREZRZAIET
ZiIk4A Azure NetApp Files BIFRAE F4EEE ~ MBI EHP—E R EMEHMHEEE -

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET

location: eastus

servicelevel: Ultra

capacityPools:

- application-group-1l/account-1/ultra-1

- application-group-1/account-1/ultra-2



‘IR AE— DR RE N E S E R N EE—FEE - MELE D VolumeBIRECETRR(E

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi

unixPermissions: '0777"'
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EREEAER

IR IHERA T E—ERPERZAREFER - ENFZEREEEXRARANRBER « MEBE
fEKubernetesFRE I REB LR RNFHFERNF « EREA - ERBERNERZRAKRED BRMBIKE

performance °

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2

HEFERER

V@SN StorageClass EEF2HE LMF#EEERMD o
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ERNEAIESE parameter.selector ML

£/ parameter.selector A UAEEEBIEE StorageClass FANEHMEENERER o ZHEE
BEFMENERIPERZERZHE °

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"
allowVolumeExpansion: true

SMBHARRE BRI E Z A

1R

f£F nasType * node-stage-secret-name fl ‘node-stage-secret-namespace * BRI UISESMB
MR & ~ WIRFREM Active DirectorysBsE & } o
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: "default"

SEmRERERRENEE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

BEMREERRERNEE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}
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@ nasType: smb ZIESMBHiEERIEEEHZESS © nasType: nfs 8 nasType: null NFSE
& HYERIESS ©

FERVAE-
BIAUBIGHABEZE - BRIT TGS -
tridentctl create backend -f <backend-file>
MNRBIRERIIKW ~ RTBIHAAEEMRE o AT I m <RG0 ER ~ MHETRE :

tridentctl logs

A MAEEAAREAERREEZ & ~ SR UAB R Tcreatedn < ©

& ECloud Volumes Service AT Google Cloud&imHIINAEE

B#Cloud Volumes Service fEAN{AI{E AR MHAVEEFIAERE ~ i¥NetApp for Google Clouds&iE
#AAstra TridentZ £ & I o
Google Cloud SEENF2T0cE4AE I

Astra Trident 12t gcp-cvs EEREBNNEEREN - TIEMNFEHEREIE | ReadWriteOnce (rwo)
ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod (RWOP) o

EBHIER BEIRE VolumetE®, HIEMEFEUER SENERERS
gcp-cvs NFS ERAM Rwo » ROX ~ rwx * nfs
RWOP

EABEf#EAstra Trident¥{Cloud Volumes Service Google Cloudfy3z 1%

Astra Tridente]£Cloud Volumes Service M{E 5 E I —EAR _—ERI&E "fRFsiE5"

* * CVSHAAE* | TEERMYAstra TridentfRFFLER - BERMAERECHIRFG AN RESERMAENEXFEELEE
& o CVSHAEARF AT B —BIBASEEIA ~ PIZiR&/M00 GIBA/NYHEHRE o R LUEIEH P —I8 "= {EARFS

BAR"
° standard
° premium

° extreme

* *CVS : CVSIRBHRENRMS DB AE « (BMAEFRERIPE - CVSIRFFIREE —BERASHEIA « (£
FEIRNRENET GBIHEIRE © #EFERNRZAIES50EHREE - HPMAHrEHERAE RN

B EMMEE - CRILUEERP—IE "MiERFHER"

° standardsw
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° zoneredundantstandardsw

TEENER

WS ERAER " A Google Cloud Cloud Volumes Service" % ~ {I8EETFIER :

* Google Cloudfk /A B & ENetApp Cloud Volumes Service THAE
* Google Clouditk B HIEZARIR

* Google CloudfR#EMRE netappcloudvolumes.admin A
* APIE$BHEZE « fHCloud Volumes Service f&HI75E HRA R

BERIHEETEE—Google Cloud@HPIREHIRE o AR HMENR I HIFE

storageDriverName

backendName

storageClass

storagePools

projectNumber

hostProjectNumber

apiRegion

apiKey

24

s5iPH

EFRREIE T\
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£ software AJIEZECVSHRTELER! o [H - Astra
TridentZFRFCVSIAEARFFLEE! (hardware) ©

{ZPRCVSHRTSLAE! o A28 - AN E RN B
ENEEFEERA o

Google CloudiR P EZ4R5% o tE{ERIEGoogle Cloud
UNEEE=I=E 23

MRERHZVPCHEEE « BIRNEIRE o TLEZEFF -
projectNumber BIRFFEEZR ~ UK
hostProjectNumber & EiEHZ o

Astra TridentfEGoogle Cloud&ig# 1z Cloud Volumes
Service T EBAZRIINGE - BB &i®Kubernetesss
£« FHEPEVHIEE apiRegion AJARES
{ElGoogle Cloud@HRIENEL EHFZRV TIEEH -

BEEREgEETRIINNE

#Google CloudfRFEIR B APIE 8
netappcloudvolumes.admin B :

HABEHEGoogle CloudfRF5ikRAFAE ZIRIER (BF
BHERIFEEE) FIJSON-BAAR o

 ERIAE R E MR o

8%
KEZEA
TGCP-CVS)

EEEniZNatE+ T_1 +API
BN —3o


https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
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W

#

proxyURL

nfsMountOptions
limitVolumeSize

servicelLevel

network

debugTraceFlags

allowedTopologies

ki iE

Proxy URL (¥N1ERZEZEProxyfRiRES A AEELFZECVSIHR
F) o ProxyfAlfR2§ FILAZHTTP Proxys{HTTPS
Proxy °

HHHTTPS Proxy ~ BEkiB&EERE « LULFFTEProxy
RSP A EREZBNRE ©

%1% B R A ER=E BYProxy fAIARES °

REARFEHINF SH S 2EIE o "nfsves=3"

MREROHGREXNSIULE  EREERK - " ERFRHIHT)

BT AICVSAESCVSIRFS AR CVSHAETRR A 1R
- J

CVSHIMBEEA standard © premium’ 3§
‘extreme °© CVSTEs %A E%

CVS{EE#E standardsw 3%

zoneredundantstandardsw °

Google Cloud48#&Fi2Cloud Volumes Service fZRE "FE:%"
BRI RE o

SEHFAERTE(EABVREEIER o S null

\{"api":false, "method":true} °

F??FUIE?‘ EITREHRAR N BE S ARISCEAEED « TR
sa/DEFLEThAE ©

EEMABEEEFR « 889StorageClassE&EBE AR
allowedTopologies BB EFAEEIY o

fgn

- key: topology.kubernetes.io/region
values:

- us-eastl

- europe-westl

VolumeE JRECE =R

el ATEHPEHITERRBIVolume BIRECE defaults AAREFEAY—E&R ©

2% =REA 8%

exportRule iR ERVEE L ARA o WBRMIE  10.00.0.0/01
FEDPREYEE ~ LUICIDRFRESH
Fj BBIPvAILERIPvA-FAEES 4R

snapshotDir FEX .snapshot B "R

snapshotReserve REB4AAIREBRIEIEE B L " (3FXCVSTEREAO)



2 siLPH 64

size &R AN CVSHAERRFEERE I TER A T
100GiBJ ©
CVSMAERIE2A100 GiB ©
CVSHRFFLEERI N KRR ETERE ~ {8
CVS&E%A1 GiB © E/DEFE|GB o

CVSRUAEARTFS BT &)
THIEAIRHMCVSAAEARFS AT RSB HIAERE o
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version: 1

storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2

apiKey:

type: service account

project id: my-gcp-project

private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-

project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/oauth2/auth
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token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
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AR HIERPARIRMERREEIR  BERFSE R VolumeTasR(E °

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth
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token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti



A3 ERERNAER

IEEHIER storage REBREERERF StorageClasses AMOIEARE o (520 [HFLEREE) UUEE
WA E & FHETFLER ©

LR B H AR ENERE RNRE S ERTERIE snapshotReserve 5%#l exportRule &

0.00.0/0 ° EREFRMEBEFTEEMN storage B - BEER EREEHEEEE CHERER
serviceLevel MELEFMNSTEETERE - ERERMNERCAREDERMIMKIE performance
M protection°

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west?2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
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XsYgbgyxy4zg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
labels:
cloud: gcp
region: us-west2
storage:
- labels:
performance: extreme
protection: extra
servicelevel: extreme
defaults:
snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard

servicelevel: standard



EEFERE R

T35 StorageClassE B AN ERERABRREF © £ parameters.selector » AU A & {EStorageClass
IEEANESMEENERER - ZHEESEFMENERNTERZERT °
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-standard
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=standard"



allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extra-protection
provisioner: csi.trident.netapp.io
parameters:

selector: "protection=extra"
allowVolumeExpansion: true

* 55—{EStorageClass (cvs-extreme-extra-protection) HEEF—EERERA o EEM—I2Hik
BEE ~ RBFRBERAB10%NEIRAM o

* Exf&—{ElStorageClass (cvs-extra-protection) EHIREIRBRE10%EREEFEIRM o Astra
TridentRTE EEHMEERER « TRARSREBIREEX °

CVSHRF&4a5 &
T EEHIRHCVSARFS AR MISEFIARAE o
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ERFERNRERZIRERE storageClass FEECVSIRFEFERFTERR(E standardsw IRFEELR .

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-eastd
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sa@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"



auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
servicelevel: standardsw
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I EH| B IRAHREER storagePools MUEREHEFE R ©

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079"
apiRegion: europe-westl
apiKey:

type: service account

project id: cloud-native-data

private key id: "<id value>"
private key: |-

MIIEvVAIBADANBgkghkiGI9wOBAQEFAASCBKYwggSiAgEAAOIBAQDaT+0ul 9FBAwW1 9
L1AGEkrYUS5xd9K5N105JMkIEFNDSWCD+Nv+jdlGvt FRLaLKSRVXyFS5wzvztmODNS+
qtScpQ+5cFpQkuGtvIUI+N6qtuVYYO3b504Kp5CtqVPICgMJakK2j8pZTIgUiMum/
5/Y90TbZrjAHSMgIm2nHzFg2X0rqgVMaHghI 6ATm4 DOuWx8XGWKTGIP1cO0gPqJlgsS
LLaWOH4VIZQZCAYyW5IUp9CAMWgHgdGOUhFNfCgMmED6PBUVVLsLvcg86X+QSWRIk
ETQElj/sGCenPF7tilDhGBFafd9hPnxg9PZY29ArEZwWY 9G/Zj ZQXTWPgs0VvxiNR
DxZRC3GXAgMBAAECggEACN5¢c590G/gqnVEVI1ICWMAa1M5M2z09JFh1L11JKwntNP]j
Vilw2eTW2+UE7HbJru/S7TKQgASDnn9kvCraEahPRuddUMrDOvG4kT1/IODV6uFuk
Y0sZfbgd4iMUQ21smvGsgFzwloYWS5qzO1W83ivXH/HW/1igkmY2eW+EPRS/hwSSu
SscR+SojI7PBOBWSJh1V4ygqYf3veD/D95e12CVHERCkL85DKuUmeZ+yHENpiXGZAE
£8xSs4a500Pm6NHhevCw2a/UQ95/foXNUR450HtbjieJo50+FF6EYZQGEU2ZHZ08
37FBKuaJdkdGW5xgaI9TL7agkGkFMF4F2gv0OZM+vy8QKBgQD40oVuOkJD1hkTHP8 6W
esFlwlkpWyJRI9ZATLIOG/rVpslnX+XdDgOWQf4umdLNauShYEHOLU6ZSGs1Xk3/B
NHwR60XFugEKNi1iu83d0zS1HhTy7PZp0Zzdj5a/vVvQfPDMz70vsqLRdA7YCAbdzuQO0
+Ahg0ZtwvgOHQ64hdWO0ukpYRRWKBgQDgyHj 98ogswoYula+pPlySOpPwlmjwKyNm
/HayzCp+Qjiyy7Tzg8AUqlH10u83XbV428)jvg7kDhO7PCCKFg+mMmfgHmTpbOMag
KpKnZg4ipsgPlyHNNEoRmcailXbwIhCLewMgMrggUiLOmCw4PscL5nK+4GKu2XEL
JLqjWAZFMOKBgFHkKQIXXRAJ1kR3XpGHOGN890pZ0kCVSrgjubalef /5KY1FCt8ew
F/+alxM2iQSvmWQYOvVCnhuY/F2GFaQ7d0om3decuwI0CX/xy7PJHMkLXa2uazs4
WR17sLduj62RgGXRLX0c0QkwBiNFyHbRcpdkZJQuibYMhBa+757SxT4BtAOGAWMWT
UucocRXZm/pdvz9wteNH3YDWnJILMxm1KCO6gMXbBoYrliY4sm3ywJWMC+1Cd/HBA
Gecxd/xVuSmA2L2N3KMgl8Zhz8Th0G5DwKyDRJIgOQ0Q4 6 yuNXOoYE]jlo4Wjyk8Me
+t108iK98EO0UMZnhTgfSpSNE1bz2AqnzQ3MNOUECgYAqdvdVPnKGEfvdtZ2DjyMod
E89UIC41W])jIGmHsd8W65+3X0RWMzKMT 6aZc5tK9J5dHVMWIETnbM+1TImdBBEFga
NWOC6£f3r2xbGXHhaWSl+nobpTuvlo56ZRJIJVvVk71FMsiddzMuHH8pxfgNJemwA4P
ThDHCejv035NNV6oKyoO0tA==

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396"'



auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelevel: Standardsw

ETRRIE?
BUBIKERBEZR AT TGS

tridentctl create backend -f <backend-file>

MRBIREILKRY ~ RTBIHAAREREE o SR IT T <RER0EE ~ UFIEREA
tridentctl logs

SRS EARSSASIORIEE S 1% « EEIB R Toreatedd o
2 ENetApp HCl — AR R 2Ih5ERISolidFire &%
BEARUN{a17E Astra Trident 222V MERTTERIR ©

TREBE R SR

Astra Trident 12 solidfire-san FAEREBANFEREEN - TENFEUENEIE | ReadWriteOnce
(rwo) ~ ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod ( RWOP) o

° solidfire-san EFBIIZENZIE file Fl block HEMREAET o B Filesystem HEREES - Astra
Trident& B R B RIIEZR R - BEARHFEE HStorageClassigRE ©

EEEhiEy HwiE Volume?t&Ez, SHENERER TIERIINER RS

solidfire-san iISCSI &1 Rwo + ROX ~ rwx EREZERLG - RIE&E
+ RWOP BREEE o

solidfire-san iSCSI IERRGR RWO - RWOP xfs ™ ext3 ™ extd

39



FsEZ Al
R TRBIRZA - CKRETIIER -
* TERFHFRA - FHITElement#RES

* $2{H##45NetApp HCI / SolidFire 2 £ S B S N EFAE R - USEHRE -
* IXFRAEMIKubernetes TEENELEREZ ZIEBEMISCSIT A (A2 "T{EEZLEEES" o

®iInERGIEIR

B RIGERSIETR ~ F2R TR

storageDriverName

backendName
Endpoint

SVIP

labels
TenantName

InitiatorIFace

UseCHAP

AccessGroups
Types

limitVolumeSize

debugTraceFlags

O

S5

(A ey
EHE IR I

MVIP ~ fEA#: SolidFire ¥R FETHFE

AT AR S IEENRSE
f#F=RM (SCSI) IPHIutnEize

ERTIHIRENERISON-RIE
REE o

EEANERRE (REAE
FRIEIL)

IHISCSIEREIFE R ERI M TE

{5/ CHAP E&:% iSCSI © Astra
Trident f§£F8 CHAP ©

EFRMNEIREEIDEE
QoS#I%

NRERHEFRE R/ NS UEE
AIERECE R

SRS HHRRFEERNEEEE o &
1@] : {"API": B~ THZEL :true

FE=R
KB
XiEZ Tsolidfire-sany

rSts 1 +EERME (SCSI) IP{i
HkSolidFire

8%
=1

S 4% Mridents B97FEXEE4EID

1 (FERAEFINIT)

null

BENER debugTraceFlags BRIEICIETE AR B HEARNE R E S F ARV SC SR EED o

g1 . PR IRARRE solidfire-san = 1EHAIE E AR RVERENTE R

BB RERCHAPER BRI RIRIESS « MR ABEQoSHFEN =T Volume ARIEEY o [RAIAEE EHiH
78R ~ UMEERAREREBLELRR 1ors HEFERIZ2H -
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
TenantName: "<tenant>"
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

g2 : VB IRE(ETFIER4ERE solidfire-san BREIE N EEEE R
ItEFIFERERAERERNRENRBIFEEEE - URBRELEE R MR StorageClass ©

Astra Trident@ T BEIRECER « iRfEFERMN_ ERRBRERIRIRFHFLUN - T HEER « REEESRIUH
HEEERERNERRE « TRERBEREEDA

£ TEFrREEARIFERIET « FHEMAERENREFERIRERFENTERE type IRME - ERERMEE
FEFER storage B&ER ° EULEHHF « BEFEFEROITEITREEE « AEERHAEER LlifExE -

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"

TenantName: "<tenant>"
UseCHAP: true
Types:
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- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-1l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: '4'
zone: us-east-la
type: Gold
- labels:
performance: silver
cost: '3"
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: '2'
zone: us-east-1lc
type: Bronze
- labels:
performance: silver
cost: '1'
zone: us-east-1d

% StorageClassEE &5 L M EHE M o A parameters.selector A « EEStorageClass g MY
MRLE B Rt e] At 2 & Volume © IR ER EEFMENERE RN EESERET -

$—{EStorageClass (solidfire-gold-four) FHHEEE—(EERERMN - S —IRUERSHRYENER
M Volume Type QoS 4k o mR{E—1EStorageClass (solidfire-silver) EHEAHRHIRARBENHEFE
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=gold; cost=4"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=3"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=bronze; cost=2"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=1"
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver"

fsType: "ext4d"

44



MEFFHEER ~ F2H

* "Volume7ZEXE¥4R"

1R SANEEEIFZTLONTAP

ONTAP SAN EEENFETUIER
A B RRUNA{EFONTAP STIETHAE I THAEFITHAE M SANERENFZ R 2k 28

i © ONTAP Cloud Volumes ONTAP

ONTAP SAN SEBNR2sL3¢AREI K

REINREIERYE

Astra Trident 121t %] SAN E7FERENTER - BJE2 ONTAP 2EF: - TEMNFEEREIE | ReadWriteOnce

(rwo) ~ ReadOnlyMany (ROX) -
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

LT BInEREM — A FRHFDEIME - BURIRZE - ﬁ%%&%ﬁ/fﬁﬁ%ﬁb@asemﬁﬁﬁ% M ETE
AKubernetest® o I EHE IR —FEEEEERMITER o EIE —IEAE RS RE
HKubernetes /f#FEIEEMIT ©

WAFIRA N BRI UFERRE « WEONTAP BB - BiRERHZE=E2% -

* ARIR&E | AP in/&RsERYBase64ARGHE
* BRIRALEER | BB E 2IRAIBase64iRIB(E
* {S1EBYCACertifate : Z{SECAREHIBaseb44RiH(E - MNREREERICA « RILRREUILBE - IRKEA
S1ERICA ~ BRI /BBRIERTRE o
HANTERIZEIE TP

1. %Eﬁﬂﬁﬁ#‘ﬁ?&%ﬁ%ﬂ@ﬁ% o BEXR  5AigCommon Name (CN) (—fg®#E (CN) ) RESONTAP Bzt S

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"
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2. BISERICAREITIZONTAP ER(EEE - ErIscEHHEAFEERERIE - MRKREREENCA ~ BB

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 7EONTAP ZiE#EE FZERFRIRRENER (PR1) o

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. FESIONTAP LB FRRRBASE cert BIEBAE o

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

o. [FERELMRE IR - LLIONTAP Management LIF IPFISVM&FEEV{<SfManagement LIF>F1<vserver

name> °

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. {EFBaseb44RiE /&S - £IRMSEANICARS ©

base64 -w 0 k8senv.pem >> cert basebt4
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca baset4

7. ERR L —TEISHER B o
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cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fessmmmmeme== frememesessess==== fessssssssssssesessaososssssssssss o=
f=mm==== fememema== +

EHERE T A E R B

eI EFIRA MRS « UERARNEEE A A ieEHTEE R c EMEREEAIT | FRERAEREEE
W& im el ERTAERRE ; ERRENERIR EMAERERRZENE - BEEEM - CUERRIRAENEEER
5~ RBFTIEEREE 0% o AR ERAEHMbackend.jsontEE - HHF G EERITHHNELH tridentctl
backend update °
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

ISR - (7P IR LA BHONTAP BRENEE (INBI0S) - HERERS
() # - GEEEEN RS EESNEEERE - ARERERLUSRRIES « 2%

REONTAP sZz==SEMIBRERIREE ©

EHREATTEHERL 2 HIEENEFR - AR EZBEUNMEEELR - IR IEEHEERAstra
Tridentr] LUEAONTAP &Z & im@sl ~ W ARIER KA VolumefEE o

EFRERICHAPE R ELR

Astra Tridentr] AEFH & mICHAPEREEISCSI TEPSER ontap-san #l ontap-san-economy SEENFET | BRE
E{UFE useCHAP 3EIE o :RTEARF true » Astra Trident % SVM MTER SIS LZ 2 R EAE R CHAP » Mt#E
IS EE R E E B B IBAZES o NetAppiEiEF R MCHAPKREREIELR o A2 R THI4RAREA)
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ ° %seCHAP DHETMEE - RERTE o TRR(ER MR o HRAtrueZ B ~ EREERE
RAR o

tE9M useCHAP=true » chapInitiatorSecret s chapTargetInitiatorSecret °
chapTargetUsername Ao chapUsername WU BEIERRERT c PITEIRBRKEBIRZE ~ BIJEE
2B tridentctl update ©

BEAR
BB TE useCHAP AHE - #EEIE S5 Astra Trident{T{#17& 1 _L R ECHAP « E8IFTSER :

* f£SVM_LEERECHAP :

° YR SVM B REBR L2 MR AR (FBRkA Ey ) * B * BMIEEHRETALEEN LUN ~
Astra Trident iTER Z 2 M FERER A CHAP WAESR ECHAPEE) 23 ] B2 (F & BB o

° YNERSVMEIELUN -+ Astra TridentiF A Z7ESVM_EEXFCHAP o ER]FERAIREI%E SVM EEFERN
LUN BY7£EY ©

* RECHAPHENSRM B RERE LBNINE ; BEERLAERIKERTIEE WLFR) o

B BIR2 1% ~ Astra Trident& 27 ¥ &R tridentbackend H%CHAP*%%‘E' 15 & LB TEAKubernetest
2 o M Astra TridentfE & K _EIRIIMFREPV ~ #g &N CHAP L

TEdEsDE B BRI

S A E T HICHAPZ EUIR ERHTCHAPEREE backend. json 1BE | EEEFHCHAPHEZ 55/
tridentctl update @@ e U st e

@ FHBIHAICHAPHE RS « IKMUBER tridentctl UEHEM o FB70FEBCLI/ONTAP UIEH
HEEE LR ER « AAAstra TridentfE RIS B L EE o
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cat backend-san.json

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",
"svm" :
"useCHAP": true,

"username": "vsadmin",

"ontap iscsi svm",

"password": "password",

"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o Fom e
- o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

e —— e — e e ettt
t——— R +

REMNEGRFAERIRE ; NRSVM_EMAstra TridentEE#5058 « EFIREBREIERPARE  IERIERE
HAVEEEEE R « MIRAEGNRFERFIRE  PErEPVAVERI BHER « REEAEMEEER

SANZHREZEIEEAEEHIONTAP

BEARUN{EI1E Astra Trident Z2EF 217 JeffFF ONTAP SAN EEENTET o AENIR B ImARRRED
Bl Rzig % It FEZE StorageClasses RIUEFAAE R} o
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UF o

MRERARSRILADLE « EEETERLE - " (FERAIREIHIT)

IR FEHAmazon FSX for NetApp ONTAP
Sendbackend * 5570387 1limitAggregateUsage ©
RMHA fsxadmin # vsadmin sB7ESHE
BYAggregatefFFAEFTRAVIERR - M {E A Astra Trident
DOLABRY o

MREBRVHEFREANSRILE « IEREEERK - ' (ARG REIIIT)

tEZREIEEIREMqtree MILUNREIEE A/ LR o

FFlexVol ELUNFYR AKLUNEE - EENBTE[50 100
+ 200]

SEEHFERTE (ARSI o flg0

false * "method" . true}

{"api" : null

BRIFICIETEE T RE 2 HF AR B SF AR SCEAEED ~ TR
sAIIER o

fEEFAONTAP Isrest APIFYTE M B8 o I T TEEE false
useREST LU iFAE MV Ui « EE AN RIEIR

1B MIEARERFETIEAE - REAF true

« Astra Tridenti&fEEFAONTAP 32 LEAPI B IE1TIE

o EIHAEFEEONTAP EREHARASHIRRZS o ItE

SFONTAP ~ FR{EFRBE A B BZERESI1FE ontap

FERTER . E2TENEEN vsadmin M cluster-

admin A :

useREST A& 3EMetroCluster EFZIE ©

useREST 22 & NVMe / TCP BIEHK o

FARIERE iscsi AR ISCSI 2 nvme A NVMe iscsi MNRZEH
/| TCP o
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olicy EfEFEE/ZRINEF—{EqosPolicy

Z{adaptiveQosPolicy
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splitOnClone BIIEARE « HERXELRDENER "fRR"

encryption TEEThERE & ERAANetApp Volume Encryption (NVE) "&"

; TBERA false o WAETEERE LIRREMEIENVE ~ 7
AE{EFHItEEETE o
WNRIEBIHEUANAE ~ BAstra TridentH EC & BY{E Ik
MREERZRRFINAE ©
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
qgosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

HEMFERZEILAFIAE Volume ontap-san BEEIFETUAstra Trident?EFlexVol SZELUNRAEE 1 AYIE
126~ EIMEN0%RE © LUNMERE A/ NEEAETEPVORERIA/NE 248 © Astra
(D TridentfzFlexvol BB RN 10%MEE (BBRONTAP EERELAMMIRT) ° ERERMAE

FATRONTAP-sanf&758Y o

BN EHENEIR snapshotReserve ~ Astra Trident& kB8 %A= st E Volume X/ :

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 2%8IM 0% Astra Tridentll AFlexVol EltheZ IELUNAAEEZRIAITHAE © AN snapshotReserve = 5%
MPVCE K= 5GiB + HAIEEA2K/\%35.79GIB » BJFK/NA5.5GIB ° ° volume show fn < EREEREELUATEH]
HI4ER

Aggregate State i Available Used%

_pvc_89f1cl156_38081_4ded_9f9d_034d54c395f4
online RW 18GB

_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd
online RW 5.79GB

_pvc_eB372153_9ad9_474a_95la_0Bael5elc@ba
online RW 1GB

3 entries were displayed.

BAl - REREA/N ~ ARt ERRIRAR Volume
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RIEAERSHEM)
THEHIERERERE  BARDSBREBFERE - ERERREREENSGIE -

(D WNRIETE NetApp ONTAP L#2EL Astra Trident {8 Amazon FSX ~ RIS T4 AY DNS £
& ~ MIE IP Lk o

ONTAP SAN 34

EeFRNEARLER ontap-san BBHER :

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

ONTAP SAN 48755425 &1 151

version: 1

storageDriverName: ontap-san-—-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>
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MetroCluster 5

TR URE R « BRATIMATIEIEFEEMBIRER "SYM EREER"

EEEBETIAMYIA « FAFERSE SVM managementLIF W dataLIF # svm 2 o FIi0

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

TFUEEALEREEE B clientCertificate » clientPrivateKey # “trustedCACertificate (
i~ MREREERCA) BIEA backend. json WD RIESHE P im/&:E « W BEIBRIEECARENE
ROAURIBIE o

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_ iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
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& CHAP #if)

Egﬁﬁ%ﬁﬁﬁ@ﬁfﬁﬁﬁuﬁ useCHAP EQE% true ©°
ONTAP SAN CHAP #5fj

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SAN #&% CHAP &34

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe / TCP &5

{504 BHE ONTAP 13 387 NVMe #) SVM

version: 1
backendName: NVMeBackend

storageDriverName: ontap-san

managementLIF: 10.0.0.1
Svm: Svm_nvme

username: vsadmin
password: password
sanType: nvme

useREST: true

ERERNRIKED

HELERIREREREND - THEFMAREFORERENTERE « HI4 spaceReserve £

o EREAN NVMe / TCP HIE B IRARRE o

spaceAllocation {& ~ M encryption §& o ERME RN ERFEFERLRPERD o

Astra Trident 27 T2 R H{UAREERICEIER o 557EFlexVol TheBIZHigHER o Astra TridentZ £ &R
BLER - BERE RN A ERENEIHE]IREE - AT HEFEER « #EEEEYUHHEESEERERNE

FIRH ~ MRRBRHIRE DA -

EELEEFF - BEFEFNEBITRER spaceReserve © spaceAllocation M ‘encryption B~ ME

EERNEERERE -
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version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'

gosPolicy: standard
labels:
store: san store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000"
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000'
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

qosPolicy: premium
- labels:
protection: bronze
creditpoints: '5000'
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'



ONTAP SAN #7547k &1 45

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: '30'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20"'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10'
zone: us_east lc
defaults:
spaceAllocation: 'true'
encryption: 'false'
- labels:
department: legal
creditpoints: '5000'
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zone: us_east lc

defaults:
spaceAllocation: 'true'
encryption: 'false'

NVMe / TCP &5

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: 'false'
encryption: 'true'
storage:
- labels:
app: testApp
cost: '20"
defaults:
spaceAllocation: 'false'
encryption: 'false'

# & in ¥ FEE StorageClass

%! StorageClass E&AZS/H [EHREENEIRHZF] o B parameters.selector HfIH ~ &
StorageClass &2 MM HILE EHREEE vl R IR E o iR ER EEMENERE RN EERERT °

* o protection-gold StorageClass EHEEFE—EERER ontap-san &l | EEM—IRHER
FRENEE °
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* o protection-not-gold StorageClass @ EEHNE _EMNFE =EEHREE ontap-san Bif . EE
H—iRE SR IMRERRIER -

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* ©° app-mysqgldb StorageClass EHEEFHE =EEHER ontap-san-economy &l | EEE—%
mysqldb BRI EARRNIRMHFHERNER -

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* o protection-silver-creditpoints-20k StorageClass E¥EEHRME _EEHERE ontap-san
Bim | SR —IRHIRARRERN 20000 EE AREHNEIRM ©
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* o creditpoints-5k StorageClass BHEEFHFE =EEREE ontap-san IR IHF S EEHRE
& ontap-san-economy & : S —¥#E 5000 BEEHAMHBNERFE °

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* o my-test-app-sc StorageClass E¥EZE testaPP FHEHRERE ontap-san FEEIFZNIBHD
sanType: nvme ° iEeM—MEEARFEIEE testipp ©

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Astra Tridenti R EEEMEEHRERE « UEFRNSEHEEX -

ASNASEEENTZTLONTAP

ONTAP NAS EEspf2 T\t

FRABERANAIEAONTAP ThEEMEFITHEEENASERENTE T AR E HREIE VB i - ONTAP
Cloud Volumes ONTAP
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ONTAP NAS SEFNFEHE R

Astra Trident 12275/ NAS #7Z5REITESX ~ AJE ONTAP &R o TIEMEIIERXEIE | ReadWriteOnce
(rwo) ~ ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod ( RWOP) o

() MR Astra Control fR3 - HRERIEE - RS Astra Control EBRFRZ1 ©

EEFEN BHIBE  Volumel®x ZERMNERIEI ZIEENERRR

ontap-nas NFS EEF A Rwo + ROX ~ rwx - "~ nfs ™ smb
ESVINTEE S RWOP

ontap-nas-economy NFS EERG Rwo ~ ROX ~ rwx » "~ nfs ™ smb
S UNNTES RWOP

ontap-nas-flexgroup NFS BERGR Rwo ~ ROX ~ rwx » "~ nfs ™ smb
b RWOP

Astra Control SEENF2ABRE

Astra ControlA] A I VIR E IR mAS(ReE « KEIMEFMBENE (FEKubernetesE=& 7 EBENLIERE)
ontap-nas > ontap-nas-flexgroup #M ‘ontap-san EEEIIEZ( : s52F "Astra Control#E 5= 5o & L
ESsHER o

* {8/ ontap-san-economy REFHEMIEE FRETHFEIAE SN "2 ONTAP Volume
PRA&" o

@ * M ontap-nas-economy REFEHITEFRSTHIEHRET SN "S21ER ONTAP Volume
FEH" #1 ontap-san-economy EAERRESITEL

* 5870f#A ontap-nas-economy MIRETEAFTEER{RE - KEEREFITEINE

EREER

Astra Tridentf/ELAONTAP XIRAVFZZNEAT « BE BLGSHERNATNAIT adnin £EMEAEN vsadmin SVME
RE - EAHERABZTRBENERE -

¥j‘EAAmazon FSX for NetApp ONTAP Z1EHINetAppIhsE « Astra TridentTEEAE LAONTAP FHEEMRLH
s BTSRRI SVMEBIEEN S fsxadmin FHET vsadmin SYVMERAE - KEEERABZ FRE%E
E’Jﬁﬁﬁ% ° o fsxadmin FAERRECTIEFERHENARER -

WMREFH 1imitAggregateUsage B | FEZEEIEREIR - EfFAAmazon FSX for
@ NetApp ONTAP B « #8fCAstra Trident 1imitAggregateUsage SEE XA ER vsadmin
M fsxadmin FRAEIRE | MREISEU2E -« HREEERKERK

BESABILATE ONTAP REZIIEEREIMAAR « 3 Trident EBENFZN BT LUER ~ BRPIFEZESIEM o Tridentdy
AZEETIRASER IR IUREINIIAP] ~ TELEAPIANBMAZE ~ FFHRSEREER S HEE -
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A FFHONTAP RS NASHEEFTE R ARG E B

BRAR(EF ONTAP NAS EEENFZETNERE ONTAP BRI ER « EesEEIafE B [=E o

* WHIFTBONTAP MR 2RSS ~ Astra TridentE/ VBB K—EE SHS4ESVM ©

* EEILTZERESNZT « R IEMEP—ESS —ErREEER - H140  ERILREERRIGoldiR5!

ontap-nas FEENFEXFOERLR ~ FFH ontap-nas—economy — »

* RFTARIKubernetes TEENBEEB N AL EEEENINFST A © 2R "FiaiE" UESEZHHEERN -

* Astra Trident{& X 1B Z4EEWindowsEiEL_E#{THIPod_EBISMBHEIEE o :5 2R % EACE SMBREAIEE LUEY

1SeHAlER -

ES:E ONTAP i

Astra TridentietTEERONTAP EINAE R ERE S IRAI B IS ©

* oaend | ILRIUREN ONTAP RinER E5RIEIR - ZRCHEARBAEENZEEASCHEEBR

B ~ fI4 admin 8 vsadmin MEEREONTAP ERTARAHIERAERYE

* REER MR FEETRIRLERE « Astra Trident 75852 ONTAP REB: o TEULEE « BIRERNLECS

RRmE&SE « TWRIEENCARE (ERHfER) AIBaseb4iRiEE o

TRIUEMRAN R « WEEDRENEERE S EZEZE o N - —RAZE—ERRHE - EEVMER

EIREREE A « B ARRIRERPRIFRAE

@ NRECEARRR M TRANE  BRIRELRGRM  WEERREPIRMHSERIS X -

RYFERE AR

Astra TridentfTE E2SVMEE/ZEHE TR S NNRER - A HEEONTAP 2 RIREITEN - BREATRTERN

REAG  HI0 admin 5 vsadmin © EAJHERERIKONTAP BSTRIRAMRFFAIEIES « EHAKRKAAstra

TridenthRZ< AT SEEEAAIIFEAPI o KR BEIMNEZE2EABE - Wl Astra TridentiBELER ~ BEREZRE

o
BinEZRLEHII TFR
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

AT« BImEREM — AN FEHEDENAE - BiUBIKZ % « FHELE/ZEEE L Base64iRhs « Wi #1F
AKubernetest%® o 1 /EHE IS —EBMETETERNNTER - it - E2— BT IESRE
HKubernetes {#ZEIEE#IT ©
B R /RsE B RS
HEFIRANEB ST LUERES « LEONTAP B EH - BIEEETE=—([ARY -

* ARIH/&E | AP IR/&ENBaseb44RI5(E o

* R IRFAE TR | MR & I8AYBase644RIE(E ©

* {S1ERICACertifate : ZSECAREHIBase64mbS(E - MRFERSERICA ~ RILRIRMHILS R - MRKER
S1ERICA ~ RIRT /BB ILRTRE o

HAN TERIZEE TSR o

1. %E%ﬁﬁﬁ”ﬁ?ﬁﬁﬁﬁﬁﬁﬁ o %R » 5§ Common Name (CN) (—#%%# (CN) ) REAONTAP Bg:d 5
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. BEEMICAREMIEONTAP ERERE - SrIscCHRFFEEERE - IRKEMEENCA ~ FRHE o

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 7EONTAP ZiE#E FZRAFIREENEE (PW1) -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. FEBONTAP LIBMRRRBAMHE cort BRI o

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. EAEENREAIFERSE - LLONTAP Management LIF IPFISVM&TEBE X <SfManagement LIF>F<vserver

name> ° {SABIEMRLIFAIARFSIRBIRE A default-data-management ©

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"

vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. {£FBaseb44RiE/&:E - £IRFSERICARES ©

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

7. ERR E—TEISHER B o
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cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o —— o et ettt it
o +—— +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

o —— e e it ittt et P
+————— - +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o f——————_ Rt et L P
o t———————— +

EERE T A e E B

TR UAEFIRB R - UERARNERE S A EHDEE R o EMiER AT | EAERERE/EN
AR IRE] ERTAGE ARG ; (ER/REN RN EMAEAE QB - EEEEM - CUABRRANESRR
7~ RBITIGEREE /0% - AAMBEAENNbackend jsontE % ~ HHEIERITHMNERH tridentctl
update backend°
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmmmm== Fommmemcemmes=e== B e
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e Fommmmmmmmesrrrrrrrre e reme s e mmm o
Fommmmme Pommmmmme= +

| NasBackend | ontap-nas | 98el%b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

P e Fommmmememesesesese s s s s e eses
o= Fommmemm== +

SRR « AFESEEWATEMONTAP FAENE (IXBIOS) - FEZRIRE

EE®
(D o EIRIR/ERER « AR S E/REMIEEMERE - ARBMRIRUERMBER « Z&H
REONTAP ZEEMIFREREE ©

EHRIEATTEH BRI HEENER « AT E 2 BRI MWHEEELR o IR IREHREETAstra
Tridenta] LLEAONTAP &Z & im@:N « W ARIER KA VolumefEE o

EIENFSEEH/RE]
Astra Trident{#E FNFSEE /R RIS ZEFHI EFREC B 2 iR ERYTFER ©

{EFAE L REEF « Astra TridentZ2{ERiEEIE :

* Astra TridentA] BIRE EIREL/RRIAE ; FUIFERNF  FHEEESFEEARTIERIPANCIDRELR
BE o Astra Trident® BENIE L ERREIRLIPHTIEEEL/RA] - 30 ~ MIRAKIEECIDR ~ BIERER L
BRI 2R E B R ERXIPHIEEEL/RR -

* RBEFEESUEILELFER ~ MWFSHFILIRA o BRIFFEARPISEARRAELRREE - TH)Astra
TridentZ fEFATERAYEE LR A ©
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HEEIEE LR

Astra Trident {2 fHENREEIE ONTAP RIREHFRRAIRIAES o ErRFFEES A TIFMRIPISE AT IILE
E ~ MIFFBERPFERE - e AEBCELRINER ; BMELRIFBRETHEFEE LETFIN
A o b5~ EEMINIRF R AR EEERBIPH LIFESRA SEFIEEFRSE - UEFBHEBEHEHER -

ERENREELRBIES « 557 AMRANEZE (NAT) o 2/ NAT B - REFERIS S E AR
NAT {iisik ~ MIFEER IP EHEAAE ~ FIEEE LR PHRAZBTERE « siEEEEF o

gl
WA FAMAEHRRIEIR - T ERIFEZREH

version: 1

storageDriverName: ontap-nas
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

FERULTHAERS 1 BRERSVMAR ORI BE B SEATIR T M LAY - I A5 A EIBECIDRE
() 8 GIOBRELRR) WELRA - AFHLEE NetApp REWBERHHE 15 SYM BPIF
% Astra Trident ©

AT 2 fE B Lt g 5 BRLE T RERVEE A TN -

* autoExportPolicy 5% true ° &7 /nAstra Tridenti§ A ZE I FEHIRR] svm1 {85 2K B2 IR AT A MIBRR
BIIAYEEE autoExportCIDRs {HEEIE o FI40 « UUIDZA403b5326-8482-40dB/96d0-d83fb3f4daecFlyig
Iifi autoExportPolicy RAEA true EIHAHEHEREA trident-403b5326-8482-40db-96d0-
d83fb3f4adaec fESVM.LE ©

* autoExportCIDRs BF{EIEE o b AZERRB ~ 785%4 10.00.0.0/01 ~ T:/01 ° WRKE
& * Astra Trident& #iE T TEE N4 _EIXEIRVFRE 215l S0 E BB BLE Xk o

TEUEEEHI 192.168.0.0/24 FRMEIULZER o BEFRM ~ BRILAIIEEEERIKubernetesEiBhIPHGHTIE ZE Astra
TridentFREEILAVEE R B © EAstra TridentE SR I THVENEEET « SREENEIRLRYIPALL ~ WHRAPIREN(IE
RGBS LN autoExportCIDRs © EhgEIPZ % ~ Astra Trident& $1 ¥ FriR =B P i PER 17 FE R AR
BI ~ M EEFr AR B S E R R —EFRA o

AT L S HT autoExportPolicy M autoExportCIDRs I BiRElR o Al UABEE IR MIFRIRACIDR
B IHMINNFTRICIDR o MIFRCIDREFATSWEE « UBFRAZHENIRERELR o (St LUEEEH
autoExportPolicy FAREIR » AAREIEIFEREIIMELRR - EFERTE exportPolicy 88

1EAstra TridentiZII S BB IRZE ~ A LUEREERIE tridentctl EEM tridentbackend BFEE
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XB:

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
datalLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: extd

EENEIE EKubernetes#E Il Al Astra TridentiEHIZSsE 825 - FEFIRERHNELRA (FiREBEMAMME
FIEEMININLESEAN) autoExportCIDRs (f8lf) o

TEPRENELET « Astra TridentE 1R EFAA R LR IR « LUBEREIRIAITFEURA! o Astra Tridenti§ LLERZSIPIESEE R
ImAYEE R AR ASER « RIBn LRSS « FRIEEEPREIRAER A LLIP -

HNERIRBENRIRE « sAEREHEIR tridentetl update backend 1 E{RAstra TridentB &1 S IEEH R
Al o WNILEAS & E I B IR UUID sra B RE « MRS SR IE_ EAMIEEER « (FRMEIIAEL R o

@ fErEABEERELRINERE - REMRESBEIMNELRE - MREBMBILRLK - BIEHE
HAIR AR « WEBGEIMAIELREA o

UNRENEFENEERIIPAINE BB 5 ~ A EEFEENETEE_EAYAStra Trident Pod ° Astra TridentiZE @B EEIEN
BIEELER « LU IEIPEE o

HEHACE SMBHIR &

QETHINERE ~ KR rI UEARKECE SMB H4HEE ontap-nas FEEIFET ¢

7B SVM EREIRFEEE NFS # SMB/CIFS B E ~ A BEIRIL ontap-nas-economy M
(D RAEBEIE ONTAP 1 SMB Volume o EFRRE HE—BBMRE - B SVB HEER T
55 o

ez Al
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76

ZECE SMB HiFRE 2 AT ~ M EEHE THIIER -

Kubernetesz & EFLinuxiZHI23&0EE « MURE/D—EHITWindows Server 201989Windows T{E&f
Bk o Astra Trident(® 1B S EWindowsEEL_E#11THPod_FBISMBHEIER o

=/ DE—{EAstra Tridentt? « 6 Z{8AYActive DirectorysPi5 B Hl o WUEEMZR smbereds -

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

FREZWindowsARFEHISCSI Proxy o HE:R

Z=ZnX

T csi-proxy ™ A28 "GitHub : csi Proxy" 8 "GitHub : &
A WindowsHISCSI Proxy" A Windows_E#11THIKubernetesEiZh o

1

2. &
|

. B AZPEEE ONTAP ~ REJLUSIB 427 SMB 1/ ~ 52 Astra Trident AJ A A RE L —(@

@ Amazon FSX for ONTAP B SMB = o

IR

TRl LEBEMES RN —REZIISMBEIEHHERE "Microsoft BIRF 4" HEBRIRFF AR SIEE T E
FHONTAP CLI - ZE{FEFRONTAP CLIZEIZISMBitA :

a. MAKE « FEUHBHBEREERE -

. AL
°© vserver cifs share create op<

SHEHARUIEIEE-pathBERPISERRE - IRIEER
BRIEAREFTE ~ AlangRM -

b. #Z37BiEFESVMERIMNSMBE AR :

vserver cifs share create -vserver vserver name -share-name

share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. BRHARERL
vserver cifs share show -share-name share name

() #2m EusVBHEE" LEGREHEEL -

I B IRET ~ 1

0N

B TE F5IEE UIEESMB Volume © 1EEONTAP FRrARYFSXfor Sendbackend4EA
1 SR "FSXIZHONTAP R iE4HAEEE

AR
4EREETEANERA" o


https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
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https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
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https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
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https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html

2H s eyl

smbShare oI5 E FHEF—IF . {EF Microsoft BEIEF#E  smb-share
A3 ONTAP CLI 378 SMB H %78 ; 705F Astra
Trident 237 SMB HREM%E ; F2HEREZEZAU
BhLEH AR E 7FEY ©

B AEPERE ONTAP ~ IE2#AEREE o

Amazon FSX BE IR A FEZE ONTAP &in ~ B

RAIA/ZER o
nasType *IAEERTEA smb. MR Anull ~ BIFEEEZ nfs © smb
securityStyle HRENZ2HER © ntfs 3 mixed EF

M SMBHETRE
WERRTE 4 ntfs 3 mixed EASMBHRE o

unixPermissions HEEENER - SMBEIEE* N BEREAETEH > "

5IZANASAHAEEIE L& 5|ONTAP

BEAZUN{RI7E Astra Trident Z22EFIE T K {FFH ONTAP NAS ERENTET o ARENIRHIB IRARREEE
Bl R i E FEE StorageClasses BIEFAAE ) o

B ImAERRETE

28 Sk EEY

version KIES1

storageDrive {#FERIIENGIE TONTAP-NAS ] + [ ONTAP-
rName NAS - &7 | ~ [ ONTAP - NAS -

Flexgroup 1 ~ T ONTAP - SAN
1 ~ T ONTAP - SAN &%)

backendName HiJ%BHFHAERIR EEENTEN %8 + "_" + dataLIF
managementLI EREHSVMEIELIFMIPAIiE r10.0.0.117 ~ T[2001:1234:abcd:::
F fefo].

WRAILUEETREME %M (FQDN) o

UNRER IPv6 FEIZEZEE Astra Trident ~ BRI ARE S
fEEA IPv6 i3t o IPv6 {3t BUL S EINER ~ B0
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
] o

UNE 4% MetroCluster Z N EEM -~ HRE
MetroCluster &35 o
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W

2 2B Hin

dataLIF {E8015 ELIFAYIP{LE o FEEMIUERMLSVMITE (BFRIEE
) (FREZEER)
RFIEZ AL datalTF o YIRKIZMH - Astra
Trident& & SVMEEENE Kllifs o ] LUEEEAINFS
BIEIEEMTEMINETE (FQDN) - EEEEIRA
BEIJREDNS « UEEZEER LG BEE ST
187 o

AEIEREZREE - F2H o

UNERER IPv6 FEFEZR4E Astra Trident ~ BIEI AR ES
16/ IPv6 {irtlt o IPv6 (i ABESIEINES « B
[28e8:d9fb:a825:b7bf:69%9a8:d02f:9e7b:3555
] o

* MetroCluster 55 B& o * 552F] MetroCluster &l o
svm E(FE A ERZS MR IZSVMAISTE

managementLIF Bi5%E
* MetroCluster s5&Bg o * 552/ MetroCluster &iffl o

autoExportPo E{FE BENEHRRIEIL K EH[H MHE] © iz
licy

R autoExportPolicy M autoExportCIDRs &

I8 : Astra Tridentr] B EIRE L REA o

autoExportCI Efi#E Kubernetes §i25 IP #Y CIDR ;5 « USRI ['0.0.0/0" ~ "/0"
DRs autoExportPolicy BRI °

fEF autoExportPolicy M autoExportCIDRs ¥
15 : Astra Trident?] BN EIREHRE o

labels ERFHEERNEEISON-ERICIZEERE "
clientCertif FAPUH/REMBaseb44RiE(E o AN /REEERS "
icate

clientPrivat FIRIRIAEEIEAIBaseb44RmiEE o A /&R EERH "
eKey

trustedCACer §1§‘ECA?@"5§§E'\JBa3664§ﬁﬁ%ﬁ o %M o FARN/REERIER "
tificate sl

username  MAREHSE SVMBYERELTE o AIRENEE
password HISEERE/ SYVMMEES o ARsRsR BB

storagePrefi {ESVMHABECE ML ERFFIERMNAIER - 2 E®E " Trident”
x JEERT

limitAggrega WREEXRSHUIEESLE « BIELETERRE © " (FERARHIEIT)
teUsage
*AERA Amazon FSX for ONTAP Sfor Sfor *
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% 55 AA AR
limitvolumes MIRBXRWHEIFEXNSNILE « HIEREKERK - " FERTITEERT)

1ze
&R EEEMNqtreefLUN ~ U RAVEEER& K/ E
PR qtreesPerFlexvol EIER] B5]HEFlexVol {EXZ1E
& RYECEER B LR o

lunsPerFlexv &FlexVol ELUNBIRALUNEE  EEWETE[S0 100"
ol ~ 200]

debugTracerl SREEBHRREGANEEIEZ AWM~ {"api" : null
ags false * "method" . true}

sA7N1ER debugTraceFlags BRIEMIETESREHEAENL
EEFMAYECERAEED ©

nasType R ENFST SMBRAFREE L © nfs

BEIEHEFE nfs  smb B{null ° NFSHREBRITER(ER
Anull o

nfsMountOpti LAESEDPRAINFSHIEIEIEHEE - "
ons
KubernetesiFASHAHE & AUHM SR IEIE B & T 748
FIEE - (BUNREHTFIER P RfsEHE5EIE « B)Astra
Trident® 2 [E]{s8 FE (A 1E 1B IR AR AEAE FRIS R RV Bl s
IE o

SNRFEF LR REAE PRI EHEIETE - Astra
‘Il'éident#l%’rT\%?HE RARVFHB AR E £ 52 e (R AT e

gtreesPerFle #FlexVol [#iZHRAqtree® « WRITEEA[50 "200"
xvol ~ 300]

smbShare BB LIEE FHIEP—IE  {F/ Microsoft BIEF#S smb-share
gy, ONTAP CLI #1789 SMB £ H%%E ; /5F Astra
Trident #1317 SMB X% ; B2 HFEBEZE UM
IEH FARERRE & 7Y ©

HIAZEE ONTAP ~ IE2HAERER -

Amazon FSX REUISH A AEZ1E ONTAP &is « B
RE]AZER ©

USeREST {EFIONTAP Isrest APIBTRIAZREL - L TTEEE iz

useREST LU iFAE MV Ui « EE AN RIEIR
1B MIEARERFETIEAE - REAF true

« Astra Tridenti&fEEFAONTAP 32 LEAPI B8 IE1TIE
o EIHAETEEONTAP EREHARASHIRRZS © ItE
SFONTAP ~ FR{EFRBE A B BAZERESI1FE ontap
FERTER . E2TENEEN vsadmin M cluster-
admin A :

useREST A& 3EMetroCluster {EF1E o



RRERECE MR &N RIRERRER

IERT LA A P Vi LR TR AR I R AR B

#

spaceAllocat

Vi
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spaceReserve

snapshotPoli
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gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

tieringPolic
y

unixPermissi
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snapshotDir
exportPolicy

securityStyl
e

JRECE defaults 4HAEEER o YNSEEEH) « AR THI4AEAEEER) o
e iE
LUNBYZEE 2B "
TRMFREER , T#E) (FBf§) =¢ TVolume 1 (HH) "&"
E(FFARISnapshot/RE " g

BI5IKAAFT R IEERIQoSIRAEAE - B2 AT "
E& /BRI E P —{EqosPolicyaiadaptiveQosPolicy

ERAAPT IR IR EAVERE M QoSIRAIEHE - EiEE "
Ef#FE&/ZHIEF—{EqosPolicy
Z{adaptiveQosPolicy ©

AZONTAP-NAS-£E L IE o

REBGEREBRIMIEE T2 M0 YN snapshotPolicy

A | ~B[AAE T

BIIRZAES « EREEDEEA "R
TERRAPE & _ERRFANetApp Volume Encryption (NVE)  "{&"

; TR A false o WWAERSE LIRETRANVE ~ 7
FEfERAILEEIR -

WNRIEBIKEIANAE « BlAstra Trident? EZ & FY(E{aThE
IREE L EXFENAE ©

MEFMME ~ 5520 - "Astra TridentfI{E[EANVE
MINAEFSECEE"

DRERAAGER M) MEFRIRIZ) BRI ONTAP 9.5 2

AIRY SVM-DR #BRE

& AR "777" T NFS BERE& ; SMB B
ReAmTn (REA)

PEHRIEBY7FEY . snapshot B "fBR"

E(FANEHRA "FEE"

MR EINZ R NFSTRER 4 unix °

NFSZ1E mixed M unix Z2HI : SMB FE:&{E# ntfs ©

SMB F1E mixed Ml ntfs &% -

f&fcAstra TridentfEFAQoS/RAIB TR EONTAP fERERMARASHIARZS - BZERIFHARIQOSIR

®

AIEHE « WRFERRBHESENERESEMEMEE - £ZRIQoSRAIBHERAGIFIE TIFa®

HIAERRIEE LR o
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Volume = REC & &)
T RERTERERE

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'

AR ontap-nas #l ontap-nas-flexgroups Astra TridentIRTEFERFMNEIESE « BfRFlexvol
FHsnapshotReserve B LEFPVCIEMRER Y - BEFEHAEEREAPVCsEf » Astra Trident
Brlexvol FRAMNGELR « BIURENEIEZSTRENEER o bstE 0 RREREEKAEREIEPE
BREKRNATEAZM - BZEEARESNRFAERNZER c Fv21.07281 ~ BFERAEEREMArve (FlUs5ciB
)~ REBRFREEER 0K ~ IR BEERF2 . 5ciBNAI R AR - ERAAFEAEERNEEM@volumedl
*snapshotReserve {hltbEEH) o EATrident 21.075F ~ FHABERMNE TS AZER « MAstra Trident €& T
snapshotReserve FRME(EVolumeNE 3L ° EAFERAN ontap-nas-economy °© 552 5! EB5I LA
FRILETHRERVEIER R -

HEARMT :

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

¥t snapshotReserve = 50% ~ MPVcEX= 5GiB - ik E48 K/)\42/0.5 = 10GiB » JAK/\A5GIB ~ E2F
FAEEPVCERFPERM A/ o © volume show S FEBETIALUL TEHIRIER -
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Vserver Volume Aggregate tat '‘pe Size Available Used%
_pvc_89f1lcl56 3801 4ded4 9f9d _034d54c395f74
online Rw 18GB

pvc_eB372153_9ad9_474a_951a_088ael5elc@ba
online RW 1GB

2 entries were displayed.

EF#RAstra Tridentf ~ LRI LENIRARIHGIREE_ LIMGREARECEMIEE o BRTEAKZATEIEEE « &
FEZEREE H AR & R/ ~ LUBERERETE o f5I90 ~ $FRARY2GIiB PVC snapshotReserve=50 fajEE AR ELE
H1GIBRIRIE A o U0 ~ S E A/N\EEEA3GIB « rl:EERTEI7E6 GiBHiEE LA 3GIBIIRIE AZE
fE o

RIEAERSHE M)

THSEHBRTERERE « BABDSHFREERE - ERERRIFREENTTE

4

@ YR ITTENetApp ONTAP Z3ETridentfINetAppsz1& LA Amazon FSX ~ EZEGIEEIIfsEIDNS
£%8 ~ MIEIPALE o

ONTAP NAS & H34 a8 4l

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroup &l

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroCluster 5

TR URE R « BRATIMATIEIEFEEMBIRER "SYM EREER"

EEEEETIAMYIA - FAFEBSE SVM managementLIF W dataLIF # svm 2 o /40 :

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB Volume il

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
datalLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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B/ \WEIRAHRESH o clientCertificate © clientPrivateKey #l
‘trustedCACertificate (EM -~ MRFERESEMICA) BIEA backend. json M FIEIGHE P IRE&
%~ IR IE RS ECAREHNEECARIEE

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BEE L RAEEH

AEBHIREAUNAITERAstra Trident{E FAENREEE /R AR B ENE L KR BIRE LR - EHAVEEAAER
ontap-nas-economy #l ontap-nas-flexgroup FBEFE :

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4
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IPv6 i ik&E 15

I EHEER management LIF EAIPVEiIiLE o

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_ipvé6 svm
username: vsadmin

password: password

Amazon FSX for ONTAP £/ SMB Volume i

o smbShare {#/H SMB HFEEART ONTAP EE FSX 28

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
storagePrefix: myPrefix

EREENRIKEN

T TEHETHRREZRERELF « GHEFMBRFIRERENTERE I spaceReserve &
spaceAllocation g ~ A encryption th o BB RMEREREERERPERN o

Astra Trident 872 TER) BUPREERICERE o 5IHEEED FlexVol L5&7E ontap-nas Z¢FlexGroup &
1% ontap-nas-flexgroup ° Astra TridentE X B/RACER « RERE RN LM RBRENIIFFHRIEE -
ATHEER - FESESTUHESEERERNEREE « TRSEREIRESAE o

FELLEFF « BLERFEFNEBRITRER spaceReserve » spaceAllocation M ‘encryption B ~ MHE

85



EERNEERERE -

86



ONTAP NAS 54

version: 1
storageDriverName
managementLIF: 10
svm: svm nfs
username: admin

password: <passwo

nfsMountOptions:

defaults:
spaceReserve: n
encryption: 'fa

gosPolicy: stan
labels:
store: nas_stor
k8scluster: pro
region: us east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us east 1
defaults:
spaceReserve:
encryption: '
unixPermissio
adaptiveQosPo
- labels:
app: slack
cost: '75"
zone: us east 1
defaults:
spaceReserve:
encryption: '
unixPermissio
- labels:
department: 1
creditpoints:
zone: us_east 1
defaults:
spaceReserve:

encryption: '

: ontap—-nas
.0.0.1

rd>
nfsvers=4

one
lse'
dard

e
d-cluster-1

a

volume
true'
ns: '0755"

licy: adaptive-premium

b

none
true'
ns: '0755"

egal
'5000'"
b

none

true'

unixPermissions: '0755"

- labels:
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app: wordpress
cost: '50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0775'
labels:
app: mysqgldb
cost: '25'
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"



ONTAP NAS FlexGroup i

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000"'
zone: us_east 1b
defaults:

SpaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
zone: us_east 1d
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defaults:

spaceReserve: volume

encryption: 'false'

unixPermissions:

I GTTET



ONTAP NAS #7534 zx &1 451

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755'
- labels:

protection: bronze

creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755'
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
defaults:



spaceReserve: volume
encryption: 'false'
unixPermissions: '0775'

& IR ¥ FEE StorageClass

H2E T3 StorageClass E# [EHtEEEIRHZH] o (B parameters.selector HfIH ~ EE
StorageClass #3 &MU PILE EHREE n] N TIEMWEE - IEE A EEFMENERE RN EEZERER °

* o protection-gold StorageClass ¥ EEHFMFE—EMNE ZEEREE ontap-nas-flexgroup &
i | SR —IREERFRENE IR

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* o protection-not-gold StorageClass ¥ EEHHIE =M EMEEREE ontap-nas-flexgroup
®&in . SR —IRESHLIMRERRNEIRA

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysqldb StorageClass E¥REEPREEERER ontap-nas &l : EEM—% mysqldb &
B AR UR MR IARHER -

92



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* tprotection-silver-creditpoints-20k StorageClass E¥iFEEFRYE = (EEHERE ontap-nas-
flexgroup &if : S —IERHIEARRER 20000 ESHMBVE IR o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* ° creditpoints-5k StorageClass EHEZEPHE=EERER ontap-nas BIHNFIIE ZEERE
& ontap-nas-economy &% | M —#A 5000 EEHMHANEEFE -

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Astra Tridenti$ REZEIIMEERER - WHEFRTSRHEFEREX

B datalIF ¥R &
ERIAEVIRABRE R EEERILIF « FERHIT MG < ~ UEMERLIFRENRIRIsontgSE ©

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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@ YNREPVCSHINME—THZEPod ~ T ARIRIFT A ERIPod ~ ARG HEMEE) « FHNE
BILIFA &3 -

Amazon FSX for NetApp ONTAP E &

fEF Astra Tridenti&ficAmazon FSX for NetApp ONTAP f# R 5%

"Amazon FSX for NetApp ONTAP Ef" @Rt EAWSHRT « l:ER P EE R HITHR

FENetApp ONTAP Bl EERGFIIER R4 o FSX for ONTAP VMware R ;B {KE A

ZEHINetAppIHsE ~ MEEMEIEIRE ~ AR R D ZHEREFAWSERNE Z 14 ~ 8UEE ~ 22
MHFOETT M © FSX for ONTAP Sforsz#2ONTAP Isf{it 18R R INFEF EIEAPI ©

MR

BREAFKEAMazon FSXHNEEER ~ FHLIONTAP R ASEEN —ERE - TEESVMA ~ SR E I —{ED
ZEHIREE « ELERERHFERZRARTPIERZMERKINERIASE © B 7 Amazon FSX for NetApp ONTAP #Y
INAE ~ Data ONTAP B EEIG T ERR AR RIRM IR - MERAMRIEETES* NetApp ONTAP
Sing*

fE A Astra Tridenti&EZAmazon FSX for NetApp ONTAP {£fENetApphs - & A] LIFE{RTEAmazon Elastic
Kubernetes Service (EKS) H#ifTHIKubernetes#E « AESHACE B IRFFEZZ L ONTAP ZIEMIEHIEE o

=z

i

° SMB Volume :
° {FAZIESMBHREE ontap-nas fZMREEEHFZT o
° Astra Trident EKS HtN7cf4F 2% SMB Volume ©
° Astra Trident{£37 1B L4 7 Windows I 25 F#11THIPod_E FISMBEAEER o

* 1£ Astra Trident 24.02 Z g ~ Trident #AMIBRTE Amazon FSX #2ZF &4t L2 H E R BB (D RINERE
& o BETE Astra Trident 24.02 S EH#HR A B FERIRE ~ 5516E fsxFilesystemID > AWS
apiRegion > AWS apikey ' # AWS ‘secretKey £ AWS FSX for ONTAP B8 in4BREREZEH o

WMNRIEEFSTE Astra Trident BY IAM B ~ BIRJ U EBRISE apiRegion ~ apiKey ' H
() secretkey BEEMUSIMITEE Astra Trident o MITSEAEEN « AR "FOIZHEONTAP &
BRI o

AR ONTAP SEENETEFAEE R FSX
1B LAONTAP £ T5EEENFER « #Astra TridentEAmazon FSX for NetAppE & :

* ontap-san . ECEMEEPVESZEE 2Amazon FSX for NetApp ONTAP HJLUN o

* ontap-san-econony - BoEHEEPVESZLUN - &{EAmazon FSX for NetApp ONTAP BILUNE = A] 5%
E °

* ontap-nas : ECEMEEPVERRTEMAmazon FSX for NetApp ONTAP Sf2 Volume ©

* ontap-nas-econony . SEABERIPVEARRqtree  E1EAmazon FSX for NetApp ONTAP &M gtree B 7]
52 E HIECRERSI S o
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* ontap-nas-flexgroup : BoEMEEPVEZTEBIAmazon FSX for NetApp ONTAP FlexGroup Sf2
Volume °

NEERENTZNFAAE R « 552 R "NAS ERENFZ=(" # "SAN EEEhfE(" o
s
Astra TridentiR i mEERE1ET o
* BEE | Astra Trident&@fEFASVM L ZHERREE « EFSXIEERF LAISVMEITE ©

* R E L fEAILAEA fsxadmin ERRAHERE vsadmin BSVMRENFHRE ©

Astra Tridentfw 2 vsadmin SVMERE R AGHEEAGBZ FARELBNERE - BH
@ It NetApp ONTAP BJAmazon FSXEFEMU TINEE fsxadmin FHE RSEBRMETONTAP
LEINEE admin BREFRAE | @I ERFEH vsadmin {EAstra Trident o

TR BRI U TET R BEARE R A2 B8 - 78 - RECERRAVR/ERNTR" - BRBISEXR

B o ERYMMERFRIEEE X « B AR IRERRFRIRRAHE °
FRUAEEERHAEN « A2 RICHERENENEREERE ¢

* "ASNASEEZEONTAP"
* "STEESANEZEEONTAP"

EKS NEixS 75!

EixS 757152 Kubernetes Pod ML AWS IAM B EHI S D EEEE ~ MIETR AR AWS 5258 ~ ZR7FEL AWS

BR e
HETE AWS RERERS 2R « SO ARME

* {5/ EKS ZFER Kubernetes =5
* ZH#ER Astra Trident 5 cloudProvider 5% "AWS" #l cloudIdentity &€ AWS IAM B o
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TridentEE ¥

G EFA Trident EEH F&4E Astra Trident ~ 554R#8 tridentorchestrator cr.yaml MUERE
cloudProvider & "AWS" WEZAE cloudIdentity ZE AWS IAM B o

fan

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "AWS"
cloudIdentity: "'eks.amazonaws.com/role-arn:
arn:aws:iam::123456:role/astratrident-role'"

£fe
ERTIIRIREHERTE * BiRtERS * A * i IDENTITY * JERRI(E -
export CP="AWS"

export CI="'eks.amazonaws.com/role-arn:
arn:aws:iam::123456:role/astratrident-role'"

LU #5228 Astra Trident #1 Sets cloudProvider & AWS {EAIBIEEE scp MERIBIESHHRT

'cloudldentity’ $CT

helm install trident trident-operator-100.2402.0.tgz --set
cloudProvider=$CP --set cloudIdentity=S$CI

<code>tridentcti</code>
ERATYIRIBEHERE * BiRtER * 1 * i IDENTITY * [EZHE !

1\

export CP="AWS"
export CI="'eks.amazonaws.com/role-arn:
arn:aws:iam::123456:role/astratrident-role'"

TFEEFIZEE Astra Trident M5 E cloud-provider 12584 $CP # “cloud-identity & $CI :

tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident



WEHMAEN ~ 52
* "Amazon FSX for NetApp ONTAP RISz 3B SZ 4"

* "Amazon FSX for NetApp ONTAP BYZR& & ="

4 Amazon FSX for NetApp ONTAP IHAE

&AL Amazon FSX for NetApp ONTAP FYSZ B XX 4 R 4Bl Astra Trident®E & ~ LUFE (R
f£Amazon Elastic Kubernetes Service (EKS) H#{THIKubernetess&ESESIACE & IR
LLONTAP 85 X ERtEiF & Volume ©

LtES "Astra Tridentf9Z=R" ~ BEAFFSXfor ONTAP z1EEiAstra Trident®B & ~ IREE .

* IHEMAmMazon EKSE &S B EIEMKubernetesF&B £ kubectl BZ&EE o
s AICEE T (EENEL7ZENAIERA Amazon FSX for NetApp ONTAP HEZE A FHIFERILES (SYM) o
* BEFATFIITIERIES "NFSELISCSI" o

@ BB EAmazon LinuxflUbuntuFf ERVERELEH PR "Amazoni%a3i&" (AMis) ~ fHRIK
RIEKS AMIFEEYTRE o

* Astra Trident{& X 1B Z4EEWindowsEIELY_E#TTHIPod_EBISMBHEIEE o :5 2R % EACE SMBREAIEE LUEY
SEER o

E G SANHINASEEENT2TUONTAP
(D) WNRCERESMBHE - MAERE £ ERESVBIIE R BRI -

TER
1. EREAP—IEZFZ Astra Trident "SFZ 755" o

2. INESVMEIELIF DNS# 8 o 4N ~ FEAAWS CLIE#, DNSName A Endpoints — Management #{TF
FapeZiE !

aws fsx describe-storage-virtual-machines --region <file system region>

3. BIKRERMRE "NASEIRERE" 5 "SAN BimER:g" o

EEUERSSHILEMIBS ANMERS (FINREEE) - MUSSHABSMRERM « 2
(D) B rsxaanin A% « IERIERAMRRTEE « LUREEDNSHE aus fsx

describe-file-systems ©

4. ERITINEEMEIELIFAIDNS BB I BIRIER « LI FAIFAT ¢
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YAML

version: 1
storageDriverName: ontap-san
backendName: customBackendName

managementLIF: svm—XXXXXXXXXXXXXXXXX . £S5 —XXXXXXXXXXXXXXXXX . fsx.us—

east-2.aws.internal

svm: svm0O1l

clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz

JSON
{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "customBackendName",
"managementLIF": "svm-XXXXXXXXXXXXXXXXX.fs-
XXXXKXXKXKXKXXKXKXKXKXKXKXX . fsx.us-east-2.aws.internal",
"svm": "svmO1l",
"clientCertificate": "ZXROZXJIwYXB...ICMgJ3BhcGVyc2",
"clientPrivateKey": "vciwKIyAgZG...OcnksIGR1lc2NyaX",
"trustedCACertificate": "zcyBbaG...b3Igb3duIGNsYXNz"

}

HE ~ S oI LUERFETETE AWS Secret Manager 189 SVM 3258 ((FRERBAEN) REILBIFERE -

YR EEBIFTT



YAML

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-nas
spec:

version: 1

storageDriverName: ontap-nas

backendName: tbc-ontap-nas

svm: svm-name

aws:

fsxFilesystemID: fS—-XXXXXXXXXX
managementLIF:
credentials:

name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX

name"

type: awsarn

JSON
{
"apiVersion": "trident.netapp.io/v1",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
by
"spec": {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-xXxxxxxXXxxxX"

}I
"managementLIF": null,
"credentials": {
"name": "arn:aws:secretsmanager:us-west-
21 XXXXXXXX:secret:secret-name",

"type": "awsarn"

:secret:secret-
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WMNEEIUBIRVIERE - BB T)EL :
o "{EFONTAP NetApp NASERBITZ R % E B I"
o "FAHONTAP SANEEENTZ R R E B IH"
# (EF1 B SMBREFLE

BRI A E R RECESMBHAIEE ontap-nas SRENET © SERZ AT B & SANFINASEEENTZTLONTAP 5K T
B o

a2 Al
EIRERLCE SMB HE&E 2 Al ~ 558EH ontap-nas BBEER -~ KN BEHETHIEE o

* Kubernetesg= £ B fELinuxiZEHIZZE0EL ~ LUIRE/D—EBTTWindows Server 201989Windows T{E&f
2L o Astra Trident{£ X IB 245 E WindowsEiE:_E#ITAIPod_EAISMBRERER ©

* E/bE—{BAstra Tridentt%® « EF 65 EAIActive DirectorysBE B R} o IEEHE smbereds -

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

RTEZWindowsARFEHISCSI Proxy c HERTE csi-proxy > 382 "GitHub : csi Proxy" 5% "GitHub : #FH
P WindowsHISCSI Proxy" #A M Windows_E#1TAKubernetesffiZl o

1. IISMBEARE - ol EAMEA N2 —REZIISMBEIEHLHAE "Microsoft BIE F1E A" HZERIIER A
N EIRE T ERONTAP CLI o ZE{EFONTAP CLIZEIZISMBHEA :

a. MAKE « FEIHBHBEREERE -

° vserver cifs share create ﬁﬂ"’%@ﬁl\FﬁEﬁ,ﬂFaﬁﬁﬁ-pathﬁgq:?ﬁﬁmﬁg@ o NRIEER
BRISARIFE ~ Blep S FRM o

b. #i7 BIEFESVMIERAMSMBHEAE :

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. MERHAEBEEIT :
vserver cifs share show -share-name share name

(D) #2m EusVBHEE" LEGREHEEL -

2. BB (MAESRTE TYIEEUIEESMB Volume © I1ZEONTAP FRB BIFSXfor Sendbackend4B A 35E
IS5 ~ 3520 "FSXIZ2HONTAP & iE4B A= IE & A" o
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2H siLPH il

smbShare e L3EE R HF—IE . EH smb-share
Microsoft B2 F1E &S5, ONTAP
CLI 1IFy SMB HFH%E ~ 2
FEF Astra Trident #1317 SMB £/
B8 o

ONTAP &i%H) Amazon FSX &
IE2E o

nasType MBI TE Ay smb. YR ZANull ~ Bl smb
B A nfs ©
securityStyle R ENZ2ERI ntfs 3¢ mixed AR SMBHLRE
&
NESRTE S ntfs I mixed EF
FASMBHIE& °

unixPermissions R ENETD, - SMBRIEE "
BREATEH

FSXiEf{tONTAP X iEAR R IR S5

EABEfRZAMazon FSX for ONTAP Sfor Sf o ZNERIR (1B IF4AREEE ) o

28 )z i3
version KIEA
storageDriverName HIFERENTE N T8 ontap-nas > ontap-nas-

economy * ontap-nas-
flexgroup * ontap-san®
ontap-san-economy

backendName BT LB #ER R EEENiEx\ %8+ [_1 + dataLIF
managementLIF HESVMBIELIFAIP Lkt r10.0.0.11 ~ Tl[2001:1234:abcd:::
fefo]l

eI L tsE e BB (FQDN
) o

WNER{EA IPv6 FEIZZREE Astra
Trident ~ BRI AR EAER IPV6
izt o IPVefiIitAZBIU S FEINRE
# - liN[28e8 : d9fb : a825 : b7bf
: 69a8 : d02f : 9e7b : 3555] °
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st

datalLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

username
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=R EH
EERELIFAIIP{ILE

TEFANASEEETER | BRE
EdataLIF ONTAP o 1R *Kig

£ ~ Astra Trident&#ESVMHAEERE
Eifs o A LUIEEERIRNFSHE]
EENTREMEEZTE (FQDN) %
SR RIRAECE EIRDNS ~ LUEE
ZEERE M EER ST

87 o AITEAIIAREZ BEE o 52
B o

(SANEEENTE : AWIEER
RiSCSI) ONTAP ° Astra Tridentfs
FIONTAP [MEEBMLUNME ] KIE
REV L ERETEREERFRERISCI
lifs o YR AFFEE FdatalIF ~ TR E

R o

WNRFEA IPv6 FEIZZEE Astra
Trident ~ BRI AR EAER IPv6
{iit o IPvefiI it B FEINERTE
2 - iN[28e8 : d9fb : a825 : b7bf
: 69a8 : d02f : 9e7b : 3555] °

YR B EELRRBZRIL KRB
f&] e

R autoExportPolicy M
autoExportCIDRs %18 . Astra
Tridentr] BENEIRELRA]

Efi%E Kubernetes E1%4 IP BY CIDR
AE ~ DUERR
autoExportPolicy BRI °

fEF3 autoExportPolicy
autoExportCIDRs %18 : Astra
Tridente] BBV EIREH/RAY ©

ERFIHR&AERISON-BIE
REE

B Rin/&EBaseb44RIEE - AR
Y S Gl Ri ) o)
ABEIHAZ S iRHIBaseb44RIE(E ©
B /RERERE
SSECAREHIBaseb44RIE(E - 5
B o BR/RERIERES o

BT EENSVMIERE RS -
AR ERsE R EREE o 190 ~ vsadmin ©

g

false
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W

#

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

siLPH eyl
BIREREHSVMIIEHS o AR

SERUERE o

EFERNEEERE RS EESVMEBIRLIFBESTAE
ESVMA B ERFRERMN  trident

AIERS o

EAERUREN - SEEMILS
¥ CEBEIIRNRIR o

* ZHINFSE Amazon FSX for NetApp B °
ONTAP o *

BB fsxadmin M vsadmin 35
e EHEEAggregate R EFTER
FEPR ~ M fEFIAstra Trident/ABR
1 o

MREBXRVHEFEANSRIEE Y T (ERTEH®NT)
AIERECERM °

T ZRHIHEIEIqgtreeFLUN ~ I
B B9REERE K/ PR
gtreesPerFlexvol #IEAHE]
I;EEFIexVoI EZiRE ARG R

SFlexVol fEILUNBYER ALUNEZ « 100
EEWZEA[50 ~ 200] ©

{£BR SAN ©

SRHHHEREFERANEEEZ &8 null
Bl {"API" 1R~ THEL :true
}

sA7NMEMA debugTraceFlags FRIE
IR IETERR S BEAR TR B e ARV o &%
EEN o

LUIESE D PRAINF SHIEIEIEE B8 o

Kubernetesi¥4&h4 ik & Ay & 35818
EEEEREERPISE - BNR
AR PRIEE B EHIETS
Bl)Astra Trident® £ [olfF B {#17& Ix
ABRERE RIS E BB IR o

W REFER S AERERE PRI TR
EHIEIE « Astra Tridentig A2 7E48RE
RIS EHIR & a8 E (b asE

T8 o

—
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2 =RER #0431
nasType R ENFST{SMBRAFREE L © nfs

FEIBFIFE nfs ~ smb Bnull °

*ABEGTEAY  smb FHHYSMB
Volume ° *s8EAnull ~ B ANFS

Volume °
gtreesPerFlexvol FFlexVol {EiZHERKqtreeB ~ &7 200
TESEE P[50 ~ 300]
smbShare e UEE FHER—IE | A smb-share

Microsoft BIEF# &5 ONTAP CLI
BEIIAY SMB % - 2 A
Astra Trident 37 SMB HHH%

7@ o
ONTAP #&i%HY Amazon FSX EE
[li= g
useREST {EFAONTAP Isrest APIBYfMAZ false
B o FTTEE

useREST LU iTFEE "I 1
f# ~ BEARNAEIRE « MIEAR
EXEETEESH - REAR
true * Astra Tridenti&{EFEONTAP
B IFAPIEA B I TEA o

LEINEEE EONTAP fEF E#ThRZASHY
BRZs o tEYNONTAP ~ FR{EARBIZE A
AENEFESEFERN ontap FEARRER
I ERTALEEM vsadmin
cluster-admin B :

aws fZa] LA7E AWS FSX for ONTAP B9
ARREIEHISE THIER -
- fsxFilesystemID : {5 AWS
FSXHEZRMAIID o
- apiRegion : AWSAPI &g "
& o LR
- apikey . AWS AP| £4& o mn
- secretKey . AWS %88 o

credentials ISEE#TFZ1E AWS Secret
Manager Y FSX SVM 335 o
- name . #Z8 Amazon BE%TE

(ARN) ~HAEE SVM B2

55 o
- type . &4 awsarn ©
FHBR "EIL AWS Secrets
Manager ZHE" UESEZEH o
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BE3# datalIF ¥J4R4EREZ %

CRAILITEVIERR R E T ERILIF « 5ABIT Tolan< ~ UEMBERLIFR TR iRJsonfgsE

tridentctl update backend <backend-name> -f <path-to-backend-json-file-

with-updated-dataLIF>

@ YNREPVCSHINME—HZEPod ~ T ARIFIFT A I ERIPod « ARG HEMEE) « FHNE

EILIFA &34 -

AREREICEHIRE Y RIRERREIR

AT UfE AR R BV 45 L R TR AR I TR AR B

W

#

spaceAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

IRECE defaults AHREEEL o YNIFREH  H2R THIAERBEHA -
sREA TER

LUNBYZ=ERI 2B true

ERGEBEN ; TR (BE) none

g% Volumes (52%8)

E{FEAAYSnapshot/FAI none
BIRIAAFTEI I ERQoSHEA] 1)

B - EESEAREEERBIRN
Hrh—{EqosPolicy
Z{adaptiveQosPolicy ©

BBcAstra TridentfEFEQoSREIE$4H
EZEONTAP FRHEHARASHIRRZS ©

HFIERERIFLARIQoSRAIES
B~ WHEFRRRBESENERE
SEMEMEE - HERIQoSRAIBE
B RHIFFE TIEaHRERIESE
LR~

ER IR I E AR

M QoS/RAIEHE - EIEGERTESE
&5 BRI E R —1EqosPolicy
Z{adaptiveQosPolicy ©
FZONTAP-NAS-LE 5 18 o

REMIRIR 0 BNHEREBDELE

BIERE ~ REREEDEAELR

R snapshotPolicy s& none *
else ]

false
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#

encryption

luksEncryption

tieringPolicy

unixPermissions

securityStyle

HEREEEH]
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TEFHERR & _EERANetApp Volume
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false o WZETEHRE HIRHETRL
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{£BR SAN ©
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R EREL -

MR ZESMBHIRE ~ s5REZER ©
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false
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https://docs.netapp.com/zh-tw/trident-2402/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)

SMB iR &RV TFLE Rl 4HRE

ﬁﬁﬁanasType‘ node-stage-secret- name " #M “node- stage-secret- namespace‘,uEULi#z

ESMB@QE%@ ~ MR PR EERYACtive DirectorysBs8 B it o AT IRSMBHAIEE ontap-nas ZREESITE
I (o]

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: nas-smb-sc

provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

BEMZEEIETER A AWS FSX for ONTAP 4BAE

apivVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
managementLIF:
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name"
type: awsarn

7T EKS #£ 5 F Astra Trident EKS KiIkRZs 23.10

Astra Trident f§15 7 7£ Kubernetes #1T NetApp ONTAP {#/ZEIEH Amazon FSX - :ER
BAEBNMEIESRHEINEAREIE - Astra Trident EKS it B S &MNZa %
BRIl ~ HBEREIERET - WA AWS BgiE ~ nJkd Amazon EKS $&BfER o EKS M
AT RIS 4ERE(R Amazon EKS %%été?ﬁa S MRV RS~ BREREHMIINTTHRIERN
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TiEE -

SR &M
1E5%7E AWS EKS B9 Astra Trident FiifNscfz Al ~ sBREECEEF TYIER

* BEEKNNETRIAY Amazon EKS #HEIRS
© AWS ¥ AWS TIREVHERR :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI $88Y : Amazon Linux2 (AL2 x86 64 ) &{ Amazon Linux 2ARM (AL2_ARM_64)
* EREEEER! ¢ AMD Z{ ARM
* IFER Amazon FSX for NetApp ONTAP 1EZE R4

S ER

1. 7F£{8H9 EKS Kubernetes 5% F ~ BIEB=E * fiiNcH * R I1EE -

EKS 3 Clusters D netapp-test

nEtapp-tESt | (4] | Delete cluster
{© End of support for Kubernetes version 1.26 s June 2024, f you don't update your cluszer ta a later version before that date, it will automatically enter extended support. After the extended support Update now J
preview ends, clusters on versions in extended suppart will bo sbjrct to additional fees. Loam more [2 : =

¥ Cluster info 100

Status Kubermetes version infe Suppart type Prarvider
@ Active 1.26 (@ Standard suppart until June 2024 EKS
Overview Resources Compute Networking Add-ons Authentication Observability Update history Tags

Add-ons (3) i

| Q. Find odd-on

| | Aowy category W Aavy status b4 1

2. Hif¥ * AWS Marketplace Mifnyocff * M35EHE storage £87! o
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AWS Marketplace add-ons (1) c |

Disarvay, sisbacriter b g corfigure EK% aod-om to enhance yoee CXF chatm

| O Fandd odfeon |

Filtbiring ofxsons

ILWJPI'_:EWW'“MIPTMM': Clear filters |

MMetApp  AstraTrident by Netapp =
Sixtrm Traden streamlices Sovaenn Fia for Meeipp ONTAP viorage mamsyemern « Kuberneses 10 it
your Seeepl opors ane ademi abors Focin on i daployment, P for ONTAF fesibad iy,

wpalatd ity and rtegraton apaAtiey ke 1 1B desl chpes for srgamigatoen serkmyg o
arnEneristd arage ok e, Mvocudt dells E

Category Lsted by Copported warisdid  Prlong starthng ot
Morage HutApy, v B 127, 1,26, 125, Wiew pricing
124,123 drtaiy [#

—

3. K E| *> NetApp * By MEZ1 ~ AR EEEY Astra Trident M ToAFAVAZE S 18 ©
4. EIEFRRARASIMIINTTH ©

Astra Trident by NetApp

Listed by Category Status
MkstApy storage ) Ready to install
You're subscribed to this software View subscription J w
Yau an view the terms and pricing details for this proguct or choose
another offer if one is available.
Version
Srbect e wnbiaitin For thih sdd-on
v23.10.0-clatwai el 1 v |
Select LAM rofe
St r LAM pode B Lsed Wt iTi Sdc-oen. Torcreatn 5 mcw Fold, Tollow (R0 imbructions im the Ammaoon ES L Gukoe E
Mot set & | G |
(8] Flfl:'rrdﬂ
Mot set

W

cance [ oveves | [

. Thi adic-gn will use The 1AM rofe of the nods wher It s

o. HEHY IAM B BEIRDUEERME A o
6. RREREETERRE - AREW* T—H* o
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Review and add

Step 1: Select add-ons | e |

Selected add-ons

Gl Find odd-ar 1

Add-on naeme Y Type v Skafiun
metapp trident-operator oo @) Ready to imzald
Step Z: Configure selected add-ons settings | Edit |

Selected add-ons version

Fedel-gen NI gt 1AM il

et —p ator I3 10.0-whabsailed. 1 Inhptt dreem pode

7. #E¥E* Create (i) o
8. FESRMIINTTHFRIAREE S Active ©

[EER

£/ CLI &4 | fRF5Z245E Astra Trident EKS il

{$F8 CLI 24 Astra Trident EKS N4 :

T 5 e S & B LEE Astra Trident EKS MIINTTH -

eksctl create addon --cluster K8s-arm --name netapp trident-operator --version
v23.10.0-eksbuild.

eksctl create addon --cluster K8s-arm --name netapp trident-operator --version

v23.10.0-eksbuild.l ({ERZEBIRZ)

{EF CLI f#f3%edE Astra Trident EKS Mi0ITH -
T5eh S GRS Z4E Astra Trident EKS Moty :

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

{EHBkubecliEi &

BIRTEE 7 Astra TridentflEF R A 2 IBIRAR o ©58FAstra TridentU B2 EF R FKE
& ~ UKz Astra Tridentf A HF R RECEMIRE o Z8EAstra TridentZ & ~ T—3 28
i/{8if © © TridentBackendConfig BE]E/EEE (CRD) FELEEHES
iBKubernetess T EE I K EIETrident® i o AT LUERAITILIEE kubectl HIEE
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P KubernetesZE kR 4A<AICLIT A o

TridentBackendConfig

TridentBackendConfig (tbc * tbconfig ™ tbackendconfig) &Rl ~ A% IVCRD ~ Al ERE
12 Astra Tridentf&if; kubectl ° KubernetesEf#EFE IR SIRE U EIEFEBKubernetes CLIEIL KX ERE &R
MEEFEAEBENHLH A AAREN (tridentetl) o

#217FF TridentBackendConfig ¥4 ©

* Astra Trident 2 IRIFISIRIERVABRE BB B IR - EEEANZPEETRA TridentBackend (tbe ©
tridentbackend) CR.

* o TridentBackendConfig Mi—#FE %] TridentBackend E&HAstra TridentPf#2iL ©

18 TridentBackendConfiqg {FAMEE—H—¥FE TridentBackend ° BI& iR FERAERTRERTE
IHINE ~ BB ETridentKREBRBIEYHNS ©

(D TridentBackend CRSHAstra TridentBEE L o *FEZEHEELIEE - IREEELHZ IR
EITE ~ BIERABITIEENE TridentBackendConfig Y5 :

HE2R Ty FIUBEERMT TridentBackendConfig CR !

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

T RAIUEBR RIS "TridentZ 270" FRERF T Q/MRFBEHIHERREER

° spec FARIHIFERHERSHY o EULEFH P « BIFEEMA ontap-san HFRENEI « WAEALLETHAVAERE
B - MEAMBEFAEFRIIEANERERESE 527 "HERHENRIRHEREH"

o spec BB EIE credentials Ml deletionPolicy WHMUAFIIEAY TridentBackendConfig CR:

* credentials : ItBHANER - 82 AREEEERR/IRIFHEEER  ILREAFREEL
BIKubernetes Secret © 5958 B RHEA LA FAETVEE ~ BEtb g EE R ©

* deletionPolicy - IR R E&RTE NI IBER TREEENER TridentBackendConfig EMIER o BIAERE
Em@ErERNEZ—


https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples

° delete . EEENMEBHEMIPR TridentBackendConfig MIERARIR - ERETERIE o

° retain . & TridentBackendConfig fHIBRCRE ~ BIGERMERET » W EBETEIER
tridentctl o EMPRERIZRES retain AIRFEREMRRERERE (21.04271) ~ LREEILINE
U o IEBNIAERITE 2B B H TridentBackendConfig BIEIL ©

BiIRATBEFEARE spec.backendName o MIRFKISE ~ B ERBIRHERAHELTE
(D TridentBackendConfig ¥ff (metadata.name) o E:H{FFERMERERIRATE

spec.backendName °

DUEITYEUR tridentctl ;R BRBEAY TridentBackendConfig ¥4 | A LUEIZFERRE
BB IR kubectl 3] TridentBackendConfig CRUAEEIEFSEAERIRVAHRES 8L (a0

spec.backendName » spec.storagePrefix® spec.storageDriverName‘%

) °Astra Trident@ BENELLIEILMN TridentBackendConfigﬁﬂaﬁflﬁﬁﬁﬁmﬁﬁﬁuﬁ°

i%%nvuﬁ.
EEFERARIIMINER xubectl ~ TEZHIT TSR .

1. E1I "KubernetestéZ3" o L2615 Astra TridentE {17 5 &£/ IRFS BT RAEIEEER o
2. ¥17 TridentBackendConfig ¥t | EhE S ERBFESE/ARIEVGEMEN - TBE F—F BT

(2l
2N
PPZ )

Birgimz % ~ ] UERBREEE kubectl get tbc <tbc-name> -n <trident-namespace> MEUR
EHMEFAER o

B4 . EiIKubernetest4®

BB SR InTFIERINE - ERSERFIRE T aFrBaRITIsE - AT :

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password

TREERPASERFT KBRS IHR

HETFAEERAERA M= AIERA
Azure NetApp Files ClientID FE A2 EEMBY A AimID
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https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/

(G IER =y 2o (Ve

A GCP Cloud Volumes
Service

A GCP Cloud Volumes
Service

7t& (NetApp HCI / SolidFire)

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

Privates:$&ID

Private %

EREHE

=%

R RIRERER

chapfEf &4

chaplnitiatori&z2

chapTargetUsername

chapTargetlnitiatort =

1RAIEREA

FAZREEHID - GCPARFEIREAPIE
mr—af4o - EACVSEIEEAR

FAZ S8 | GCPERFSIREAPIS RN
—&9 - EBCVSEEEAR®

MVIP ~ fEA R SolidFire ¥R FETHFE
AT AR S IEENESE

EARERE/ SVMINERE ST - A
MEREE B AR SR

EBRERE/ SVMBERS o AR
RiBRsE

ABEIHTAZ S iRHIBaseb44RIE(E ©
B /EE A ERE

BAERERTE -1
BRuseCHAP=trueBJEE - BAM
ontap-san A ontap-san-
economy

CHAPRRENSZZEHE o 1
FRuseCHAP=trueR|EE - AN
ontap-san # ontap-san-
economy

BRfERERTE - 1
RuseCHAP=truefI|IZEE - AN
ontap-san # ontap-san-
economy

CHAPB1ZENEh2s142 o 4l
RuseCHAP=trueBI|ZFEE - AN
ontap-san # ontap-san-
economy

T BRPEINEEZEERRE spec.credentials B TridentBackendConfig T—FEIUNY

o

$B¥2 . 1L TridentBackendConfig CR

RIRIE B EMHBIFEIL TridentBackendConfig CR.IELLEEH|F ~ EAARVEUR ontap-san SREIEN S FERE
I7BY TridentBackendConfig ¥ a0 AR ¢
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kubectl -n trident create -f backend-tbc-ontap-san.yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

HER3 | HESPEYAREE TridentBackendConfig CR

IRERBLLIEIT TridentBackendConfig EATLIEREEAREE o 5SA2 R TFIEH -

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

BRI BRI E4EE TridentBackendConfig CR.
FEEL AT AR A A E AP —(E(E -

* Bound . TridentBackendConfig CREZEInAERTH;: - BBIGE R configRef HEA
TridentBackendConfig CR B9 uid °

* Unbound : FRnf#H "" o o TridentBackendConfig ¥ RBEER IR c FTAMMELDN
TridentBackendConfig CRSTEREEIILPEER o FEEREE 2 & ~ iEEABMEAUnbound (REIE) o

* Deleting . TridentBackendConfig CR BY deletionPolicy BEREAME o &
TridentBackendConfig AR EZMFRCR ~ WidEiRA TR ARES o

° MR B E AR EFEFEHEESS (PVCS) -~ #AMBk TridentBackendConfig fEEAstra Trident
fHFR1& %Kz TridentBackendConfig CR.

°c MNRERIHFLEE—EHZEPVCS - BIZEAMPRILEE © o TridentBackendConfig #%E - CRTE#E
ATHBRFEES © B imA] TridentBackendConfig {EEMIBRFABEPVCSZ A EMIER ©

=

* Lost . BARFE#EYRIR TridentBackendConfig BIMHEEMIPER TridentBackendConfig CRIIBE
MIPRBIGHIBREER] o o TridentBackendConfig HEiRERMESE ~ HAIMIBRCR deletionPolicy

114



(I

* Unknown : Astra Trident#;% ¥ Ef AR RAEH AV B IRARAS NTFTE TridentBackendConfig CR.AGIYA ~ 1
BAPHAR2SZECIFESE tridentbackends.trident.netapp.io CRDi&ELk c ERIAEEENA o

FEILRSER « FRINERST#60% | 1B STBIRRETTLIBSNRIR « i "B HAR ML o
GER) S84 RSB HEER

CRILAIT 5 8n < REVS A R IRV EER -

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8efb6-
bab2699e6ab8 Bound Success ontap-san delete

ItESh ~ & B] AEIERYYAML/JsonfBEl TridentBackendConfig ©

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: "2021-04-21T20:45:112Z"
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B8 backendName #l backendUUID Z[CIFEFREILAYE IR TridentBackendConfig CR. ©
lastOperationStatus MR ERIEZEIRE TridentBackendConfig AIHERAEMEAICR (HIL0 -
FREEHPEET AR spec) FHHAstra Tridentf§3 (FI40 - £ Astra TridentEFEIEIHARK) © BISER TANTAL
gy kB © phase R/ ZEIRAFZRIAREE TridentBackendConfig MR o £ LEEFIF - phase BEEHS
EMME ~ EFRT TridentBackendConfig CRELEIRIERAN o

BRI LAFIT kubectl -n trident describe tbc <tbc-cr-name> ep T UENSEECERMEFAAER] o

@ CEEE MR E SRR B IR TrldentBackendConflg MR tridentctl o BEf#
UHRAMIPER tridentctl Ml TridentBackendConfig ™~ "sE2RILER" ©

EiREiIR
LKECBECVL#{T&im 18

ARV ERFITRIREIRIESE kubectl ©
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LlERES

fHIf% TridentBackendConfig » &RI LIS RAstra Tridentfilf#/{REB#&im (IR¥F deletionPolicy) © &2
FR1& iR - 5EFEE deletionPolicy iREZMIFR o EMIPR TridentBackendConfig  sATRAFESR
deletionPolicy SREARE o WML ATEFRBIRIIERE « L nJFERETEE tridentctl ©

HITTAE< -

kubectl delete tbc <tbc-name> -n trident

Astra Tridentili A& RIFR{ER S AIKubernetes Secrets TridentBackendConfig © Kubernetes{EFE & &R
B2 o MIBREZREAZEIWD c AEERIRARFEREZR « 7 ERPRSLEEE o

BRRANERE
HITTAES -

kubectl get tbc -n trident

AT LAEIIT tridentctl get backend -n trident 3¢ tridentctl get backend -o yaml -n
trident MEUSFIARIRABE - IWEEH SRS EARIMNRIG tridentctl ©

EHR
ERIRFIEAZSERA !

* RBIERAREERNCEE - EEFHNEER  sAERPRIKubernetes Secret
TridentBackendConfig ¥4 BEH o Astra Trident® BEILUR MR E BRI EHBIE - T T
S U E#HKubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

* BEONTAP B2 (FINERMISVMETE) o
o f&A]LAEH TridentBackendConfig A T3M<TEIZER Kubernetes BIITHI4 :

kubectl apply -f <updated-backend-file.yaml>

o IE ~ BT LU FIRAR TridentBackendConfig EATF3I&H<SH CR

kubectl edit tbc <tbc-name> -n trident
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* MRBIHREMEN ~ BiRNBEEEFERBEMBVAER o oI LURRECE: « FEARMITHRHA
ETREA kubectl get tbc <tbc-name> -o yaml -n trident ¥ kubectl
(:) describe tbc <tbc-name> -n trident?®°

* HRIIEIEAERGAERVREIREZ 18 ~ IR E#1Tupdateds < o

{EBtridentctl TR IFEIE

BRI E A NITRIREIR(FSR tridentctl o

Bi%im

Bz % "EinERE" TSRS !
tridentctl create backend -f <backend-file> -n trident
MRBIREIIRW « KRB IHERERERE o ERIUFIT TG < RIERCER ~ UFEREA
tridentctl logs -n trident

A MAEEAAREAERRNEZ R « MRBAITEE create 855 ©

bR IR
EHEAstra Tridentftl|PR1& iR ~ 5T FEUPER :

1. FEENB IR TS -
tridentctl get backend -n trident
2. ipRELS

tridentctl delete backend <backend-name> -n trident

g0RAstra TridentBILEE 1R infc BEHAEREFIRIR « B2 RIRHEFE « RIMIBREIR S ERATHIR
@ & AR EEITERICE - Rini @R TR ARRE ~ MTridentiGHE /8 EIRE LEHEREM R
R~ EEefIEmERS L

WARRA MR
EEERTridentX BRI « HHIT NP

* FERSHRE  FRT ST
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tridentctl get backend -n trident

* AREUSFIAHAER  SFRIT TS !

tridentctl get backend -o json -n trident

BRI
BRI RImERE 2 & ~ BRIT Y@

tridentctl update backend <backend-name> -f <backend-file> -n trident

MRBIREHRE - RTRRIDERAME - NELER T EMBVER o LRI LBIT Mo an < RARECE « LIFUER
JRE

tridentctl logs -n trident

spl MAZIEAAREAEZERIRTEZ & ~ (MR BHITENA] update 85 % ©
A E AR IR HEF LR

TR L A Json[al ZRREEAREA tridentetl BIEYIHFNEWL - EEEA jq 2REN  BFERE -

tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

EHEARFEREINZIE TridentBackendConfig ©

ERinERER 3R

BEfZAstra TridentEZ B & IRIIARE5E o

EIRBIRAVEE

BEZ#E “TridentBackendConfig' BIE B IR AMERITNRIHEIESZ - EEIRE THIRE :

* AILAERRIIBIR tridentct]l LUETTEIE TridentBackendConfig ?

. 17f8f TridentBackendConfig EITEIE tridentctl 7
AILUEREILE ERETER ?

EIE tridentctl &R TridentBackendConfig

AEGRAEIEEREL 2B IMAEMNL R tridentctl BBEI ~ HiZFFEBKubernetes/ T HE
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TridentBackendConfig ¥{% :
ERERR T2 -

* REMBEEE RIS TridentBackendConfig RAEMEERAEIM tridentctl ©

s FRZEINMEI tridentctl ~ MEM TridentBackendConfig ¥HFTE ©
EEMBERT  BIR(HGEEFT  Astra TridentBHZIRE GREEE - RAREIEEAMEEIE,— !

* HElE(FF tridentctl BIEFEHTBEIINREIRE °

s ERREINELER IR tridentcetl FIIIAE TridentBackendConfig ¥4 @ WE—3K ~ BimFi EERE
I2 xubectl MJIF tridentctl ©

EEFERAEETESLFEENRIG kubectl » f8EEFEI TridentBackendConfig EBAEEIRBRIR o U TEUMA

EERVABE !

1. #iTKubernetest%® o L% 61 & Astra TridentEM(#TF &/ IRFSENFIENREER -
2. 37 TridentBackendConfig ¥ | HH B I ARREFTERE/RFBIFMEEN « LBE F— PRI
& o WEREIRISTEERIRVARRE 28 (U0 spec.backendName v spec.storagePrefix
spec. storageDrlverName %) o ‘spec.backendName EFRELIRERIRAIELTE o
S ERO : A E IR
M#2IL TridentBackendConfig BEELEERANRIR « G ARG RIRAER  EULLEAIP ~ BRREAT
FllJsonERE I &l

tridentctl get backend ontap-nas-backend -n trident

o o
e it it e PPt t—————— o ———— +

| NAME | STORAGE DRIVER | UuID

| STATE | VOLUMES |

e o
o fom—————— Fom +

| ontap-nas-backend | ontap-nas | 52f2ebl0-edc6-4160-99fc-
96b3bebab5d7 | online | 25 |

e et e e Fom e

et b et e t——————— o — +

cat ontap-nas-backend. json

"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",
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"username": "cluster-admin",

"password": "admin-password",

"defaults": {

"spaceReserve": "none",
"encryption": "false"
}I
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [

{
"labels":{"app":"msoffice", "cost":"100"},
"zone":"us east la",
"defaults": {

"spaceReserve": "volume",
"encryption": "true",
"unixPermissions": "0755"

"labels":{"app":"mysgldb", "cost":"25"},
"zone":"us east 1d",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"

$ 821 . EiZKubernetesi%®

BB SR In:02ME ~ N FEFIFR -
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cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident

secret/backend-tbc-ontap-san-secret created

882 | 1L TridentBackendConfig CR

T—4% &I TridentBackendConfig EEHE

)

7EIEZEHIF TridentBackendConfig ¥ RFAMR -

o FEMRTTE THIEK :

* HERER T HEEIERIFEATE spec.backendName ©

EETASLTEIERICR ontap-nas-backend (WNZAEHIFTR

nea

 EREREN (BR) Y BEEFRRBBRIHERNIERF
* FEE R 2iEBKubernetes Secretig it ~ MIELAISCFIR (@M o
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

HER3 | FESPEVIKRE TridentBackendConfig CR

Z1& TridentBackendConfig BAIEI - HFEERWZERE Bound ° EERMEIRERIGHERNERIRSTE
FUUID °
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

BIRIREBFEATEEIE tbe-ontap-nas-backend TridentBackendConfig ¥4 :

&2 TridentBackendConfig BIR{FMH tridentctl

‘tridentctl® ARSI ERAEIINEIR

"TridentBackendConfig’ ° 5 ~ RAEEIES T LUEIESE AR 2 BRI RN
‘tridentctl’ PR ‘TridentBackendConfig' WiHE{R spec.deletionPolicy’ &%
‘“retain °

SERO : R BE

B ~ R 78IRS EREILR TridentBackendConfig !
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

ReEat PRI B S —R TridentBackendConfig BRI BAEE Bin [ BIRBIRAI UUID]

B | HESY deletionPolicy 884% retain

RHMIRBEBHEE deletionPolicy c BRERES retain o BAIRRELER

TridentBackendConfig MIFRCRE ~ BiRERM TR ~ WAIFEBEITEIE tridentctl ©

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

() moEmit - FRBMEET— deletionpolicy 8% retain o
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B2 . fMIff TridentBackendConfig CR

RE—ETEREMPR TridentBackendConfig CRHERZE deletionPolicy 54 retain ~ A LUAEAE
B

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fosessssssssssas==== R e
e e et fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e e T
R R fomsmm==== +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

fosesssssssasmas==== fosssssmss==sms=a
fessssssssssssesessosssssasssssssasaaaa femmmm=== fommmmm=a= 4

fIB&EF TridentBackendConfig ¥4 : Astra TridentR 2T « MA S BEMRBIHERS o

B M E R HFAER
R I {417 48R

R E Kubernetes StorageClass #1142 {77485 « I35 Astra Trident YN{AIFCE
Volume ©

%€ Kubernetes StorageClass #)14

o "Kubernetes StorageClass #{4" i Astra Trident # 5 A RIRZIERNERECERETR * L5 Astra Trident
WA EJRECE Volume o 4N :

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: <Name>
provisioner: csi.trident.netapp.io
mountOptions: <Mount Options>
parameters:

<Trident Parameters>
allowVolumeExpansion: true

volumeBindingMode: Immediate
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AR "KubernetesF Trident¥){4+" UMNEAFLERMNRIEL B SHAVEEAHE N ~ 55280 PersistentVolumeClaim
WU B 4l Astra Trident M{AIBCE B EMNRE o

FERVACZEZ SRl
#1L StorageClass ¥+ 21 ~ BRI ETFAER] o [FE7FAERSE 0] IRt — LRI LIERSUECRBVE A A -

TER
1. 2 Kubernetes ¥4 ~ :5{#H kubectl EKubernetes#17 ©

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. IRFIEEZE EFIKubernetesHlAstra Trident® H9* basic ~ csi *(#7Z4E5! * MAstra TridentfEsZ E & T BIRIR
REE o

kubectl get sc basic-csi
NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json
{
"items": [
{
"Config": {
"version": "1V,
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"
by
"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggrz2",
"aggr3",
"aggrd"
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T LERE 5

Astra Trident 12t "{5E 2 iRV E B H#FENER" ©

& ~ (BRI LA4REE sample-input/storage-class-csi.yaml.templ ZEEF2 T BEMT T BN CAIFEZE
BACKEND_TYPE f#7ZERENFEL7E o

./tridentctl -n trident get backend

Fommmmmmmmem= Fommmmmemmemem=== P s s s s
Fomomomme e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmomoomoms Fommmmomomoomomms Fommomemeressmsreerenessosoeseoomomoms
Fommmmmms Fosmmmmmes +

| nas-backend | ontap-nas | 98el%b74-aecT-4a3d-8dcf-128e5033b214 |
online | 0 |

fom Fom e o
Pommmmm== Fommmemm== +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-

basic-csi.yaml

# Modify @ BACKEND TYPE with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

EIRHFAER

;%TLX@?EIEEE’JTH%T?* $ER] « BTSRRI < BRI AR « LRI 4
I| o

BIRIR BT ER
* EERRIEANKubernetesFEZ4ER « FBHITFIIGHS ¢

kubectl get storageclass

* AEIgfKubernetesfAFRRBIFFHAE K « FAIT TGS

kubectl get storageclass <storage-class> -o json

* BE1@ R Astra Tridentt[E S {H#FLER ~ SFAIT FFae< -
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tridentctl get storageclass

* BRI Astra TridenttIE D EFRRIFFAE R « FAT TGS !

tridentctl get storageclass <storage-class> -0 json

E TR EF4RR

Kubernetes 1.6318 7 3R TARHEFLRAININGE - MREAERT FHEHKREES) (Pve) FisE—E -

IEREFERSANEKE HEHIRE) -

)

* REFEUERTERATFLER] storageclass. kubernetes.io/is-default-class #EFLEHERF

By THL o RIERE « EAEMENFFEMEERSHEEZRR -
* EEIMER TGS « RIRANRFERREATERNFFER -

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

* B~ St UER TS e S B ERTRR HFARR 5 ¢

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"'

TridentZERAEHF A S ZULHEERIEEH)

@ w=EP—RIABE—EFEREFER - Kubernetes?‘?iiﬂ?iiﬁ?ﬁﬁﬁiﬁ?&%&ﬁ%’71@1.:%7? 5~ BE
TR A MM E 2R A AR REFERN —&

Egalll e el |E g

2 _JL/(FHJsonIEIKE’JF‘iELEiEi%BWJ tridentctl Astra TridentBIR¥YIEREL - E2FEH 59 288N

=]
oI REE BT

tridentctl get storageclass -o json | jg '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’

B {E T8 R
B ENKubernetesfiBrEEFEER  SBHIT FIGM<L ©

kubectl delete storageclass <storage-class>

129



<storage-class> EFMRAMTPFHFLER o

BB ILEHF AR TR A E A RHEHIRE IS HERT R E  Astra Trident M E B IS LR E o

Astra TridentB&HIHITZER fsType $HEFTRIIAVELIRE o HH2ISCSIBIR ~ BEMMHIBIT
parameters. fsType TEStorageClassH o {RFEXMIPRIRE BYStorageClassit EHiE L
parameters. fsType B15%E °

HRiCE M ERHIRE

BZ& Volume

#2137 PersistentVolume ( PV ) # PersistentVolume Claim (PVC) -~ {ER=REN
Kubernetes StorageClass 2RER7ZEX PV o #A1%% ~ eI L& PV B8 ZE Pod ©

O

% "PersistentVolumer' (PV ) ZEEEIEETE Kubernetes 5 FAIBMNBRHEFER ©
" PersistentVolume Claim" (PVC) ZfFElE%E L PersistentVolume FIEK ©

A PVC BREABERFBEREXNHEREL - BESIE S LRI StorageClass ZKRiTHIFBE
PersistentVolume A/NFIFEURTNRVERR ~ FIGNSEHARTS B4R ©

11 PV # PVC 218 ~ A LISHREE A Pod ©

BHOENBE

PersistentVolume & ;58

I EE BB BB REREL StorageClass HHEIHY 10Gi 4 PV basic-csi ©

apivVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: basic-csi
capacity:
storage: 10Gi
accessModes:
- ReadWriteOnce
hostPath:
path: "/my/host/path"

130


https://kubernetes.io/docs/concepts/storage/persistent-volumes/
https://kubernetes.io/docs/concepts/storage/persistent-volumes/
https://kubernetes.io/docs/concepts/storage/persistent-volumes/
https://kubernetes.io/docs/concepts/storage/persistent-volumes

PersistentVolume Claim £ & ;58

B HIFEMERN PVC AHRREEIR o

AJ72EX RWO 1 PVC

IEEEAIEETRAR rwo FEVEREZ PVC ~ Blap$RY StorageClass #8RfHE basic-csi ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

%M NVMe / TCP BJ PVC

ILEEEHIZETR NVMe / TCP FIEZ PVC ~ Wiig{fEddnd StorageClass 18EARY rwo 7FEY protection-

golde

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold
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Pod &5 54
ELEEEFIEETAS PVC EiEE Pod BEZANARRE o
EaA4RRE

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: pv-storage
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E 7K NVMe / TCP 4HR&

apiVersion: vl
kind: Pod
metadata:
creationTimestamp: null
labels:
run: nginx
name: nginx
spec:
containers:
- image: nginx
name: nginx
resources: {}

volumeMounts:

- mountPath: "/usr/share/nginx/html"

name: task-pv-storage
dnsPolicy: ClusterFirst
restartPolicy: Always
volumes:
- name: task-pv-storage
persistentVolumeClaim:

claimName: pvc-san-nvme

#37 PV 1 PVC

LB
1. BIPV o

kubectl create -f pv.yaml

2. FEED PV HREE o

kubectl get pv

NAME CAPACITY ACCESS MODES
STORAGECLASS REASON AGE
pv-storage 4Gi RWO
7s

3. i PVC ©

RECLAIM POLICY

Retain

STATUS

Available

CLAIM
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kubectl create -f pvc.yaml
4. FEsR PVC #RAS ©

kubectl get pvc
NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO 5m

S. IFHEREEEA Pod ©

kubectl create -f pv-pod.yaml

(D o] UE B IEERE kubectl get pod --watch©

6. HEERHEB EREEI L /my/mount /path ©

kubectl exec -it task-pv-pod -- df -h /my/mount/path

7. fEIRERIUMIFR Pod ° Pod FEARXRABEFE « BXMRENERE -

kubectl delete pod task-pv-pod

B2/ "KubernetesH Trident¥) 4" IR EFIERIMAIBL B EBVEFAHE R ~ 5528 PersistentVolumeClaim
LU R FAR 4l Astra Trident MNAIECE R 2B -

EfVolume

Astra TridentR]:EKubernetesfE BB & 2 BIETHIEE - S IEFTISCSIFINFS
PR & FrEE 4R ARV AERAE =T ©

ERHiSCSI Volume

TRILUER TSCSIBRACER RIBERISCSIHFEMIRE (PV) -

(D % #EiSCSI Volume¥&7E ontap-san > ontap-san-economy * solidfire-san Ii%E
EKubernetes 1.16 & EFARZA o

$EF1 : 32 StorageClassL 3z #EVolumelE 7

4REE StorageClass E&ELUERE allowVolumeExpansion HIZE true ©
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cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

B EF1ERIStorageClass ~ AAREELEIEMUMA allowvolumeExpansion 28 o

HER2 | [FREEIIAStorageClassE Y —{EK A EHH1FRE
4REE PVC E&E A EH spec.resources.requests.storage MURMHFTBIFFEA/N  IEX/IVABRIRREIGK

I\ o

cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-—-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Astra Trident&@ B2 U FHEHIRE (PV) ~ WiHANFREHEREES (PVe) BIZRAH -
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kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

T3 | ER—(EZEZZEPVcHIPod
i PV MINZE Pod ~ IA{EFEZEA/ - SHEEISCSI PVBYA/NEMTEIE -

* YNRPVIIINZEPod * Astra Trident&E#FRIGIEITTHIRE « EMFHEE - W EMABRERZRFNAR)

* ERAEKRMIMNPVEIA/NEF « Astra Trident G ERHFERIG_ LIBTREAREE o ERKA EREIEGE EPod 2
% ~ TridentZ EMFWEB W FIABERRAKAIK/) o 8% ~ KubernetesBEIBETIFEMINTHRE - F
FTPVCK/ o

EULEHIF ~ FEILFAMNPOd san-pvc ©

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82f2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc-protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod
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FERA . ERIPV

HERBN1GIEILE2GIHPVAN ~ 554REEPVCE R EH spec. resources.requests.storage £2Gi©

kubectl edit pvc san-pvc

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 2Gi

WERS | BRI
A U EPVe ~ PVHIAstra Trident VolumefyA/) ~ LUFFEES BB 7R (X ©
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=
fem======== e Bt fmm====== fememe==== 4

JERINFS Volume

Astra TridentsZ 872 _EECENFS PVEYVolumelEFE ontap-nas ¥ ontap-nas-economy * ontap-nas-
flexgroup * gcp-cvs M ‘azure-netapp-files &if :

S ER1 : 3R 7EStorageClass Az #EVolumelE 7

EERENFS PVEIR/) « EEEERASREMEFER « UAFHEBRERIFETHITE

allowVolumeExpansion H{IZE true :

cat storageclass-ontapnas.yaml

apiVersion: storage.k8s.io/vl

kind: StorageClass
metadata:
name: ontapnas

provisioner: csi.trident.netapp.io

parameters:
backendType: ontap-nas
allowVolumeExpansion: true

NMREBEUASULERRREFER - B
HUAFFHR @B o
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$ER2 .

cat pvc-ontapnas.yaml
kind:
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
20Mi

storageClassName:

storage:

fEREEILAYStorageClassiE I — Bk A EHtEFR H

PersistentVolumeClaim

ontapnas

Astra TridentfEZItEPVCI2II20MiB NFS PV :

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7 20M1i RWO

Delete Bound default/ontapnas20mb ontapnas

2méd2s

$EE3 | BB PV

EERBHEIIN20MIB PVEAEZE1GIB »
1GiB :

TAAREEEZPVCI s E4HE spec.resources

.requests.storageﬁé
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kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

T4 BRIET
B LUEEPVe ~ PVAIAstra Trident VolumeBYA/ ~ LUIFFEES S AER A/ -
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |

PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
et ittt L fommm - fom e
fom - oo fom - e +

PEARLRE

e U AR IR A R ESIEEE A A Kubernetes PV tridentctl import ©

BT S
RO LI HARR @ EE A Astra Trident ~ LAE -
* KERAREASRE - UEMFERAHRENERE
* HHHERFF AR ERAERENER
© EEMIEN Kubernetes #5
* EXEERRERAEER

ZE
EEA Volume Z 7 « 557ciRBI FHIZEFIA o

* Astra Trident RAEEEA RW (GEE) #EAYHY ONTAP Volume ° DP (EkMF:E) (EAVIEEE SnapMirror
BEUIEE o AR SLPERERSTRA{%A « Bi§ Volume EEA Astra Trident ©
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* HFIEZRCTERAERPERNER TEAMKE - SZ2EAERTPH Volume - 558 Z Volume ~ 241
HUTEA o

@ EHEREREERIEE « A% Kubernetes FEAIELEIAVELRR ~ MBRRZRBER TR
IEEHMIINEI Pod o ER]REERERIRIE o

* &38 storageClass #AJBTE PVC 387 - Astra Trident 7ZEEEARBRI A ZER LR 8 - B HEERFEE
FfEFEER ~ REREEFER T ANEEPERN - AR ZERE BEFT ~ R EEARBARZEEREM
£& o ALt ~ BMEHEEFENE PVC PIEENREFENAETNRIENER - BEATAEREY -

* BB Volume A/NETE PVC FIREMRTER o #7HEEEEAMIRE 21 « PVELIPVCcHIClaimRefi2
AVARS

° [EIURREI—FIIARES retain FEPVHE o Kubernetesi{Ih B4 TPVCHIPVZ & ~ R4S B EIULERE
MUFF & #EFERNEURE]
° WNREHEFERNEINRAZA delete ~ HIFHIEE S EPVRIFREEMIBR o

* {RIRFEER ~ Astra Trident §EIE PVC ~ M EFanfa&in £ FlexVol F1 LUN © fERILAEHE --no-manage
BREAIEEEHEEAFERE - REFEA --no-manage ~ Astra Trident ¥4 EmBERN « BT
PVC & PV E#ITERIEMIEZE o ik PV BASRIPBREFEMEIEE S ZEREMIZE « HI40 Volume

Clone #1 Volume resize °

MRERE B Kubernetes AN B e C TIE&E « (BRREEIEKubernetes U IMEFHAIRER E
thiERA ~ BIEEIBIERER o

* RERERTEEPVCHIPY « EEMEAR « RMEBEAMIRE « UKREEEETPVCHIPY ° REEEHIRILL
PYsE o

A Volume

AT LUER tridentctl import FEA Volume ©

1. #3548 Volume Claim (PVC) #8Z (Bl ~ pvc.yaml) FAEIL PVC ° PVC EEREIERN

N N Atd = . . .
name > namespace > accessModes | storageClassName © BB LUIERE unixPermissions 7

TH PVC E&F ©

WUTRREREHIEH

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class
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(D smasnmsy - fim Py 2HES Voume A/ - BETEGEREARSKK -

2. ffMA tridentctl import FAFYISTE Astra Trident BRI BHM S « ZEBIREIWEE « LUIKRM—H R
FEDHEENZTE (B © ONTAP FlexVol  Element Volume ~ Cloud Volumes Service B&1E) o o
-f BES|BURIEE PVC 18RI ©

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

#451

#AZ2E T Volume EEASER ~ BREZIRAVEESENTZT ©

ONTAP NAS #1 ONTAP NAS FlexGroup

Astra Trident X3 FHFE A Volume ontap-nas # ontap-nas-flexgroup SBBIFET :

@ * © ontap-nas-economy EREIFETHEIAE A KR EEtree ©
®* ° ontap-nas # ontap-nas-flexgroup BEHSER AT EENHMIEE LTS

FEAEIIMEEVolume ontap-nas EEENFETFlexVol 2ONTAP I5EZEZEE L HITRITHEE - FHE
AFlexVols ontap-nas BEENIFZIHVEEA TNER © AT EFEERREERE LH—EDHEE ~ BEA%FlexVol
ONTAP ontap-nas PVC.[E#HMFlexGroup ~ AJAAFLEEFEAZ ontap-nas-flexgroup PVCs :

ONTAP NAS #if§|
LU 25EE Volume FIEEEE Volume FEABIEES o
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E& Volume

U TEHIEEAZL AR Volume managed volume FERAMRIG L ontap nas :

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

e tomm - fom -
fomm - o e pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom e
fomm o fomm fo—m +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fo—m fom -
fomm o fomm - fomm - +

JEZEE Volume

{FEHAKF --no-manage 5|8 Astra Trident 7 & E#5p% Volume o

MU TEHIEEA unmanaged volume £ L ontap nas &l -

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o e Fomm -
fom - o fom— - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fommm————— fomm -
fom - o fomm - fommm - +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5ab6f6ad-b052-423b-80d4-8fb491ald4a22 | online | false |
o - fommm - fomm -
fom— - o fom - e +

SAN ONTAP

Astra Trident 232 A Volume ontap-san EEENTET | RZIEFEAEA Volume ontap-san-economy §&
BiE= ¢

Astra Trident FTLABE A €15 B — LUN HJ ONTAP SAN FlexVols ° iEE—3 ontap-san EBENFET, * AFlexVol
SESREMIEFFlexVol —ELUNZEIL—{EERE - Astra Trident 2EEA FlexVol ~ M EE PVC EZBRAEH: o

ONTAP SAN 54
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LUTF25EE Volume F1IEEEE Volume EEABVEEH o

£& Volume

HHNEEER Volume - Astra Trident @1 FlexVol E#fs% 2 pve-<uuid> M 1EKFlexVol LUNTEINAE
E&A 1uno °

T5|EHIEEEA ontap-san-managed EAJFERFlexVol ontap san default &l :

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

fossssssssssssesessssssesososssassasssssa=s femmmm=== fommsmssmemaaa=
fremsmm=a==s L e e e X
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

frosssscesms s oo s e n e s s s s e e froccscssmemeea==
fe========c R fe======s e +
| pvc-dbeedf54-4e40-4454-92£fd-d00£c228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5cedca’57 | online | true |
foss==s=ss=ssscsessssssssosossssss=s=ssss=s Fem=m==== fosssessme=a====
fmmmmmmmaaa e fmmmmmaae fommmemaae +

JEZEE Volume

LU SEfIEE A unmanaged example volume Tk ontap_ san ®Bim

LIES
LUN
EEA

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
ARttt Fosmmmmmes Focoscsmsmsmsoss
Pommmmmmm== e et Pommmmm== o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
LBttt P o=
Fommmmmomoe Fommemererrorerrrrrrresersrreee e s s Fommmmmoe e +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | e3275890-7d80-4af6-90cc-c7a0759f555a | online | false |
Fommmmmmmmomeorrrrrrrr e re e e mm o e Fommmememesemos
Pommmmmmm== ettt Pommmmm== o= +

18 LUN HFEZE B Kubernetes E1%5 IQN £ IQN 89 igroup ~ M1 FAUEEHIFTT ~ S SUREIEERAE ¢
already mapped to initiator(s) in this group ° EERIREEIZEHECHEE LUN ~ 7 8E

iR o
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0

unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

avE S

Astra Trident #5213 NetApp Element #82F0 NetApp HCI Volume EEA solidfire-san EBEIFER :

@ ElementSEENFE XTI EE I Volume Tl o i ~ R B EEHHMFRERTE « Astra Trident B8
[C]#E:% - RFEIEEERMIREE « IRMEM —NHIEE LT - RBREABRIHEE o

pavE
THIEHEEA element-managed #&IH_EHY Volume element _default ©

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

P msmssesese s s s s e e o= Fommmmmmememem=
Fommmmmmmoe B e e Fommmmmoe Fommmmomos +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e Fommmmom= Fommmmmmemoomo=s
Fommmmmmmme ettt Fommmmmme Fommmmmme= +
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
Fommmmcmcosmsosssrsrss e e e e Ee E e a S S Fommmmmms Fommmmmmcmsmsmss
Pommmmmmm== ettt Pommmmm== P +

Google Cloud Platform

Astra Trident T2 EFHE A Volume gcp-cvs EBENTETR :

HE7E Google Cloud Platform HFE A LL NetApp Cloud Volumes Service 2 /&8 Volume - 35

@ fRE Volume B&1%#5!5% Volume ° Volume E&EE 221 Volume EEHERRHI—ER9 : / o U0 ~
WNREHRKREA 10.0.0.1: /adroit-jolly-swift » HHEERIEA adroit-jolly-
swift o

Google Cloud Platform i
T EEFIZEA gcp-cvs %% B Volume gcpcvs_ YEppr HOMERE G BRI adroit-jolly-swift e
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tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I

| pvc-ad6ccab7-44aa-4433-94bl-e47£fc8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
fossssssssss s e se s s oses oo sssssss s s R e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Azure NetApp Files

Astra Trident S22 {EHE A Volume azure-netapp-files ERENFET :

EEE A Azure NetApp Files Volume ~ sEREERE & BRI B sZ R & © Volume BREEZ &
(D) Volume BEHERSHI—E55) : / ° BN ~ MRHMEEH 10.0.0.2: /importvoll  HIKEEEE
A importvoll ©

Azure NetApp Files &34

THEHIEEA azure-netapp-files &if LAY Volume azurenetappfiles 40517 HAIREERIE
importvoll °

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

Fommmmmmmmsmoososorreromemememe oo me oo e Fomcmmemememonos
Fommmmmomo= o memeressrrrrrrrrssercreeee e me s Fommmomoe e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

et oo Fommmemememeoes
Fommmmmmm== e mes e s s s s s s s ee s Fommmmm== o= +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%ab5le | online | true |

Fommmmmmemsmesesese s s s s e o= o=
Fommmomomme Fommomemeressrsreemenessosoeseeoomomoms Fomommmme e e +

PEan % = FANFSHAR &

fEFAstra Trident ~ BRI EEsp B ERPEIULEIEE « WREEAR —ZERE
e o

147



ThAE

Astra TridentVolume Reference CRAJGEIRIE— T Z{EKubernetestn & P Z 2 FAReadWriteMany  (rwx
) NFSHAIEE o lEKubernetes REMR A ZRER THIEERS

* ZLEEFEUEEH - BREEM
* BI$&BCFR A Trident NFS VolumeEREI T2
* RFBtridentctl SRR E thIE/R £ KubernetesIHAE

It EEREAM{EKubernetesin s ZE B Z BIFINFS Volumet A o

K ---------------- S Primary PV Secondary PV pmmmmmm e e —————— %

"primary" o
namespace

"secondary" .
ace

Tt
pv
’ Trident . X
namespace
primary secondary

TVol €—» Tval

e
- =

.......................

TridentVolumeReference

r
s I
Storage B ——— ‘
Volume

_._

lu\/\ﬁ‘ﬁ!‘&ﬂﬂﬂ;% EjEﬁEﬁiENFS VOIUme L= o

o RERIFPVC UL AR &
R ZEREER ER T EEURIRPVCRERBIER o

%P

231 Bt e 54 2o R 2 37 CRAVIESR
EETIEEIRTEMM R ERIEREREILTridentVolume Reference CRAVHER o

e £ Byt an 2 22 P 2 I TridentVolume Reference



B Hihap 52 2o R M9 #EE B €13 TridentVolume Reference CRERZRERZHEPVC ©

o EEt e R ERPRIEERIPVC
Baytan R ZEMRER EGEIIEBRIPVC ~ LUERZRIREPVCEIERIIR

RE BRIRAN B Byt an 2 22 fE

BTREZZME  BEatZEARRERRMREREEE - #EEE SNt L EMEAENHEFREE
178 - ﬁ%%ﬁé@&%@*ﬁﬁ%qﬂ?am °

1. *RALERERE | *EIIPVC (pvcl) (namespace2) {#H shareToNamespace :3E !

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Astra Trident& ZE17PVR EZBIHRNFSHIFMEE o

© TWAIUERLGERDIRRBE « RkAERFEFRELRAESEaRZER o F11
trident.netapp.io/shareToNamespace:
namespace2,namespace3, namespace4 °

O . pmsmEmas Lz - - 6 -

trident.netapp.io/shareToNamespace: *

o MRATLIEHFPVC, LA A shareToNamespace FERFEHEE o

2. *REEHE B BFTABMKUbeconfig « UIRF BRIt R EHEHER EER « UEEEtHRTERPE

17 TridentVolume Reference CR ©

3. *EHt A EMBERES | ERRFRG %M B it e 2= P TridentVolume Reference CR
pvcl °
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. *Brtam B EMEEE | *BIL—EPVC (pvce2) (namespace2) {FF shareFromPVC sHEELIEER
JEPVC °

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

() BsstPVerIAIMS BN ERITRPVC o

+
A5

Astra Trident;&EY shareFrompVC £ B YK A FERRHARR _ESERE ~ A6 B RIMPVEZ L S IEBHARE « TIHAS
I EFF E RIS REPVIE A ARPVI#FEIR - BRUMBIPVCHIPVAIFIEREL -

k& =Volume

A AMPREE 2 Eldn R 2= B RVHEERE o Astra Trident@ B FRE ZRIRan % =M IR @ AFEUE « WAERINHE
ftht AZMIR & RYan % EEFEVE - EFFE 2 RIEZRERTE 2 ERESBERE  Astra Trident& RIFRZHEIRE o

{8 tridentctl get BEEHEEVolume

fEAtridentctl ZFREN ~ EAIUMIT get BUSIEBHIEEN M S - MHHAEN « A2 RBIELS | ./ Trident
2%/ tridentctl.html[tridentctl A< BLEEIE] o
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Usage:
tridentctl get [option]

EAR

* *-h, --help : VolumeRJzREA o
* —-parentOfSubordinate string : BFEEREHITEREIIEVolume °
* ——subordinateOf string : FEHREHITEVolumelITE ©

PR

* Astra TridentfE %[5 L BRI R ZER B AL AR o S EAEREENEMEERLEBSE
EBVolume&#l o

* [REE R R PRICEEE E IR EPV R Z AN shareToNamespace 5 shareFromNamespace A
TridentVolumeReference CRGERIHFEUE « L BRIBRIEERIPVC ©

s EREBHRE EEARITIRE ~ ERMIERST o
LEVSELE
EEFABEEGRAZTEBVolume zE ¢

A "R TRz AL AEIRE | BUER S R EEHIREFE o

M8 SnapMirror £ B E

fi£F3 Astra Control Provisioner ~ fERIMTE—(B#&E ERRRHER BN HEFRE FRVER
hpEER & 2 R S SREYRAAR ~ UEERERLUETTKEINE - ERIUFERGRNETER
E# (CRD) R¥ITTHIEE

* BIHGRE 2 ErViRSTRR (PVCS)

* BIRHERE 2 BRVIRST R (AR

* FRERRSYRIE

* EXHIER (BiEBE) HERARE Volume

* EEEMAERENBENE  SRARIANEEREREEESE

ER IR
R A] ~ SAREN G THISRIEMS

#E ONTAP

* * Astra Control Provisioner* : Astra Control Provisioner fRZs 23.10 S E#ihr A< A BRI EENER
ONTAP A& imAIEFEEM B AV Kubernetes =5

© R ERBERREETS ONTAP SnapMirror FERD A€ ARIREAKIRT B B9t ONTAP & LAY
F o INFEHMAER ~ 5528 "SnapMirrorfE EEBFLONTAP" o
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HERMF
* *EREEH SVM* 1 ZRY ONTAP #EXRBENBIRETHSFRIE - MBFAFN « F2H "SEH1SVMEE
B o

()  mEmiE ONTAP & I ERIARERI SVM LIBRIE—H o

* Astra Control Provisioner 1 SVM : ¥%1iEiE SVM BRI B Y EE A Astra Control Provisioner
fEEA ©

xEpEEEE
* ONTAP NAS #1 ONTAP SAN BeENf2x{52 1% Volume % °

BiI855¢Y PVC
BB TSP - MfEA CRD S#HEFEMRNEMIEE Z MEF5IRI% ©

SER
1. £ Kubernetes 25 FH1T 5 ER -

a. EAZ#EIL StorageClass ¥4 trident.netapp.io/replication: true ©
#451

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: csi-nas
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
fsType: "nfs"
trident.netapp.io/replication: "true"

b. S ATEIIA StorageClass B3I PVC
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vl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas

C. {FERAZASHE 2L MirrorRelationship CR °

gl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas

Astra Control Provisioner B IEEN A EMFMIEE BRifVE R (RE (DP ) AKR& -« ABIEEA
MirrorRelationship FIAKEEHEL o
d. BY48 TridentMirrorRelationship CR IEX{S PVC BIAZRLFEF SVM o

kubectl get tmr csi-nas
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kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
generation: 1
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas
status:
conditions:
- state: promoted
localVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel”
localPVCName: csi-nas

observedGeneration: 1

2. 3R Kubernetes =& FBIT 5P
a. {#H trident.netapp.io/replication: true 28217 StorageClass °©

gl

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

trident.netapp.io/replication: true

b. {55 B AN AGRE L MirrorRelationship CR ©

gl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas
remoteVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel”
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Astra Control Provisioner #{#EF & ERRAARRAI%TE (3 ONTAP BITERZ % #8) 323 SnapMirror
% ~ MASEANIBIE o

C. {ERAIEEILAY StorageClass 1L PVC ~ fEARE ( SnapMirror BHIi) o
)

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas

Astra Control Provisioner 1% TridentMirrorRelationship CRD  ¥1SRBMARTETE ~ B XL
Volume ° YNR7FTEETER{% « Astra Control Provisioner #GFERETH FlexVol FARE R i & 71 £
MirrorRelationship FREE&RVIRHG SVM HEH SVM E o

Volume #EE R

Trident Mirror Relationship (TMR ) 2—#& CRD - f{%& PVC ZBEBEZEN—I% - BRI TMR EEIREE -
A &% Astra Control Provisioner FREERIAREE o HHY# TMR B TFIHREE -

* I A PVC BRGIRARRIBRIM Volume ~ EEHBVRAE o
**FHR K PVC BRIEREAHE - BRIERSIRE o
* BRI A PVC ZERSIRIARIE UM Volume ~ FeRIIBIZIRSTRAA o

° YR B RYMER & KR IR & A ERREF « AR REREMEIANNE - AREEER BRtHRE

° WNREIRE SRR ARREILRF « AIEMBIUARER RN

EIEStEM R EHIR AR E PVC
7£X Kubernetes & FHIT YT ER :

* ¥ TridentMirrorRelationship B spec.state LB % promoted ©

RN B EREREAHRRE PVC
EFFELRERE (BHE) HE - FRIT T RRARKRE PVC !
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FER
1. X E Kubernetes #5 F « 17 PVC RIRIB « W ERFRIBEIITTA o
2. £ E Kubernetes #%  « 217 Snapshotinfo CR VSR ZRF4AE K] o

gl

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. ERE Kubernetes #£ F + #& TridentMirrorRelationationship _ CR BY _spec.state {1 E % updated ~
spec.promotedSnapshotHandle B A IREBRINZRZTE o

4. 7IRE Kubernetes =& I -~ AEF4RAY TridentMirrorRelationship ARE& ( STATUS.STATUS ##{i) o

ERERERERRNREF
BRESGRZA - BUEERRSNEEN—@E -

1. TERE Kubernetes #& I « FE{RE E# TridentMirrorRelationship _E spec.remoteVolumeHandle HiIRY
=

2. 7T Kubernetes &£ t + #& TridentMirrorRelationship B9 _spec.mirror #{iIE#% reestablished ©
HthtEzx
Astra Control Provisioner S22 T EM X EMIEE E#ITTHIEE !

i EE PVC EHEIRTHIRE PVC

REEREwAEEE PVC HIRE PVC o
1. REEIMXE (BHH) #EMIER PersistentVolume Claim # TridentMirrorRelationship CRD ©
2. 1fE (KR) #HEEMIBR TridentMirrorRelationship CRD °

3. EEXE (FKE) #E FEIIHM TridentMirrorRelationship CRD ~ MAREERIINFHRE (BH)
PVC o

ERERE - TEHXE PVC BIKR/N

PVC RAIUEEHRAEAN s IRERSEEBFIA/) - ONTAP ZEENET (T BRI flevxols ©
it PVC Bi1EE

EERMRER  SAEEANREEIEE EPIT Ty Hh—IaEE



* MIBR=E PVC LK MirrorRelationship ° & & e = RE% o
* @& - ¥ spec.state HBIEHA updated ©

fif& PVC (fcaiEiEsT)
Astra Control Provisioner €& #E S/ PVCS - M ERMIRHIER Z a1 tBRES/E% o

fif% TMR

7EEESIRAR MY —AIMIER TMR &2 EER TMR 7£ Astra Control Provisioner SeRiflifR 2 BIEHAZE F+ BHRES o U0
RENERIFRE TMR BEER _ A4k _ K88 ~ ARBIRANRSIRE - TMR 88k « Astra Control
Provisioner Eig A% PVC H#k% _ReadWrite © LERIBRIEZEZTE ONTAP ARt AR EEL SnapMirror
FRAEEEl o IR IR &R RIVERSIBIAEPER « AITERI VRS BAR - e BERAESR _ B _ g
EESARERRIH TMR o

= ONTAP E4RF « SEE MR A

B IEARARZE ~ A LMERTER T o KB LAER state: promoted B state: reestablished I
REFAEH - BRI Volume F4k2A—A% ReadWrite Volume B ~ & BRI LUEF promotedSnapshotHandle 3#5
EHFEIRE « B BAIH Volume BRE

= ONTAP BEAREF ST IRETRAA

fE&AI LAfEA CRD 2R#11T SnapMirror 47 ~ M Astra Control H1ZE4RE ONTAP =5 © (52K T3
TridentActionMirrorUpdate 5BIH& :

Ll

apiVersion: trident.netapp.io/vl

kind: TridentActionMirrorUpdate

metadata:
name: update-mirror-b

spec:
snapshotHandle: "pvc-1234/snapshot-1234"
tridentMirrorRelationshipName: mirror-b

status.state ;M TridentActionMirrorUpdate CRD BIAKEE o ©RILUEXE sued ~ in progress %% Failed BY
Ho

EXF Astra Control Provisioner

Trident kR 23.10 R E#ERASE1 S {5 Astra Control Provisioner BY3SEIE » O] EESREN
Astra Control 1§ & FZECERS#FZE RACE NSE © Astra Control Provisioner BR 7 12 {1248
Astra Trident CSI BUIhEEZ Sh ~ RIS IRIERINGE o O] LAER L2 2R BB Fl &2k
Astra Control Provisioner °

&Y Astra Control Service :TBIE BE#E S Astra Control Provisioner fEF#ZHE o

Astra Control BIEFHFEUL Astra Trident A FEFE R EFZTVHA Orchestrator ~ ik % Astra Control f# R
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WEIER o At ~ 3851323:% Astra Control (/A& EUA Astra Control Provisioner © Astra Trident i 4s & 1RI5R
TUBRYAHS ~ LA NetApp IR CSI FIELMMINREZR3E1T  #i:E « HIER TR o

WNAEIER S S EERE Astra Control Provisioner ?

R ITIE EE I E IRk L Astra Trident B9 Astra Control Service ~ BEREIETRA Eligible o 8ZE "
I EF IS ZE Astra Control" ~ Astra Control Provisioner i&& B&IERF o

MREHEERIZEE ~ Bl Eligible E18:E2A “Partially eligible RHIEAH—IE :

* ©fEANIEERR Astra Trident
T{EFR Astra Trident 23.10 kB A B HERIEE
B REAAFEERENEEER

7f Partially eligible EfIH - FFFHAELEIERKFEN A =S Astra Control Provisioner ©

@ Add cluster STEP 2/4: CLUSTER

CLUSTER

Choose an Azure Kubernetes Service cluster to enable application data management and the Astra Control storage operator.

/N

Cluster Location Eligibility

sandbox-ragnarok-aks-02 == centraluseuap ©) Eligible

Configuration required
sandbox-ragnarok-aks-03 Failed to detect Astra Control
Provisioner on cluster

sandbox-rstephe2-aks-01 .= centraluseuap Q) Eligible

EXF Astra Control Provisioner Z&f
NRITIVHB M Astra Trident 5 Astra Control Provisioner ~ i1 B8 ZEXF Astra Control Provisioner ~ s57c#
TTYSER

* * WIRICE L Astra Trident ~ AR E ARSI AR ERRASEVARE * © A0 Astra Trident i 24.02 hiREYZY
{BARRAEEA ~ e LA{ER Astra Control Provisioner BE3&F4kZE Astra Trident 24.02 o 54l ~ @I B
it Astra Trident 23.04 H4RZE 24.02 o

s DGR E BEE AMD64 R 452248 * . Astra Control Provisioner BR{&[EIFRs7E AMD64 #1 ARM64 CPU %2
12 « 1B Astra Control (£33 AMD64 o
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1. 7ZHY NetApp Astra Control S21&%& 8% :

a. & A Astra Control Service Ul iliz2#% Astra Control #R5 ID o

L ERNEEG EANET -

ii. JE4E* APITZER" o

iii. 58 FIEHIMRA ID o
b. E—EMmEEAN * 4 AP R * ~ A& API I F BEREIBIAGE « WA HBEERESRT o
C. ERERIFHIFSEZ A Astra Control B :

docker login cr.astra.netapp.io -u <account-id> -p <api-token>

crane auth login cr.astra.netapp.io -u <account-id> -p <api-token>

2. (ZFREFIEE) FEREBETISRFREBRERIER - MRCAFEAER > FEEPH Trdent EEFH
B T—Ho

@ &R LUE A Podman MIE Docker ZRETT FHIE < o I REFERBIZ Windows IRIE - K
& PowerShell o
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Docker
a. & #EPHIH Astra Control Provisioner B {5 -

FREBEVEIREA R ZET & ~ MEEREERRREHEHAERT S ~ fIg

@ Linux AMD64 °

docker pull cr.astra.netapp.io/astra/trident-acp:24.02.0

--platform <cluster platform>

4
docker pull cr.astra.netapp.io/astra/trident-acp:24.02.0

--platform linux/amd64

b. #REEFAR

docker tag cr.astra.netapp.io/astra/trident-acp:24.02.0
<my custom registry>/trident-acp:24.02.0
C. RIRGHEIXEEFIEER

docker push <my custom registry>/trident-acp:24.02.0

B
AERENECHBIER

a. #§ Astra Control Provisioner B:fli5 &8 &

crane copy cr.astra.netapp.io/astra/trident-acp:24.02.0

<my custom registry>/trident-acp:24.02.0

3. FEEEYS Astra Trident ZEESESTERA ©
4. FRHERVIERMNZIEHTE ~ 7F Astra Trident FEZA Astra Control Provisioner
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Astra Trident ZE&E T
a. " & Astra Trident ZERAZTVAAF HARERE" o
b. MNRITHKRZEE Astra Trident ~ HEWEFLE Astra Trident SBEHFRPREE F * 555 THITER -
L BUERERAE

kubectl create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l
6.yaml

ii. B3 trident #3822 (kubectl create namespace trident) SUHESR trident 5%
ATETE (kubectl get all -n trident) ° MIREBREFHZER © BEMEIL ©

C. 1% Astra Trident B2 24.02.0 :

HCETT Kubernetes 1.24 SNERIRANELE > F5EH
bundle pre 1 25.yaml o %317 Kubernetes 1.25 SE=mRAHNESE » FEA
bundle post 1 25.yaml °

kubectl -n trident apply -f trident-installer/deploy/<bundle-
name.yaml>

d. FEEZ Astra Trident IETEE1T -

kubectl get torc -n trident

[EIFE :

NAME AGE
trident 21lm

e. [[Pull % || MMRICEFBKENERR « BRI MZ KA Astra Control Provisioner B :

kubectl create secret docker-registry <secret name> -n trident
--docker-server=<my custom registry> --docker-username=<username>
--docker-password=<token>

f. #5#8 TridentOrchestrator CR 31T F54R4E :

kubectl edit torc trident -n trident
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i. 527 Astra Trident BMERBIBETERIE - 1L Astra Control E#aHHIH (tridentImage:
<my custom registry>/trident:24.02.0 tridentImage:

netapp/trident:24.02.0) ©
ii. 28 Astra Control Provisioner (enableACP: true) ©

iii. 3% Astra Control Provisioner BM&EHYEETEE#RAIE ~ S Astra Control EEfa#E HHH
(acpImage: <my custom registry>/trident-acp:24.02.0 acpImage:
cr.astra.netapp.io/astra/trident-acp:24.02.0) o

V. WNREARITEIRRFRPEL EHHME ~ S UTELRE (imagePullSecrets: -
<secret name>) °AERAKTEEAIPERPEINIERLBEIELE

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
tridentImage: <registry>/trident:24.02.0
enableACP: true
acpImage: <registry>/trident-acp:24.02.0
imagePullSecrets:
- <secret name>

0 REFIAARIES - BAERFREBEHRG
h. ERERIIEET « BEMELRE -

kubectl get all -n trident

@ Kubernetess= R R FEE*—(EEH FHITERE o 3570 1L Astra Trident EHFHY
ZEE

1=

i. BBsHE% trident-acp Bes e R IETEITH acpVersion 24.02.0 AREEE Installed :

kubectl get torc -o yaml

[E1FE :
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status:
acpVersion: 24.02.0
currentInstallationParams:

acpImage: <registry>/trident-acp:24.02.0
enableACP: "true"

status: Installed

A
a. "& Astra Trident 222 08 ELARER 4" ©
b. "WNRIEHIRAM Astra Trident ~ FEiGEHREEH THEE FRRTE" -

C. Z2#E Astra Trident dEEXA Astra Control Provisioner (--enable-acp=true)

./tridentctl -n trident install --enable-acp=true --acp

-image=mycustomregistry/trident-acp:24.02
d. F&s2 Astra Control Provisioner BB :

./tridentctl -n trident version

[SIFE :
tom e e + | SERVER
VERSION | CLIENT VERSION | ACP VERSION | +-—-————-——————————
fmmmmmmmmmmmmm— o TR + | 24.02.0 | 24.02.0 | 24.02.0. |
fom e fom e fomm - +

e

a. YRGB LEE Astra Trident 23.07.1 HE RS ~ Bl "% 5" AiREEMEthTH o
b. YNER Kubernetes ZEHIT 1.24 E LR « 55MIBR PSP

kubectl delete psp tridentoperatorpod

C. #rifAstra Trident Helmf#7ZE :
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helm repo add netapp-trident https://netapp.github.io/trident-
helm-chart

d. E# Helm BEX :

helm repo update netapp-trident

[E]FE :

Hang tight while we grab the latest from your chart
repositories...

...Successfully got an update from the "netapp-trident" chart
repository

Update Complete. [JHappy Helming![]

e FHEhk

./tridentctl images -n trident

[EIFE :

| v1.28.0 | netapp/trident:24.02.0]

| | docker.io/netapp/trident-
autosupport:24.02|

| | registry.k8s.io/sig-storage/csi-
provisioner:v4.0.0]

| | registry.k8s.io/sig-storage/csi-
attacher:v4.5.0|

| | registry.k8s.io/sig-storage/csi-
resizer:v1.9.3|

| | registry.k8s.io/sig-storage/csi-
snapshotter:v6.3.3|

| | registry.k8s.io/sig-storage/csi-node-
driver-registrar:v2.10.0 |

| | netapp/trident-operator:24.02.0 (optional)

f. FE{R Trident 328 24.02.0 AJA :

helm search repo netapp-trident/trident-operator —--versions
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[EIFE

NAME CHART VERSTION APP VERSION
DESCRIPTION
netapp-trident/trident-operator 100.2402.0 24.02.0 A

9. fM helm install W#MIT FFIEHP—EEEIE - HREEELERE !
" REMIERILTE
* Astra Trident HrZ<
* Astra Control Provisioner B{R B9 78
* MAERECEREINRITER

* (BEA) MEERRE - MREERRAMEER > B "Trident 25" AN —EZ ERHAR
RYE SR > {BFFA CSI BEGERLBMIIAERRIE B o

* Trident 85 2R

BRI

© REEHRRIR G

helm install trident netapp-trident/trident-operator --version
100.2402.0 --set acpImage=cr.astra.netapp.io/astra/trident-
acp:24.02.0 —--set enableACP=true --set operatorImage=netapp/trident-
operator:24.02.0 --set
tridentAutosupportImage=docker.io/netapp/trident-autosupport:24.02
--set tridentImage=netapp/trident:24.02.0 --namespace trident

° —EZEEEFHIR A

helm install trident netapp-trident/trident-operator --version
100.2402.0 --set acpImage=<your-registry>:<acp image> --set
enableACP=true --set imageRegistry=<your-registry>/sig-storage --set
operatorImage=netapp/trident-operator:24.02.0 --set
tridentAutosupportImage=docker.io/netapp/trident-autosupport:24.02
--set tridentImage=netapp/trident:24.02.0 --namespace trident

CAILUER helm list AEBRAREFATH « FINRMHE - spRZER ~ B3R « AR « BRAREIRE -
MUESTHRSR ©

WRIGTEFER Helm ZBE Trident BHEEMERIFEIRE ~ BHITUE SR U2 R ZEE Astra Trident
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./tridentctl uninstall -n trident

* IFBREZEIA Astra Control Provisioner Zgi ~ 5571 * "5t 2 1%F% Astra Trident E F ERH" {EARRZE
H—Ep5 o

4R
Astra Control Provisioner ZHEEE B ~ &I LUE BE{RIE B Fr TR 2<BITHEE ©

Z2#E Astra Control Provisioner Z & ~ 1E Astra Control Ul FEEH EHIENEEF TR ACP version MIE
Trident version MENIF]EBIZLERIRZASSERS o

~\~ CLUSTER STATUS

(©) Available
Version Managed Kube-system namespace UID ACP Version
v1.24.9+rke2r2 2024/03/1517:32 UTC [
Private route identifier Cloud instance Default bucket
. ® private # astra-bucket1 (inherited)

Overview Namespaces Storage Activity

LS EZEN
* "Astra Trident F4k>C{4"
5 Tesithid]

Astra TridentB] AR A ~ BEZIME B THIRE YRR & M1 EKubernetes g2 S HRYER
w " Tcsithiz) IORE"

EE
e B,

DO~
&

£ Tesithi¥) ThEE ~ AIRBEEREMAAMED « FREEHERERFE « REeFI—E8 D8R o 15  Bin(it
FERIF]3EKubernetes EIR 812 7 B ABERAVETR, - IR EIUNEEEEANARTAERE « HURRE
EINZE o 2T MBEZBEEEFEIE T FREBIMEERE - Astra TridentfiEf3 T csithix o

RABR TosifFIE) THEE "EHIEIE o
KubernetesiZ & FHIVolume B :

* Bl volumeBindingMode %4 Immediate "Astra Trident{ERBFEARERARIEL FEILHE
& o BIKAERHEIRE - B ERIEHGEERENFHEERLE c EETERE VolumeBindingMode i
R RAFIRIERFINEE o FEUMIFENEIIATRBEKRMN Pod HHEEK
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* Bl volumeBindingMode 5REA WaitForFirstConsumer s K ARMLRRE YR B1%2

IEE ~ EEIHEZ

A2 37 fE AR AHABRBYPOod A LE o UNIEE—2K « FIBER I HAIRE ~ AT SIRERRPTBHI NI THIHFZ RS

©

REBNER
EEER lesithi®) ~ FEETHIER :

* HITHYKubernetesF & "SZ1EHIKubernetesi 2"

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1e4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",

GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99dt”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",

GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

s BEPHEEEZAIZERNEBIRERA (topology . kubernetes.io/region

° WaitForFirstConsumer B4ERENATEEIREER c ErIBIHY Tesithi) TheEER o

topology.kubernetes.io/zone) ° fE&%EAstra TridentLGERIRIEZ A « BLEZER EZTHIRTES

EBEREE o
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"nodel", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/master":"", "topology. kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/

os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

TE | BU A RAAEN R

Astra Tridentf#Z &R rIRIRA At &l « EEEM ML EMIEE - SERIHEBIFEHIZEAINEE
supportedTopologies AFRMNEBERIEZ BN EIEFEN&EIR o HHMER L E&iRAYStorageClass ~ RETE
T EME/ & PHENRRERERE « A g&ILVolume ©

TR RImEZREG
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YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON
{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",
"svm": "iscsi svm",
"username": "admin",
"password": "password",
"supportedTopologies™: [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}

supportedTopologies ARG HEBERIKNEFM EIEEE - ELEIRMEFHA
() &StorageClassh AR ILMARHEAE » Wit OB BIMATIR I BHABLT £
StorageClass * Astra Trident& 7E & IR HIEE o

GBI LAEE supportedTopologies MAMKEFERA o SH2R T F :
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version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
region: Iowa-DC
zone: Iowa-DC-A
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
region: Iowa-DC
zone: Iowa-DC-B
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b

TEUEEEHIP region M zone EHARMEEFEERMIIE © topology.kubernetes.io/region
topology.kubernetes.io/zone IEEHFRRABIERIIE

FBR2 | E& K K$hiLRStorageClass

R IR AR R E P ENRAIVIRIEZE « ATLUE & StorageClassA B ZHRFEE N o BRI REMAFIIRL Z KA E iR
BREREENFEFEIRM « LURAIUER TridentFrie it 2 HAERE R ERE & ©

2RI
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions:
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:
fsType: "ext4d"

7£_k#tiStorageClassEE&EH © volumeBindingMode 5%4% WaitForFirstConsumer ° {EPodH 5|
ItEStorageClassFTEKRHIPVCSZ A ~ RMAZHEIXKETE o MA - allowedTopologies REAEFHANE
A& © © netapp-san-us-eastl StorageClass&7E_LZIIPVCS san-backend-us-eastl LIMESE
By o

$ER3 I AN FEAPVC
#1317 StorageClassi HEE BInBIHEIKZ % « KIREMAIURIIPVCS °

AR B spec AT :

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

ERILENBERIDKAERIRIZEAISEGEE TIGER !
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

EBTridentZ2 R & WA HELE EPVe « 5H7EPodREAPVC ° 552 R THIEEA -
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

lbpodSpec& 15 RKubernetesTEHAYEIEY EHEFZpod us-eastl &I « MW FAVEAIEIBEFEITEE us-
eastl-a B{ us-eastl-b @iF o

E2RE T E
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

FHBIHUANA supportedTopologies
AT EHIRENR IR - UMABE supportedTopologies fH tridentctl backend update © &R
SRECRENEE - MBREHAREBERPVCS ©
WFTFAE ~ B2HE
c "EERERNER"
* "EIEAEEER"
* “REEG I B S R R 1

 SHELARE

fEFRIR

Kubernetes 1F4EHRE (PV ) ARG IRIEA]EVRIRE R BMEZ o AT LIZEILRF
FB Astra Trident Z 37 FUREIEE RER ~ FE A Astra Trident SMEREEIIHIIRER ~ RRIRAREBEL
IR E « URERBEREIREEEN o

Ef
meE

& Volume Snapshot ontap-nas * ontap-nas-flexgroup * ontap-san ‘ ontap-san-economy *
solidfire-san ™ gcp-cvs M ‘azure-netapp-files EBHIFET :

FIsEZ Al

S BB IMNEBIRERIEFIZZAMEETERER (CRD) ~ A SEFERARER o IE=&Kubernetes OrchestratorfYEE (
4N : Kubeadm ~ GKE ~ OpenShift) o

MREIKubernetesB iR AR B 2 IR IBEZEHRIZFFCRD ~ 552E] ZBZE Volume Snapshot %25 o

@ YNR7E GKE IRIFHFZIERMIRE IR 5771 RIRIERIZR - GKEEA NERIIRETURRIE
il
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BIHIRERER

1. #3I VolumeSnapshotClass ° UIFEHAMELN » 552/ "Volume SnapshotClass” °

° o driver ¥5[A Astra Trident CSI EEEIFET, o

° deletionPolicy AJLA Delete Bf Retain © :REAKF Retain  HFHE FMEREIRIRE « BMEE
VolumeSnapshot I ERIBE o

gl

cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. #37I8A PVC HIIREE o
&)
° IEEFIEIRITIRAPVCRIIREE o

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:
persistentVolumeClaimName: pvcl

° bEEH A %TEA PVC BY Volume Snapshot ¥4I —1E pvcel 1REBETER % pvel-snap © Volume
Snapshotf8LIFAPVC ~ W E2AERERE VolumeSnapshotContent NREBRIREBAIYIHG o

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

o fRAI AR VolumeSnapshotContent FI¥IMF pvel-snap $E#ftVolume Snapshot © ° Snapshot
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https://docs.netapp.com/zh-tw/trident-2402/trident-reference/objects.html#kubernetes-volumesnapshotclass-objects

Content Name BRI IRIBAIVolume SnapshotContent¥Jff o © Ready To Use BERTIREE
BIAREILH PVC o

kubectl describe volumesnapshots pvcl-snap

Name : pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29Z
Ready To Use: true
Restore Size: 3Gi

IR B IRIREIL PVC

EE] LAERS dataSource #HA%AHY Volume Snapshot #£17 PVC <pvc-name> IABERIKIR o BILFKAE
REMRREZE -« DR EMNEIPod L « BEEREMEMKA ERERIE—KER -

(D HHEZIRE Volume FREEMIE—BERIREIL PVC ° FA2[E "KB | B AEEMBIHEIL Trident PVC
Snapshot B PVC" °

UTEHIERZEI PVC pvcl-snap MiABERKIR o
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cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

FE A Volume 3RER

Astra Trident 3Z#% "Kubernetes TS ERVIRIRIEF" Al B EEIES I VolumeSnapshotContent 1
Astra Trident MNERFEIZ B4/ FOEE A PRER ©

FEYaZ Bl
Astra Trident AZEE 3217 o FE A RIBR R TR ©

1. *FBEEHE | * &1 VolumeSnapshotContent 2B EBIHIRIBAIMIE o EGEFE Astra Trident FAYIRIBT
ERAZ ©

° IEHIEE R IRIRIBAIATE annotations A trident.netapp.io/internalSnapshotName:
<"backend-snapshot-name"> °

° }§7 <name-of-parent-volume-in-trident>/<volume-snapshot-content-name> £/
snapshotHandle ° S PIMERIREBILIZH4S Astra Trident FIMHE—E A ListSnapshots HE :

@ o <volumeSnapshotContentName> Y CR m#&bRH| - EEKERMESRIFIREL
& o

gl
TEIEEHFEIL VolumeSnapshotContent BEREBIFIRIBAIIMIH snap-01 ©

177


https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static
https://kubernetes.io/docs/concepts/storage/volume-snapshots/#static

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-

content—-name>

2. *FEEIE . * I VolumeSnapshot 28HJ CR VolumeSnapshotContent ¥ | B ERIFEUELL
{8 VolumeSnapshot EIEERI AR TR ©

g

T5EEFIFEIL VvolumeSnapshot CR &% import-snap B2 EM VolumeSnapshotContent B&id
import-snap-content °

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: import-snap
spec:
# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)
source:

volumeSnapshotContentName: import-snap-content

3. * AEPRIE (FHFHEUEEITE) : * NSRRI AT PRI EEILA VolumeSnapshotContent M#HIT
ListSnapshots B EE : Astra Trident %17 TridentSnapshot ©

o HMERIRIRBIE SR E VolumeSnapshotContent & readyToUse #l VolumeSnapshot & true ©
° Trident 38E readyToUse=true °

4. *(E{AfEHEZE © * 1L PersistentVolumeClaim MUBE A VolumeSnapshot » HH
spec.dataSource (8 spec.dataSourceRef) B4 VolumeSnapshot i o

#
TEUEEHEIL—IE PVC 288 volumeSnapshot BAi% import-snap ©
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

fEFIRIEMTE Volume &}

IRERE #RTER AEE - URBERETE REENHIEEZETIRAMEAM ontap-nas M ontap-nas-
economy EBENFER | BXFE . snapshot BRFNRRBRIRESTHNER o

&£ Volume Snapshot Restore ONTAP CLI &R IE R 2 FcaIRIRPECERAIARRE o

clusterl::*> volume snapshot restore -vserver vsO -volume vol3 -snapshot
vol3 snap_ archive

@ ETEFRRBELRE - SERIRAN Volume #HAE o BIREBIEAZBE Volume BRIFAHAVE
ERGERK -

REBEERTER AR ~ U ERETE R ENMIEREZESZRAEES M ontap-nas | ontap—-nas-
economy BEENFET, | BYFH . snapshot EFEIREBIREE B LR

() HURRRmEES  ERRHA oume 1 - RITHIREEZ 3 Voume HHFHIE
FHEMLK -
R T R R R

Astra Control Provisioner £ ( TASR) CR {REBEAIREIRRIRMIEIEREZER
TridentActionSnapshotRestore IHE ° It CR & Kubernetes BINEITEN ~ EEXE MBI ZIFERFE °

Astra Control Provisioner 353 ontap-san * ontap-san-economy * ontap-nas > ontap-nas-
flexgroup azure-netapp-files s v gcp-cvs solidfire-san FEEFNFEL o

G Z Al
T ARARAIRM PVC MRTFAB Volume TRER o
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58 PVC iARE% TE&EES) o

kubectl get pvc

* BgsE Volume RIBR B EEFmAE R HER -

kubectl get vs

1. #1317 TASR CR ° ZxfillE PVC # Volume Snapshot Bll# CR pvcl pvcl-snapshot ©

cat tasr-pvcl-snapshot.yaml

apiVersion: vl
kind: TridentActionSnapshotRestore
metadata:
name: this-doesnt-matter
namespace: trident
spec:
pvcName: pvcl
volumeSnapshotName: pvcl-snapshot

2. EF CR MURHRIRIZER o bR Snapshot 118 pvcl ©

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/this-doesnt-matter

created

+
i

Astra Control Provisioner Z{EIRERIZFE R} o (K 0] LUEREE IRIRZFAKEE o
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kubectl get tasr -o yaml

apiVersion: vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: this-doesnt-matter
namespace: trident

resourceVersion: "3453847"
uid: <uid>
spec:

pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:

startTime: "2023-04-14T00:20:34z2"
completionTime: "2023-04-14T00:20:372"
state: Succeeded

kind: List

metadata:

resourceVersion: ""

* EARZEIERT « Astra Control Provisioner A E1E5 £ MIERF B ENE R (EE - BEEBXRH

@ UL o

* FABEESEFIVERD Kubernetes EMAEFIAEXRESEIESRER « FEEHEARER
=PRI TASRCR ©

£/ Volume Snapshot Restore ONTAP CLI # R &R R 2 Ao pi IR BR P Se SR RUAKEE o

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap archive

&= B HEREIRERRY PV
ks BB 1BRIIRIBAYIEE Volumers ~ HFEMI Trident Volume B F 2 THIFRHREE) o #8F% Volume TREBLUMIFS

Astra Trident Volume °

Z82 Volume Snapshot Z#!/2%
MRIEHIKubernetes B MARAS R B FRIBIEFIRME L FRA ~ I UK T A REITIHE ©
SR
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1. #137Volume SnapshotZFZERH o

cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. #37SnapshotiZHl2s o

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

@ MBENE ~ 558X deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yaml FIEF namespace EfERIEHZERM ©

1ERAELS

* "VolumeREE"

* "Volume SnapshotClass"
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