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kubectl get event -A --field-selector involvedObject.name=<Kubernetes node

name>
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Astra TridentAI 55! TridentEi B CR_E SEEIRLFRRUARVARTS - BERMRERREIMARTS « 5FHIT :

tridentctl get node -o wide -n <Trident namespace>
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RHEL 8.X E

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common
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‘/etc/iscsi/iscsid.conf °© JoE& 12.7 IREFTE L E FIPS 22H) CHAP &% SHA1 + SHA-256
1 SHA3-256 o

sudo sed -i 's/”\(node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf

* BfEAHIT RHEL / RedHat CoreOS ##C iISCSI PV B T {EER2LEF  357F StorageClass H35%E discard
mountOption EITARERZEMEIK © 552/ "RedHat> " o
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sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-
mapper-multipath

N

. ¥ &Eiscsite-initier-utilshk 4~ & 236.6.0.874-2.el7e{ EHTHR S ©

rpom -gq iscsi-initiator-utils

3. RiFHRATFH

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. RS ERK:
sudo mpathconf --enable --with multipathd y --find multipaths n
(D FE{R etc/multipath.conf & “find_multipaths no 7 “defaults™ & ©

S. FERE ‘iscsid' A “multipathd IEFEHT :

sudo systemctl enable --now iscsid multipathd

6. BHEMZEE iscsi -

sudo systemctl enable --now iscsi

Ubuntu
1. ZETIRREN -

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

2. G B RRISCSIRRAEE 42.0.874-5ubuntu2 + 10 EHARAS (GEAREEEKR) 5(2.0.874-
7.1ubuntu6. 1 EFRRA CGERNER)



dpkg -1 open-iscsi

3. RRHERATFE

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. BAZEREK:

sudo tee /etc/multipath.conf <<-'EOF
defaults {
user friendly names yes
find multipaths no
}
EQF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

(D HE{R etc/multipath.conf &8 “find_multipaths no 7 “defaults & ©

5. FERE “open-iscsi' BRI multipath-tools #1417 :

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi

(D H52 Ubuntu 18.04 ~ BN BRIFRBEIZEFIE iscsiadm ~ RBAHE open-iscsi B
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LERTHET iISCSI BRIEERE ~ 357E helm L8 helm BHTHAREE iscsiSelfHealingInterval
‘iscsiSelfHealingWaitTime' 22§ o

LT EHI# iISCSI BREERRRA 3 7iE « MBREESERERS 6 7iE !

helm install trident trident-operator-100.2406.0.tgz --set
iscsiSelfHealingInterval=3m0s --set iscsiSelfHealingWaitTime=6m0Os -n
trident

#A

LERTHET iISCS| BHEERT  sAERIEHEH tridentct! HEEEE “iscsi-self-healing-interval #
‘iscsi-self-healing-wait-time” 2 o

LUT 6 iISCSI BREERIIRRA 3 £iE - MBREEZERERS 6 DiE !

tridentctl install --iscsi-self-healing-interval=3m0Os --iscsi-self
-healing-wait-time=6m0Os -n trident

NVMe / TCP iRk &
ERBERANEEERMIIGSRELE NVMe TA ©

* NVMe ZEE RHEL 9 S{EHHRAs o

@ * ¥R Kubernetes BIZEAIZIORRASKE ~ I NVMe EHEEZRARERIZORRES SR FEXE
A NVMe E4iS BIZEHMZ O R EF A —1E o

RHEL 9

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp
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cat /etc/nvme/hostngn
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* "R 7ECloud Volumes Service & Google Cloud Platformi& xR AE"

* "RENetApp HCI —(BF R ZINAERISolidFire 1 "

* "fFEFONTAP IIEAR—HICloud Volumes ONTAP NASERENTE =X 2K 58 & & i "
* "ERONTAP IIFER—HICloud Volumes ONTAP SANBBENTE =X 3K 5% & £ "
* "{EFAstra Tridentf&EZAmazon FSX for NetApp ONTAP f#R 5 2"

Azure NetApp Files

5 EAzure NetApp Files —{EFFEE1& i

&R LU#& Azure NetApp Files 52 E % Astra Trident F91&im o & B]LAfEER Azure NetApp
Files &i3E1% NFS 1 SMB MiHE&E o Astra Trident th323&{EF Azure Kubernetes
Services (aks) H=ENTEEB D HPIREITREEIR o

Azure NetApp Files SEENT2T{sE4AE T

Astra Trident 12 5! Azure NetApp Files #7Z5RENTENRE B LB - TIEMNEFRIENEIE :
ReadWriteOnce (rwo) - ReadOnlyMany ( ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod
(RWOP) o

EBEER BHIBE  VolumetE® ZIBMFEUET SIS ERY
azure-netapp-files NFSSMB {EZR&A#4 Rwo ~ ROX ~ rwx ~ nfs > smb
RWOP
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EEHE A

Astra Trident 328 "565 5905 5"Azure Kubernetes IRFFFEE - EEEFHEE B0 A TR ElE B IR
INEE ~ [CAZBEE ©

* {FH aks ZBERY Kubernetes F&
* 1f aks Kubernetes ==& 5 ENFEE S DAl

* LT Astra Trident » EFEI$E cloudProvider to specify "Azure" ©

TridentZE ¥

G EFEA Trident EH FL4E Astra Trident ~ 554R#8 tridentorchestrator cr.yaml UERES
‘cloudProvider "Azure" ° Y0 :

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

e
LU T & H{ERIRIEE 8045 Astra Trident Set &% cloudProvider ' & Azure “$CP

helm install trident trident-operator-100.2406.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code> EY[A] </code>

LUT &5 &4 Astra Trident I ASFEIZERE cloudProvider 2 “Azure .

tridentctl install --cloud-provider="Azure" -n trident


https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview

S A Gl
Fim S 7355 A58 Kubernetes Pod U T{E& & 77 EasE 5R1FEY Azure BIR ~ MIFRABAFER Azure 5855 ©
EETE Azure PERAZEIRS 7#A ~ CERME :

* £ aks EFERY Kubernetes 25

* £ OKS Kubernetes =5 LR EN T EE & A oidc-c3E1T &
* B&EE Astra Trident ~ EFE S “cloudProvider 57 “"Azure" Kz “cloudldentity 5 TE& &8 5 #5189
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G EFEA Trident EH FL4E Astra Trident ~ 554R#8 tridentorchestrator cr.yaml MUERES
‘cloudProvider "Azure" » MiERTE cloudIdentity 7%
‘azure.workload.identity/client-1d: XXXXXXXX—XXKXX—XXXKXK—XXKXX-XXXKXKXXKXKXXKX ©

g0 -

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
*cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-—

KXXX—XXXKX—XXXXXXKXKXXXX " *

Efe
ERATIIRIGEHRTE * BinttEs (CP) *M*ZmF oA (Cl) * ERNE !

1\

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX—XXXX—=XXXX—XXXX=
XXXXXXXXXXX"

LU EHIZEE Astra Trident ~ Mi{FERIRIEEBESTE cloudProvider 4 Azure “$CP ~ Mi{FAIRIE
B SCI'BE “cloudIdentity :

helm install trident trident-operator-100.2406.0.tgz --set
cloudProvider=$CP --set cloudIdentity=$CI

<code> HY[A] </code>

ERATIIRIEHRE © DR * # * Tin IDENTITY * HERAIME :

i

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX—=XXXX—XXXX=
:$:9:9:9:9:9:0:0:0:0. &

LU Z24E Astra Trident M ASFEAZERE cloud-provider 4 “SCP ™ # cloud-identity SCI

tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident
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WMREEFE—R(ER Azure NetApp Files ~ SRETEMAIEER ~ BIAN EIT —EVIIARTE ~ A HERTE Azure
NetApp Files I Z37 NFS Volume ° 5528 "Azure : 52 EAzure NetApp Files THAELLZEIINFS Volume" o

EERTERER "Azure NetApp Files"#ig « BB T5)ER
*clientID £ AKS =E LFHATEESDMAIEF » "subscriptionID ™ tenantID

@ “location' 1 “clientSecret 2EEARY ©
* tenantID ‘clientiD'#] 'clientSecret B7f AKS # & FEAEIR S 755 REHEFAIHAE

* REEE - 5528 "Microsoft : % Azure NetApp Files BIIAEEE" o
* Zik4A Azure NetApp Files FYF4EER o 5 2R "Microsoft | 1§ FAIERZ k4G Azure NetApp Files" ©
* “subscriptionID #£ BB Azure NetApp Files B Azure sJEIAERS o

* Ml clientSecret 2REB Azure Active Directory BY"fEFFETEEM" tenantID - “clientiD'BEH
Azure NetApp Files IRFERVE SR - FEARE X B REMER TIIHAP—IE :

c ERENEREAR BAzUreTATER" ©

c a"BE]EMEAG" EsIREMR(assignablescopes) ~ BB THIHER - {ZFRHC Astra Trident FREEHY
R - By B:TABR B FHAzure A4S RAR" > o
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n id" .

"/subscriptions/<subscription-

id>/providers/Microsoft.Authorization/roleDefinitions/<role-

definition-id>",

"properties": {
"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited

permissions",

"assignableScopes": [

1,

"/subscriptions/<subscription-id>"

"permissions": [

"Microsoft

"Microsoft

"Microsoft

"Microsoft

"Microsoft

"Microsoft

read",

"Microsoft

write",

"Microsoft
delete",

"Microsoft
ts/read",

"Microsoft

{

"actions": |

.NetApp/netAppAccounts/capacityPools/read",

.NetApp/netAppAccounts/capacityPools/write",

.NetApp/netAppAccounts/capacityPools/volumes/read",

.NetApp/netAppAccounts/capacityPools/volumes/write",

.NetApp/netAppAccounts/capacityPools/volumes/delete",

.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

.NetApp/netAppAccounts/capacityPools/volumes/MountTarge

"Microsoft.Network/virtualNetworks/read",

.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/read"
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"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

I

"notActions": [],
"dataActions": [],

"notDataActions": []

EE/D—E "ZkBIF4EE" "B Azure location ° 1 Trident 22.01 BA%4 ~ It "location 282 & ImAHRERE
L FEBRIER(L c ERAKRERES RAPISENMEE o

6 Cloud Tdentity > ¥t "EAEIERAEESDWAIER client 10 WEPIEER 1D

‘azure.workload.identity/client-1d: XXXXXXXX—XXKXX—XXXKXK—XXKXX-XKXXKXXXXKXXKX ©

A

]

SMBHEFEE I E(thZERK
HEEIT SMB Volume ~ W BERE -

* Active Directory B EMEARZE Azure NetApp Files © 52 "Microsoft © EI7 & EIE Azure NetApp Files
B9 Active Directory Z4g"

* Kubernetes&=HE B HELinuxiTHIZSEIRL « LUIKRE/D—{E#ITWindows Server 20228YWindows T{EEf
2t o Astra Trident{E 1B ZEEFWindowsEiZS_F #{THIPod_E AISMBIAIER o

* E/bE—{@ Astra Trident #3Z « WS 1EHY Active Directory 58:5% ~ LUE Azure NetApp Files SE$9ER:EE
Active Directory ° 4 smbcreds -

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* BEAWindowsRFEHISCSI Proxy © BERTFE csi-proxy * H2RK"GitHub : A WindowsHISCSI
Proxy" ~ BE"GitHub : csi Proxy"f#7f Windows E#{THY Kubernetes Bi%f o
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REEFRM BIREH4H//<NetApptRB>/<BRE2E FA>
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T4 BEIREHAR/ < BRI < FHERR>
VolumeE RECE

CRAILITEAARSAE RS TR B B TREETE TUIEIR ~ LUERITEREIVolumeBIRECE © 41 [#HASEEY] BeFEEN ~ 52
RS o

2¥ BokZ 56
exportRule B LhipThiA AR & ROARAY r0.00.0.0/0J

“exportRule’ 7B LU SR FRAYE
B « HAhF|H{ERILL CIDR FRiviE
TR IPv4 {iitEy IPv4 F4HERAR
& o SMBHHEE B ZBE o

snapshotDir el snapshotBE#289A] RE "R
size AR & AYTER K/ 100258
unixPermissions AR ERIUNIXHERR (4@ &L " (FEELRE ST REHRE)

HF) o SMBHiR&EBERARE o

AEREEE

rm

THSEABTERERE « BANDSHFREERE - ERERBRIHEREENTTE -
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ERBHREMNEBIRARE - B TEIEERE « Astra Trident IFREERENME T ZEIRL Azure NetApp
Files BUFTE NetApp tRE - REEEM FHEE « WFEEEHRIEEREEP—EEEM FAERK L - BRE
B& « At nasType nfs SEMRTERE » MEBIRE A NFS MIREETERICE °

ECMIFIATEERA Azure NetApp Files W AR « BIRAREIEEERE « BER LESREREAEEN
HARRE SR RAS MV SRR ©

i

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus

BIENS 75!

EfEBIR4EAE subscriptionID BHME v “tenantID™ clientID'# “clientSecret ™ SLEEfE
Bt E B o # R RFRYERINEE ©

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1

storageDriverName: azure-netapp-files

capacityPools: ["ultra-pool"]
resourceGroups: ["aks-ami-eastus-rg"]
netappAccounts: ["smb-na"]

virtualNetwork: eastus-prod-vnet

subnet: eastus—-anf-subnet
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EEBIMAHEEZAEIR - clientID M “clientSecret ™ & tenantlD BEAEiRE 955 RFAYE R TH

aE
RE °

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools: ["ultra-pool"]
resourceGroups: ["aks-ami-eastus-rg"]
netappAccounts: ["smb-na"]
virtualNetwork: eastus-prod-vnet
subnet: eastus—-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

o

REEERESRNIERBERAR

B IRARRE S S AR & B TE Azure BIIE ~ W ER eastus AEBEEH "Ultra o Astra Trident @ B &)
BFRERZAUBFEIRE Azure NetApp Files FIFRE F4REE ~ W EE P —EFHER L NEFHERE °

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET

location: eastus

servicelevel: Ultra

capacityPools:

- application-group-1l/account-1/ultra-1

- application-group-1/account-1/ultra-2



‘IR AE— DR RE N E S E R N EE—FEE - MELE D VolumeBIRECETRR(E

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi

unixPermissions: '0777"'
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fEKubernetesH T A KRB LR REFERRF « EREMR - EFURERANREE D

performance °

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2
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Astra Trident AIRIREIHA AT AMEE - ATEEHIRMHEZEIR o "supportedTopologies’ tE1& imAH R& A
HERARRESERIENEFMNERFE o bEIEENERNEHEXNBHTESEME Kubernetes F5EE1E,
FREENEIHNEEE - SLEFMERRRAEFEENPRENATESE - HNE3RIEAIRHEE
IR &I FEMETZSER] - Astra Trident EEFFLE IS EIRHE T HIEE o NFTEFME ~ 55 &

F TesithiZ) "800 o

version: 1

storageDriverName: azure-netapp-files

subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451

tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct

clientID: dd043f63-bf8e-fake-8076-8de91le5713aa

clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2

supportedTopologies:

- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-1

- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-2

REFENESR
%! “StorageClass' & &g L EFE R o
ERRIAEZELF parameter.selector

fEH - parameter. selector BRI UABNREE volume HEEREREEIEE "StorageClass © AL
EEEMENBERNPERSEER -
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"

allowVolumeExpansion: true

SMBHHR & B E Z S5

=2 nasType ® node—stage—secret—name‘*ﬂ ‘node-stage-secret-namespace ’ RAIL3EE SMB
HERE & W IR T EERY Active Directory 5358 ©
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: "default"

SEmRERERRENEE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

BEMREERRERNEE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}



(D nasType: smb 1E sMB MiEERIEEEFEESS © "nasType: nfs 8 "nasType: null
NFS EERVEFESS o

FERVAE- Yy
B RIRAEEZE  BRIT ST
tridentctl create backend -f <backend-file>
MRBIREILKLYN - RNBIRAERARE o I UBIT < RKigRacEk ~ UHIETNRE -

tridentctl logs

AL AEFARRSIERIRIREZ 8 ~ ERIUBR#TTcreatedn < ©
Google Cloud NetApp Volumes

%7€ Google Cloud NetApp Volumes &

CIRTERT LU Google Cloud NetApp Volumes 5&7E 4y Astra Trident B8 1% o (SR LUEH
Google Cloud NetApp Volumes & i3RI NFS HAREE o

Google Cloud NetApp Volumes is a tech preview feature in Astra Trident
24.06.

Google Cloud NetApp Volumes SEENFET s EAHE R}

Astra Trident 12 google-cloud-netapp-volumes EFEEBINEEEELR « TIEMNFIUER S1F :
ReadWriteOnce (rwo) - ReadOnlyMany ( ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod
(RWOP) o

EEgiE B8IHBE  VolumetZXl ZIRHIFEUER SIERIIEERS
google-cloud- NFS ERAR Rwo » ROX ~ rwx nfs
netapp-volumes RWOP

MR T Google Cloud NetApp Volumes &1
7EI&E8 € Google Cloud NetApp Volumes #&ifZ Al ~ A BRERFATE THIEX o

NFS Volume FYAE(EH

WMRIEEE—R{FEH Google Cloud NetApp Volumes ~ EEMUEFA « BIEEEITLEVIBRTE -« 7T HER

7 Google Cloud NetApp Volumes i #2317 NFS Volume ° 552F] "Bl Z A" ©
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7E£5& € Google Cloud NetApp Volumes &ixZ Hii ~ :5Ac R GRS F5EE !

* {#F Google Cloud NetApp Volumes ARFE&EBY Google Cloud #RF ° s52R] "Google Cloud NetApp
Volumes"

* Google Cloud tRFRBEZARE - S52H "HAIFE" -

* A% Volumes Admin ( NetApp Volume BIE) AfB Google Cloud BRFSIRE
(netappcloudvolumes.admin ° 552[H "B oA EEEEEAEEER" o

1569 GONV IRFBY AP SIRISE © SSR "2/ AP| SERIE(THE"
T © SR e .

WNFEUNMAIELE Google Cloud NetApp Volumes ZZEVERRVEEAE ST ~ 55 "5 & Google Cloud NetApp Volumes
HEEUE"2/ -

Google Cloud NetApp Volumes % im4H A5 52BN S5
BEf# Google Cloud NetApp Volumes FY NFS & imARREEEIE ~ MIAGRIARREEEH o

R ImAERRETE
BER KA GEE—Google Cloud@IHFE EHIRE - EB2EHMEBHETHMIRFE - KA UERHE MBI

2R =REA TE%
version Kz
storageDriverName FEFREIEN LTS 1B

storageDriverName %4
HEES T googoogle B
U -NetApp-Volumes | ©

backendName (ER) REFRIENBEIRE SEEniziaiE+ [_1 + AP
EIRAT—ERD

storagePools ER2¥ - ANEERREIIMEENFEERIRM o

projectNumber Google Cloudik BB ZE4R3% o ILL{EREGoogle Cloud
ADRILEEHRE o

location Astra Trident 237 GCNV Volume B Google Cloud {if

B o B B&EIH Kubernetes S50 ~ 1EPIE AVRELGE
& location AJAIREZE Google Cloud EIgHIERRL
THIRENIFas - BEEIERETELEEINRE ©

apiKey BEABILATM Google Cloud BRFEIRE B API 58
netappcloudvolumes.admin ©° EEF'@%“Google
CloudiR#5iRPRAZEEIRIER (BFEREIRIRMERE
) BYJSON-HEXLAZR ° apiKey WEES FEEH
TIBERY ¢ type project id»~
client email » client id*“ auth uri
token uri auth provider x509 cert url Al
client x509 cert urle

nfsMountOptions FEAMIZTEINF SHMEETE o "nfsves=3"
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limitVolumeSize MREREIRE A/ NS IE ~ BIERRERK o " (FERASRHIETT)

serviceLevel EFMREEEERRTEER - BLEETIE flex
standard > premium '3f ‘extreme °©

network F GCNV Volume BY Google Cloud 482 o

debugTraceFlags SRS HHRR B A ERIEE o #f) - null

{"api":false, "method":true} ° BRIEMIEEE
ﬁ&ié&ﬁtﬁ@jﬁ% SHAARYECERIBED ~ BRIEZE ALY
BE °

supportedTopologies RRILEBIRAIZERNEHNEFE - WFFME
55 " TesithiE) "2 - a0 :

supportedTopologies:

- topology.kubernetes.io/region: europe-
westb

topology.kubernetes.io/zone: europe-
west6-b

VolumeH RECE IR

e AT 4EREHE AV & ER P HIFEREAY Volume BIRECE defaults ©

2% =R AR TE5%
exportRule IR EAVE LR o MBRLUE 0.00.0.0/0

SRS PRAYEM IPv4 (HHEATBE
snapshotDir 77EY ".snapshot’ B % "fBR"
snapshotReserve REB4AIREBRIEIEE B 2L " (JE=ZTERMEO0)
unixPermissions B AIUNIXIERR (4@ &M "

HF) o
ARREEEI

THHGIETERERE  BARDSBREERE - ERERREREENSE -
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NetApp
nasTyp

=2 1EMIBYA1ER Google Cloud NetApp Volumes st RS ~ {SIE4ARAEIEF1EA8 « (B B[R LITROIFEE

Volumes BIFFBEREFE IR « il]ff‘fé'*;&%ﬁ—ﬁﬁﬁzzﬁl?_uﬁﬂl?’_ Hf—E&RM L - Bit&iR « Eit
e nfs EEMAERE - MEBIHES NFS HEREEITERLKE °

RPRECERY Volume 1R {HEESMNVEEE] ©

apiv

kind:

meta

ersion: vl
Secret
data:

name: backend-tbc-gcnv-secret

type:

stri
pr
pr

Opaque

ngData:

ivate key id: 'f2cbbted6d7ccl0c453£7d3406£c700c5df0ab%ec’
ivate key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
XsYgogyxy4zg701lwWgLwGa==

A& o BT EIE4ERE « Astra Trident EFREEREMEPRZRIKA Google Cloud
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apivVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '123455380079'
location: europe-west6
servicelLevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: '103346282737811234567"'
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



£/ StoragePools EfiE23E1TAHRS

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: 'f2cbb6ted6d7ccl0c453£7d3406£c700c5df0ab9ec’
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3b1l/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE47K3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgogyxy4zqg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-gcnv
spec:
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version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '123455380079"
location: europe-westo6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-westb6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: '103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:

name: backend-tbc-gcnv-secret



EREEAER

LERIFAEETE—ERPEESAEREER - EREERTE—HHPER storage - BEREZAREER
TEARAEMIRFEE LR - MEEEERE Kubernetes FEII KRS LEE RAVHETZIERF « SLEINFEFMERA ©
EREEEBANRESEE o A0 ~ E TEMERFIF « performance M servicelevel FHREH
REDEREER

T U ELETEREREABERRBERER « TEBERER EREENTERE o /£ FHI#FH
snapshotReserve * iz exportRule MARE EREETERE °

IEFHMEEN ~ 55 "EHERMNSHE o

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: 'f2cbbted6d7ccl0c453£7d3406£c700c5df0ab9ec’

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
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znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zqg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '123455380079"
location: europe-westo6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prodlmy-gcnv-
project.iam.gserviceaccount.com
client id: '103346282737811234567"'
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: '10'
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard
servicelevel: standard



ETRIE?
BiURImERBIEZR - SFRIT T -

kubectl create -f <backend-file>

AERRRIREMRINEIL ~ SFRIT TS -

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID

PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fd1f£f9-b234-477e-88£d-713913294£65
Bound Success

MR BIHEILKRK « RTBIGHERARE o S UER < RIMME L kubect]l get
tridentbackendconfig <backend-name> * BEBIT F7dr< K Rsciz U FEIREA -

tridentctl logs

A MAEEABREIERIEE 2 8 ~ R UMIBRE IR ~ A BRHIT create 85 % ©
ELHA

#FEER EZLA

TR L imaE A StorageClass EF o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

* FREANEERBIESE parameter.selector © *

{#H - parameter.selector ERIUABRRIEE Volume BIEEFSE StorageClass "EER" o ZHEE

SHEMENER NP ERSERER
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=extreme"
backendType: "google-cloud-netapp-volumes"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: premium-sc
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium"
backendType: "google-cloud-netapp-volumes"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=standard"
backendType: "google-cloud-netapp-volumes"

WNEECETFLERAYEEARE T ~ 58 "B (HTFER 2] -
PVC E&EEH

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

EEHEP PVC REZR - FWTTIIHS



kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

gecnv-nfs-pve Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb79%9a213 100Gi
RWX gcnv-—nfs-sc 1m

#%E Cloud Volumes Service #EAtGoogle Cloudf&ixIIINAE

BCloud Volumes Service f2UN{AI{E AR HEAVEEHIAERE ~ #ENetApp for Google Cloud:&iE
A Astra TridentZEERI B o

Google Cloud SRBITE T EFAHE I

Astra Trident &t gcp-cvs BIREEANEHIER - TEHFEUERE1E | ReadWriteOnce (rwo) -
ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod (RWOP) o

EBEFET, BHIE VolumetdE® HIEMNZEUER SERIERERL
gcp-cvs NFS EERG Rwo » ROX ~ rwx » nfs
RWOP

FEABEfZAstra Trident¥fCloud Volumes Service Google Cloudfy3z %

Astra Trident AJLATE"ARFSEEE " L T A& BY—FEH L Cloud Volumes Service Volume -

* * CVSHBE* : TAEkRYAstra TridentARFS4EE! - EREMAEREF(EHRFBEERBESERMENEREELEE
& o CVSUBERRTS4AT! B —TEMFRSETA ~ A X ER/V00 GIBA/NBIHEFRR o 8] LUSEIE = EIRFEE 4R T3
Hep—I5 :

° standard
° premium

° extreme

* *CVS ! CVSIRBHRRE RIS LB RE « (BMAESRERNPE - CVSIRFFIRIE —BENASEIA « LAk
FERMEERNE1 GBHHIRE - #EFERNRZSFIEIS50EHEE - HhAHIRe S AT R
HBEMREE o ERILUEE MR E AR T Hp—IE -

° standardsw
° zoneredundantstandardsw
EENER
ERMER "#ERR Google Cloud Cloud Volumes Service"#if « IEEEFFIEH :
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* Google CloudfR/A B & ENetApp Cloud Volumes Service IHAE
* Google Cloudik B FYZE Z4R5%

35


https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident
https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident

* BAIEAER Google Cloud Service &k netappcloudvolumes.admin
* API& #8122 « f£Cloud Volumes Service &RIIA E REEH

2¥ SR Fa®

version IKIZA
storageDriverName HEREIEN LTS 'GCP-CVS]
backendName B & BIEFE R EEshiziaf@+ [ +API

T/ —H7

storageClass BRISECVSARFFIEEAERZSE - AR software”
B2 cvs ARFELER! o [BH) > Astra Trident iR
A cvs-Performance BRFELEEE! (‘hardware) o

storagePools {EFRCVSHRFEEREY o AR ~ ANTEE AR B
ENEFEEIRM o

projectNumber Google CloudtkFE24R3% o tb{ERI7£Google Cloud
AO@EEEERE -

hostProjectNumber  WIRFERAHEZVPCHEEE « AIBMEIEH ° ELEZEAIH
projectNumber * BIRFEEZE
“hostProjectNumber th 2 T o

apiRegion Astra TridentfEGoogle Cloud@&1%#£17Cloud Volumes
Service T ZEA2HIINGEE o BILEEE Kubernetes
HERF ~ EPE IR E apiRegion Al R EZ(E
Google Cloud EIZHIEIRL_ EBFZR T EE S o BB&@ig
MEGELLRIMNEA

apiKey BAILA®R Google Cloud RFSIREHI APl £58
netappcloudvolumes.admin ©° EEF'@%“Google
CloudBRFSIRFMEEIRIER (BFERIBIREREE
) BYJSON-IEHXAR ©

proxyURL Proxy URL (U1RFEEProxyf@iRZ3 A BEELF ECVSIR
F) ° ProxyfRlARZ8FIAEBHTTP ProxyZHTTPS
Proxy o HHAHTTPS Proxy - 2 BE&REEE « LT
TEProxyfRIARESFIEA B R EZBRESE - FZIRERA
ERs%MIProxyfalIRES ©

nfsMountOptions FEAMIZEHINF ST 8 35E1E o "nfsves=3"
limitVolumeSize MEERPEEERNSHIRULE « WEREELRK - " (FERAEFIBIT)
servicelevel BRARHHIREERNCVSBET CVSARTRE 4R - CVS- CVSMpETE:R A M2

Performance {E£2#& standard © premium’ 3
‘extreme ° CVS {EF standardsw' 3§
‘zoneredundantstandardsw °

network Google Cloud#8E&FH?Cloud Volumes Service R E

FIAEERIRIRE o
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W

#

debugTraceFlags

allowedTopologies

Volume X R EEIE

=R EH BER

SRS DEARR 2L ARV EEEIERT o 2661 - null
\{"api":false, "method":true} ° FRIEMEIETE
EITRREHERR 5 B AHRVECERAEED ~ BRI ZIERILE
INBE ©

EERAEEEEFE « B9 StorageClass &
allowedTopologies WABEEFIEME - U0 :
‘- key: topology.kubernetes.io/region
values:

- us-eastl

- europe-westl

A UTE RSB RN E B EHITERAY Volume BIRECE defaults ©

2

exportRule

snapshotDir
snapshotReserve

size

CVSHAERRFS LR &L

R EH BER

HEERMELIRR - XBEMEE  10.00.0.0/0]
SENPRAYEE « LICIDRETESIE
FRrEMIIPvA{IHESY IPv4F 48R 4R

P

o

FEX *.snapshot’ B &% =
REBRBIRIEEE " (BECVSTRRIERO)

HMHERRAIA/) - CVSHRERIE  CVSHAERRFBRERS T
#5100 GiB ° CVS&{&#1 GiB © 100GiB1 ° CVSIRFSERELIIRERTE
faRE - BEDFE1GB -

THISEAIRHMCVSABEARFS AT RISEHIXERS o
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SRR MR REBERNTERCVSMARFALNRIEBRIRAERE -

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"'

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com



A2 : IRFEEARAERS

AR HIERPARIRMERREEIR  BERFSE R VolumeTasR(E °

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelLevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti
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A 3 | EREEMER

IEEEFI(ER “storage KB EEHIER « LUKk "StorageClasses A EFHRBEFIN o BREHFENES
L BB R EFERNER A ©

LR S #H A ERERR T ENTERE ~ 5584 5% ~ 5% snapshotReserve % “exportRule
0.0.0.0/0 ° EREERTE—HIPEE storage ° HEEREREEMETEITESR servicelevel » Bt
EEEESTERE c ERMMERBARIREN protection BOM “performance ©

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sa@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/v1l/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
labels:
cloud: gcp
region: us-west2
storage:
- labels:
performance: extreme
protection: extra
servicelevel: extreme
defaults:
snapshotDir: 'true'
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snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:
performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard

HEFERER

% StorageClassEE& BN EREEAREEF) o fEF “parameters.selector B ~ & A] LA A {E StorageClass
IEEAREIEHEENERER - ZHEETEFMENE RIFTERSERT °
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-standard
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=standard"



allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extra-protection
provisioner: csi.trident.netapp.io
parameters:

selector: "protection=extra"
allowVolumeExpansion: true

* First StorageClass (cvs-extreme-extra-protection) BREIE|FE—EEEM o S —IR BB
At ~ REBRIRE TR 10% &Rt

* Last StorageClass (cvs-extra-protection (&#&—1@E StorageClass ) FREIRHE 10% IREBFE
{#7Fith o Astra TridentRE ZEEVHMEERER « LREFRNSRBAREBHEK -

CVSHRF& a5 &
T EEHIRHCVSARFSIER RISEFIARAS o

B9
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S FARISRE CVS IRFLERFTERARFEBARM standardsw RERIHAARE “storageClass ©

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-eastd
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com

servicelevel: standardsw
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#HH2 : FEFERNER

B im4EREERFI AR “storagePools 5 EfF# 1t ©

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079"
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"
private key: |-

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelLevel: Standardsw

BUBIRERBEZR AT TGS

tridentctl create backend -f <backend-file>

MRBIREILR ~ R RInHERARE o ERILIIT e < RIgRsCE: ~ UFIEREA :
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tridentctl logs

A MAEEAAREAERREEZ & ~ ERI BRI Tcreatedn < ©

= ENetApp HCl —{ER R EINFERISolidFire &in
BEARUN{RITE Astra Trident ZZEEFRENFFERTTERBIR ©

RS EER

Astra Trident $2ft “solidfire-san" {#/FRETE VR EEE B o KIENFEUEREIE | ReadWriteOnce (rwo
) ~ ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod ( RWOP) o

‘solidfire-san fEFREINTENZIZE file M block MHIRERT o HL "Filesystem’
volemode “ Astra Trident HEVMIREILEIIERZRR - EERAELH

StorageClass&tEE °

EEEpiET FHwminE Volumet#z{ SZHENEFERER SERINERARR
solidfire-san iSCSI & 158 Rwo + ROX ~ rwx EREZEZRL - RIE&E

~ RWOP IRAEE o
solidfire-san iSCSI BERGR RWO -~ RWOP xfs ext3 ™ ~ extd
BHtGZ Al

TERITRBIRZA - CEETHIEE -

* TIERNHEERL - ATHITElementdifE o
* 124 NetApp HCI / SolidFire £ EIR Bl A EAE RS - UBIEHIIEE o
* RFRBEBIKubernetes TEEIBLERFEZ ZEE B EMIISCSIT A - ;520 "TEE B EFEE " o

2¥ Il T

version KizA1

storageDriverName HIFERENTE N T8 kizZ [solidfire-san]

backendName EREAERETEZE Y ISte_1 +E7ERMHE (SCSI) IP{i
it SolidFire

Endpoint MVIP ~ R SolidFire #XFETEA R

BN E AR SHRRNEE
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28 55 AA 6

SVIP 7R (iISCSI) IP{UitFNEZE
labels EAFHIRERERISON-EE M
B EE o
TenantName EFERANELRSE (WRHRAE ~
FHEIL)
InitiatorIFace FHiSCSIREMRFERFENEH AE T8:8]
UseCHAP f#F CHAP B&:E iSCSI © Astra =1
Trident {F CHAP ©
AccessGroups E(EANFIEEIDEE S5 MMridents BTFEEH4EID
Types QoS
limitVolumeSize MREKREIEE A/ NS IEE M (FEERFa&HIETT)
BB RECE RN
debugTraceFlags SREHHHREF E(ERAVEEEIZ o &8 null

}@J: {"API": B~ THEL :true

(D SIECErmE TR R B MATEIBED « TR/ debugTraceFlags ©

41 : BE=EHEERAEEIENBIRMAERE solidfire-san

HEEEAIRR R EF CHAPERSE R BIRIESE WL ABYE QoSiRsEN =1EVolume BRURR! - (TR AJAEE £ A {4
TR S BURE R RHFER « WEREPRSE I0PS 75!



version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
TenantName: "<tenant>"
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

gl 2 . A EREG ZEHEXNBIGMHEEFIERNER solidfire-san
LA EAERERNRENRIFEERE - URBRELEFRMAStorageClass ©

Astra Trident@ T BERECER - iRfEFERMN_ ERRBRERIRIRFHFLUN - KT HEER « REEESAIUH
HEEERERNERRE « TREFHSEREEDA

A TEERHNEARFEERET « THEMAERFIRERENERE « EEMRFUERR type & Silver
o EREBEA—HTER storage ° FUHFT « FEFEFERMITEITREEE  FEERMAEER
FHtFERAE -

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"

TenantName: "<tenant>"

UseCHAP: true
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Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1

storage:

- labels:
performance: gold
cost: '4'

zone: us-east-la
type: Gold

- labels:
performance: silver
cost: '3"

zone: us-east-1b
type: Silver

- labels:
performance: bronze
cost: '2'"

zone: us-east-1c
type: Bronze

- labels:
performance: silver
cost: '1"

zone: us-east-1d

T%lStorageClassTE & s Ll &R o ML "parameters.selector #1iL ~ &1E StorageClass #3&MF
HRLE B EE @ A AR E IR E - IS ER EEMENERE RN ERSEER -

fEol

25— StorageClass (solidfire-gold-four) IFMEEIE—EELEM - ERE—IEHESRVENEER
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Volume Type QoS ° Last StorageClass (solidfire-silver (B —1@ StorageClass) :EAEAIZHER
FEMERERYTEREM © Astra TridentiSREZERMEERER « WHEFRTSHEFERK
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apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-gold-four

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=gold; cost=4"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl1

kind: StorageClass

metadata:

name: solidfire-silver-three

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver; cost=3"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-bronze-two

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=bronze; cost=2"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver-one

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver; cost=1"

fsType: "extd"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver"

fsType: "ext4d"
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MBS « B2
* "Volume7ZEXEF4R"
ZIESANEEFIZTLONTAP

ONTAP SAN EEENFE T AEER

A BEERUN{RIEEF ONTAP IhAE 4 FITHEE M SANSRENFZ T AR A& E THAE 4 AY18 i o ONTAP
Cloud Volumes ONTAP

ONTAP SAN SEBNR2sL3¢AREI K

Astra Trident 12 %! SAN {#7ZEEENTET « AJE2 ONTAP FEEBE: o TIEMEEUENEIE | ReadWriteOnce
(rwo) ~ ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod (RWOP) o

() WS Astra Control S(R3 ~ ERIBE - 35S MAstra Control SEBZSLHERTE o

EEiE B@IHBE  VolumetZX ZIRHIFEUER SIRIIEER

ontap-san iSCSI &R Rwo + ROX ~ rwx » BIERAM ; [FIE&EIRE
RWOP B

ontap-san iSCSI BRERR RWO -~ RWOP xfs ext3 > ™ ext4d

ERERAGHEEER PE
SR{EF Rox # rwx o

ontap-san NVMe / &R Rwo » ROX ~ rwx WIERANR ; RIERE
TCP RWOP =1
Dﬁ/Fﬁ
NVMe /
TCP ByH th
EE2FIHo
ontap-san NVMe / EBERS RWO - RWOP xfs ext3 > ~ extd
TCP
ERAGEEEE P E
nE/ F‘A’ﬁ /iﬁﬁﬁ Rox *U rwx ©°
NVMe /
TCP Ry E1th
EEFIFo
ontap-san-economy  ISCSI &1 Rwo » ROX ~ rwx » BIERAR ; RIRERE
RWOP =1
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EEFER FEHIBE  VolumelE ZEMNERUIEI SZIRIIERRGR
ontap-san—-economy iSCSI ERAR RWO + RWOP xfs ext3 s v extd

ERRGEEERE P E
35(E A Rox 1 rwx o

Astra Control EEEIFZRAER 14

Astra Control BJ# ¥R ~ Al ontap-san EREIENEIAHEE - ontap-nas-flexgroup feHELE(R
N %ﬁ‘m@ﬂﬁﬁﬁ (Tf Kubernetes BEZHEBENIIEE) ontap-nas o Ul "Astra Control#£% 7R
14 BEEER ~ 5A2[E ©

* “ontap-san-economy {ZEFER EF A ETETEIAEN"SZEH ONTAP Volume EH|"BEA{E
ﬁa o
@ - EERENEEE R R MENSN A ontap-san-economy ' EAEREHERR A T 1E

B onTAP volume PRFI"fEMA “ontap-nas-economy ©

* MRETRRREZERMRE « KEMEITEN S ~ 55701 ontap-nas-economy ©

fEREER

Astra Trident TR EIA ONTAP T SVM BEIEEMN B DT - BEFERAFREMFEAEN vsadnin SVM FEHE ~
=fFF admin AEHEEABNARLBHIFERE - HNER Netapp ONTAP ZPEH Amazon FSX
Astra Trident FEHA®LA onNTAP T svM BIEEMNE S - FHAEEMFEAEBEDN vsadmin SVM HEHEZE ~ 5%
SEEAHERAAENTELBIEREHIT fsxadnin © fsxadmin EAEREEREMEVR ZESIBEEHEE o

MREERLL 1imitAggregateUsage B~ HEE=EEIEHMR o /. Astra Trident
fEF Amazon FSX for NetApp ONTAP BF - ILBEHGEEIBE vsadmin M

‘fsxadmin FEABKRPER limitAggregateUsage ° MRECISEULDE ~ HRBRIEEREX
,E& o

EEPAR] ATE ONTAP FRZII B ARGIMNAE « 58 Trident FEEITENAI AR ~ BIRFIFEREHRM  TridenthY
RZHChRAERE IFOUZEIMNVAPI ~ B LAPILBMAEZ £ ~ EARESHREESZ HE

NVMe / TCP HNEMZ EFEIE
Astra Trident SZ1B(F AERENITE N AVIEIESZ M ECIERE= R (NVMe ) EHIIHE ontap-san ~ 8% :

* IPv6

* NVMe HERRE RYIRIRFI#E 2

* FHE NVMe HRRE A/

* B A Astra Trident 9MERIEIZAY NVMe Volume ~ LUE Astra Trident EIRH £ miBHA
* NVMe R4 ZEREEK

* K8s EiRGIER A EE R (24.06)

Astra Trident =312 .
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* NVMe R4 Z1EH DH-HMAC-CHAP
s HEHETA (DM) ZERKK
* LUKSHNZ
ZEE(EFONTAP A E&MISANERENTE T AR L E B im

BEfR(E D ONTAP SAN BEEIF2 Va2 E ONTAP & imHY R R BasaiEIR o

HIEFEONTAP IR 1B IHEE ~ Astra Trident® /D EEISk—EE SEE45SVM ©

smacfE ~ SR UBITZERENEL « W Ism—ESZ{ERENZNVHEFLEER o HIE ~ IERILEE san-
dev FHABREHFIZNAVEESR] ontap-san » UK san-default FHEZERBEER] “ontap-san-economy ©

RErBHIKubernetes TEENELER N BLREEFEERISCSIT A o N "EE TEENEE" B F4AEN ~ E2E -
ES2E ONTAP i
Astra TridentiZ2tMFEEEONTAP 5 IhAE R EG 8 X HE Y& i ©

* sREEEY I ONTAP HEEFIEHEIRNERAERBINZE - ZRTERBEAEENZE2EAAE  #/40 admin’
g « ‘vsadmin WAFEIREL ONTAP FRZAEMI R AERM o

* /RFEEL | Astra Tridentth SEONTAP fE I AR IRAY/RE EEEREETTEN « IR - BIFERUAES
RRIHESE « SWRIEENCARE (ERHER) HIBaseb4iRiE(E o

TR UAEFIRA R - UEESIRENRER S AZEBE - 78 « —RAZE—EEREH X - EBUMER
ERERE A « EARRERIRERPBIRIRARE

@ NREEARRR M TFANE  BIRELR R - WEARREPRHSERISE -

EXFRsRsE B BREE

Astra TridentEEESVMEBE/ZESHETIEERREER - A FEEONTAP :Z2& inE T8 - B CERZENTE
LEEAE ~ FIU admin 3% “vsadmin ° 35 AJHEREIRZRONTAP HZIERRAS(RIFAIMEAER « RARK
#YAstra TridenthRZsR] SEZ{EAINEEAPI © (SR UEBII B IMNEZ 2B A A6 ~ WifAstra TridentiEECfER ~ ERE
E(EH o

& imE ZEHII0 TF
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

LT BInEREM — A FRHFDEIME - BURIRZE - ﬁ%%&%ﬁ/fﬁﬁ%ﬁb@asemﬁﬁﬁ% M ETE
AKubernetest® o I EHE IR —FEEEEERMITER o EIE —IEAE RS RE
HKubernetes /f#FEIEEMIT ©

WAFIRA N BRI UFERRE « WEONTAP BB - BiRERHZE=E2% -

* ARIR&E | AP in/&RsERYBase64ARGHE
* BRIRALEER | BB E 2IRAIBase64iRIB(E
* {S1EBYCACertifate : Z{SECAREHIBaseb44RiH(E - MNREREERICA « RILRREUILBE - IRKEA
S1ERICA ~ BRI /BBRIERTRE o
HANTERIZEIE TP

1. %Eﬁﬂﬁﬁ#‘ﬁ?&%ﬁ%ﬂ@ﬁ% o BEXR  5AigCommon Name (CN) (—fg®#E (CN) ) RESONTAP Bzt S

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"
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2. BISERICAREITIZONTAP ER(EEE - ErIscEHHEAFEERERIE - MRKREREENCA ~ BB

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 7EONTAP ZiE#EE FZERFRIRRENER (PR1) o

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HEE2 ONTAP Z2EAHBXIE cert BEsE A% o

security login create -user-or-group-name admin -application ontapi
—authentication-method cert

security login create -user-or-group-name admin -application http
—authentication-method cert

S. EAEENRTAIFERE - LLONTAP Management LIF IPFISVME&FBENX<SfManagement LIF>F1<vserver
name> °

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. {EFBaseb44RiE /&S - £IRMSEMNICARS ©

base64 -w 0 k8senv.pem >> cert baseb64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca baset4

7. ERR L —TEISHER I B o
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cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fosssssssssssscscssssssasososs====

from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl
online | 0 |

fessmmmmeme== frememesessess==== R
f=mm==== fememema== +

EHERE T A E R B

1R

ANy

AILEMIRA R « UERRRNEERE S A REETRER - EMERARAITT | ERERELE/ZE

W& im el ERTAERRE ; ERRENERIR EMAERERRZENE - BEEEM - CUERRIRAENEEER
7~ ABIMEEREE 5L c REBEEIHITIMERMNEN RN json &2 tridentctl backend update °
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

E TSR « I EIRELESBONTAP ERENEE (IRBI0S) - BERERE
() # - wEEEEE TS ERENEERE - AETHEHEMUERNOEE 2%
HEONTAP = EMIFRERTERE -

BEHRIFEAR "%EF't“ﬁ%)‘E',L_LZEzzEEFEE’JﬁHE MRS EZ BEUMHIEEELR o IR IEEHEERAstra
Tridenta] W EAONTAP %1&i@5 ~ WARIER KA VolumefE2 o

EFRERICHAPE R ELR

Astra Trident AJLAE A ontap-san-economy %[@J*ETE’J&EIJ__I CHAP B®sE® iscsI TL{EPEER “ontap-
san ° EREERIGEZRTEA useCHAP I8 o 5874 “true’BF - Astra Trident 21§ SVM BB BN Z 21
REAZER CHAP ~ MRt BIGIEZRREFERELBIED o NetAppiRRERE R CHAPRESSEELR - :52R T
HI)4RREEE A
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ ‘useCHAP' 2 MEIE « REER o FARER MR - FHRAtruez B ~ EMEERHE
RAR o

tESM ~ chapInitiatorSecret » chapTargetInitiatorSecret‘ chapTargetUsername‘*ﬂ
‘chapUsername @It “useCHAP=true WEBSERIKRERT ° EITERRIRE » JUAEEE
“tridentctl update ©°

ZERAR
HIZBIEEEIEHRT useCHAP 2 true ~ 357 Astra Trident 147785 L8 E CHAP ° E83iFT5)1EE

* fZ£SVM_LEERECHAP :

° YN SVM s BB 2 2R AE (FARs IE) ) * B HIREFRATRSLFEN LUN
Astra Trident AR Z 2 M IREIR S cHAP ~ WHEERE CHAP BiEh23M BIRERE B2 o

° YNRSVMEEZLUN - Astra Tridenti& A Z7ESVM_LEIAFHCHAP ° EaRERIEFIE SVM LBEFEMN
LUN BY7£EY ©

* RECHAPRENSRM B RERE LBNINE ; BEERLATRIKERTIEE WLEFR) o

BIIBIR 1% - Astra Trident ZEEITHEM tridentbackend CRD ~ if& CHAP M EHELBHES
Kubernetes 1% o FHAstra Trident{ELb &% FIEIIBIFREPV ~ GBI M CHAP L ©

SEREREE L B R

RAT LB HMEZR Y CHAP 287K E# CHAP 5%5% backend. json © S 2 8 # CHAP 1% Y
‘tridentctl update™ #5 < 2K [ BRIE LEEAEE o

@ BB IRAY CHAP HZEF « M B “tridentctl REHi1&1E o s57035BCLI/ONTAP UIEH{#7Z
EE FRREER « EAAstra TridentfE £ 1SS LEBEE o



cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o Fom e
- o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

e —— e — e e ettt
t——— R +

REMNEGRFAERIRE ; NRSVM_EMAstra TridentEE#5058 « EFIREBREIERPARE  IERIERE
HAVEEEEE R « MIRAEGNRFERFIRE  PErEPVAVERI BHER « REEAEMEEER

FI|Z2SANABREZETHELEE 5| ONTAP

BEARUN{EI1E Astra Trident Z2EF 217 JeffFFH ONTAP SAN EEENTET o AENIRH B IRARARES
Bl Rzig B It FEZE StorageClasses RIEFAAE R} o
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N

#

storageDrive
rName

backendName

managementLI
F

datalLlIF

svm

useCHAP

chapInitiato
rSecret

labels

chapTargetIn
itiatorSecre
t

chapUsername

chapTargetUs
ername

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate

username

password

=R EH En
EFREE BB ontap-nas ™  ontap-nas-

economy ontap-nas-flexgroup

ontap-san > ontap-san-
economy

B REEH TR BeEni2T( %M + " + dataLIF

#E&8) SVM BIE LIF B9 IP fizht o UEJLH ”"EE*E%H r10.0.0.11 ~ [[2001:1234:abcd::

1548 (FQDN) o WIRfERA IPv6 [EIRZ4E Astra fefo]J
Trident ~ BIBIIAERE A {ER IPV6 ik o IPv6 {iriitas
AUFIEINEZ > Bl
[28e8 d9fb:a825:b7bf:69%9a8:d02f:9e7b:3555

o YNFE L MetroCluster Z BRI B @M [mcc-best]
- F‘;ﬁ °

EERELIFBIIPALIL  * 570457 iSCSI o Astra JRESVM
Trident ﬁﬁﬁ"‘BEEE’JLUN%WEONTAP"%?;TE%ETL%

BRI TERSERFTEERY iSCI 46 o tNRABMETES ~ 7t
GEFEL datal.IF © MetroCluster BB o *:52

B[mcc-best] ©

[A7F SIS * BB MetroCluster o "2 SIRIETE SVM BIFTAE

Ri[mcc-best] © managementLIF

{FFCHAPES:5iISCSILHEONTAP ZIEARZIERISANEE false
EFIZNFER[FMME] © 527 true for Astra Trident ~ Lx
SREAMEFSE CHAP M2 BIRFATSE SVM BYTRE

Foln "E%T@%ONTAP AR ERISANEEFHIZ AL

IE’T _m" EE"¥£‘EH§DH N nﬁ /F‘/I‘ﬁ ©°

CHAPENENZZZHE o MBI useCHAP=true "
ERREEENESISON-BREIZEHE "
CHAPBZRAEN3FEZ - ME(RH useCHAP=true "
BAFERELTE o WEEMH useCHAP=true "
Bi2EHEESTE o WERY useCHAP=true "
B i%/&:8Base644RISE o AN /&GRS "

AR IETAZR S 8IBaseb44RIE(E o A /RERERE "

SEECARERIBase644RIE(E o #EMA - ARN/GEEE "

o
EBAONTAP :Z#= 5B NMENFERE ST - ARsRER "

BIONTAP Z#= £ @A FRERZHE - AR RERE o "
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storagePrefi
X

limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceFl
ags

useREST

sanType

R iE
EEMHE RS HISISTE SVM AIFTAE

managementLIF

TESVMARECE AR @ RSP (EARVATERS - IR EHE  trident
Ee8 - EEEMUIL2H - BRERILMHRI o

MRERAESHIEE 2L ~ EEETERRE c IR " (FERF&HIE1T)
1&4#F Amazon FSX for NetApp ONTAP &if ~ 55

}87€ limitAggregateUsage ° {efAY fsxadmin #

‘vsadmin' A E EH#EEX Aggregate FFAEZ /A Astra

Trident ANAPRHIFTERRVHERR ©

NRERHEIRE A/ NSHIUILE « IERRERK - th ™ (FERFREIHIT)
ZIRHIHEENgtree MLUNMEIE & K/ LR ©

FFlexVol ELUNFYER KLUNEZE - EENBTE[50 100
+ 200]

SEEHHRIS E ARV EEETER o A1 ~ BRIEGIETREIT null
SEEEHERR N SR E S AHAVECERIEED ~ TR {"api” :
false » "method" : true} RfEF

fEFAONTAP Isrest APIFIFIE R 8 o true ¥ ONTAP 9.15.1 SLESHR
USeREST 5274 true B+ Astra Trident #HER 7> H[HI false o
ONTAP REST API EABIREH ; 5%% false BF»

Astra Trident #3{FF ONTAP zAPI MEOYEATBiR

B o ILTHREEEoNTAP FAEMHIRASAIARZS © ItE

46~ EFBY onTAP BEABGBNEREEERENERN

¥ “ontap c EERBEHXEENNAEFME vsadmin

cluster-admin A9 o 1t Astra Trident 24.06 hxZ~RH

44« ONTAP 9.15.1 S{EE#RRA

useREST FHERA true ; 8

useREST % false ffEFH ONTAP ZAPI IE0Y o

useREST T2 E NVMe / TCP BIEHE -

FIIELE iscsi iSCSI 8% nvme NVMe / TCP © ‘iscsi IR ZER

RAREREICEHIRE Y RIRERREIR

TR A RERE R PR EEEERIEFITAR ERACE defaults o YIFHA ~ 5SR THIHERREER) o

W

#

spaceAllocat
ion

spaceReserve

snapshotPoli
cy
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2¥ Sk TEs%
gosPolicy BISKAAPT IR R ERIQoSIRAIBHAE - FEEERMTE "
£ & /BRI E D —{EqosPolicygiadaptiveQosPolicy ©
2 Astra TridentfFFHQoS/RAIEF4HFEEONTAP {EH
FERTIRABIRREA o FHPIRZEERIEHEANQoSIRAIE
A~ EREARRABEEASENERESEMAMREE - £
BIQoSIF R B 4EHE A FIFTE TIEa &V RIEE LR o
adaptiveQosP EIEIRAFTIEIMHIEEEE M QoSRAIBAE - Eigs "
olicy BEEEEE/ &R EF—EqosPolicy
g{adaptiveQosPolicy
snapshotRese {REBAARIBIVMIEEF DL MRA 4w, ~AATo
rve snapshotPolicy | ~&BHIA ]
splitOnClone JBIIIEAEF ~ HHRELDEIEL "fBR"
encryption TERRRERE & B NetApp Volume Encryption (NVE "&"
) TBERA false o WAZATERHRE LIS EANVE
T REEFBILEEEIE o ANRERIRRUENAE ~ H]Astra
TridentPEC BRI E A Z EUANAE c IEES
B ~ B2 "Astra TridentdI{a] EANVEFINAEIZACIE
B oo
luksEncrypti ERFLUKSHNZE ° s52 [ "ERALInuxi—E i85 E
on (LUKS) "o NVMe / TCP R%1& LUKS il ©
securityStyl HEENZE2HEI unix
e
tieringPolic ZERBIMNER M) MMEPRIRER BN ONTAP 9.5 2
y AIEY SVM-DR #48A%
nameTemplate BB TR E A TBRE A o !
limitVolumeP f£ ONTAP SAN &HR B IR LUN B « ATEREY " (FEERRFaaHIHIT)
oolSize B K FlexVol K7\ o
Volume & JRECE £ 5

TR EEERENER :
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
qgosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

HERRENTERNZEILAFTEHIEE ontap-san ~ Astra Trident 74 FlexVol ZBIME AN 10% BY
B8 ~ LUFH LUN S8 © LUNBYRCE A/ TEPVC ERATA/\ 248 ° Astra
() Trident7EFlexvol EH{EBAZ M 10%HERE (B RONTAP (EFEE LAIRNRT) o BRERMA

FATRONTAP-sanf&78Y o
HINEHEMNRIR snapshotReserve ~ Astra Trident kB 7 AN tERRAA/N ©

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 2%89M0%MAstra Trident/ll AFlexVol Elthe T IELUNFAEZRIBITHAE © & snapshotReserve =5% ~ B
PVC E3K = 5GiB - BIJ4# Volume K/\% 5.79GiB ~ R K/\% 5.5GiB ° ‘volume show fp< FEEETREEIFA L
#HIAER

Aggregate State Size Available Used%

_pvc_89flcl56_3801_4ded_9f9d_034d54c39514
online RW 18GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd

online RW 5.79GB
_pvec_eB8372153_9ad9_474a_951a_0Bael5elc@ba
online RW
3 entries were displayed.

BAl - RERFEAN/N ~ ARt ERRIRAR Volume
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RIEAERSHEM)
THEHIERERERE  BARDSBREBFERE - ERERREREENSGIE -

(D WNRIETE NetApp ONTAP L#2EL Astra Trident {8 Amazon FSX ~ RIS T4 AY DNS £
& ~ MIE IP Lk o

ONTAP SAN 34

EefFREEENIE AR ontap-san °

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

ONTAP SAN 48755425 &1 151

version: 1

storageDriverName: ontap-san-—-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>

1. g



TRAIMERERIR" SYM EREER" - BRETMBFHERRIFES « LA -

EEEBETNIAMYIA « SAFERAT A datalLlIF M " svm  2#KIEE SVM "managementLIF ° FIH0 :

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

FEEEANMHRESEF|F clientCertificate » » clientPrivateKey Hl
‘trustedCACertificate (WIRMFREER CA ~ BIAER) 2 5EA "backend.json' BB iH/&:E
TNEEHBAS1ED CA R5EH baseb4 RIHIE o

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
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& CHAP £
SLEER B @I BIR « I useCHAP /S true©
ONTAP SAN CHAP #5fj

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SAN #&% CHAP &34

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe / TCP &5

R PAZETE ONTAP i _EERE NVMe B9 SVM © E2EAT NVMe / TCP FIEZASBIRARRE o

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

BB A RIRAERREE A

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svm0
username: <admin>
password: <password>
defaults: {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.R
equestName} 1"
by
"labels": {"cluster": "ClusterA", "PVC":
"{{.volume.Namespace}} {{.volume.RequestName}}"}

EREBNRIRIEA

EELERINERIGHMP - FHEMBREFEARTERFENTERE « AWl spaceReserve M)
spaceAllocation MEz) #0 encryption MRy - ERERNEEREERRPERW o

Astra Trident €7 TER) WP REEREEIZE o 551EFlexVol Thel@f2HFIRHER o Astra Trident2@ 1T &R
BLER - BERZS RN LA EREREIREEGE - AT HEER - GEEESUMHHSEERERATE
FIZER - TIRIZRGHIREE DY

TEEEHAIF - FEFEEERNEBEITRE spaceReserve » M “encryption'f&  “spaceAllocation’ L& Rt
AlgBRTERE °
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version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'

gosPolicy: standard
labels:
store: san store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000"
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000'
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

qosPolicy: premium
- labels:
protection: bronze
creditpoints: '5000'
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'



ONTAP SAN #7547k &1 45

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: '30'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20"'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10'
zone: us_east lc
defaults:
spaceAllocation: 'true'
encryption: 'false'
- labels:
department: legal
creditpoints: '5000'



zone: us_east lc

defaults:
spaceAllocation: 'true'
encryption: 'false'

NVMe / TCP &5

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: 'false'
encryption: 'true'
storage:
- labels:
app: testApp
cost: '20"
defaults:
spaceAllocation: 'false'
encryption: 'false'

# & in ¥ FEE StorageClass

AR StorageClass EZxA 2R [EHEENEIREG] o SEFLL "parameters.selector' {#1iL ~ F1E StorageClass
HIFFUPLEEREETANR I EEEE - MEERSEFMENERE NP ERSER®T o

* protection-gold StorageClass BHEERIGFNE—(EERERE ontap-san° EEM—IRHER
{REERVER ©
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* protection-not-gold StorageClass BHEZFRIHEMNE_BEME=EEREE ontap-san°iz
eE—RESHRUIMRERBRNVER o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* app-mysgldb StorageClass FHEEZRENE=EEREE ontap-san-economy ° %&eME—%
mysqldb BRI EARNIRMHFHERNER -

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* protection-silver-creditpoints-20k StorageClass THEZRIRNE _EERER
‘ontap-san °© & —IRHIERREF 20000 @S EEBAVE R o



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io

parameters:

selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

®* creditpoints-5k StorageClass SHEZRENFE=EEREE - UKEBIHHNE
BEREE “ontap-san-economy ° EeM—#A 5000 EEHEMHBNERSFE °

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* my-test-app-sc StorageClass FHERAMIE] " testarr EBENIER

M ontap-san °c EEM—IRHEMNEIREMN testApp ©

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Astra Tridenti R EEEMEEHRERE « UEFRNSEHEEX -

ONTAP NAS EEEHFET,

ONTAP NAS EEShF2 TR

“sanType:

‘ontap-san” M

nvme - FRYEHR

R A BRI EEFAONTAP IhaE M INSEIENASEEBN T2 TU 2R E ThAE 1RV B iR © ONTAP

Cloud Volumes ONTAP
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ONTAP NAS SEFNFEHE R

Astra Trident 12275/ NAS #7Z5REITESX ~ AJE ONTAP &R o TIEMEIIERXEIE | ReadWriteOnce
(rwo) ~ ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod ( RWOP) o

(D)  mREEm Astra Control fR3E - HRERIBE - HSMAstra Control EEBZSLIERTE o

EeEhiEl HEiHE  VolumetRil ZIRMVFEUET XENIEZRR

ontap-nas NFS SMB  [EZEZR##K Rwo + ROX ~ rwx - "nfs > > smb
RWOP

ontap-nas-economy NFS SMB  [EZER# Rwo » ROX ~ rwx * "nfs v > smb
RWOP

ontap-nas-flexgroup NFS SMB ERARR Rwo ~ ROX ~ rwx » "nfs >~ > smb
RWOP

Astra Control SEENF2ABRE

Astra Control BJ#t ¥ ~ f ontap-san EREIFE NI BMIRE « " ontap-nas-flexgroup  {RHtHAER
S SSBIRERATEIE (f Kubernetes EEZRIBBMIEE) ontap-nas o #ll "Astra ControliE B4R
et AR - 5520 o

* “ontap-san-economy £ EFHER EFAE ARSI "2 #EH ONTAP Volume EH!|"BFA {#
ﬂa o

@ - (EERETL B A R ETERSN A ontap-san-economy  EAEFAEEER R A 12
B9 onTAP volume [RHI"fH “ontap-nas-economy ©

* MRETRRREZERMRE « KBMENITEN S ~ 55701 ontap-nas-economy °

EREER

Astra Trident TEHFZ LA ONTAP 5 SVM EIEEMNED#HIT - BRFEREEMFEREDN vsadmin SVM ERE ~ 3¢
ZfER "admin AEHEREAENARELBHFERSE °

AR NetApp ONTAP ZBZ/J Amazon FSX + Astra Trident TEEA & L ONTAP 5 SVM BIEEM S « FH
F=EFHAEN vsadmin SVM £AE « AEEBHAABHARLBIVERERIT fsxadmin © fsxadmin'fE
& RAEARMERAERESIEFERE °

WMREFALL 1imitAggregateUsage 28 ~ AIREZEEIEHR o #8FC Astra Trident
{8 Amazon FSX for NetApp ONTAP B IEBEGEEIEAEAL vsadmin #

‘fsxadmin EABIKRPMER " limitAggregateUsage © MRICISTEUDE ~ HEEEER TX
Iﬁ& °

EEFARI ATE ONTAP FRZII B ARGIMANAE « 58 Trident BEEITENAI AR ~ BERPIFERERM © Tridenthy
RZHhRAERE IFOUZEIMNTAPI « B LAPILEMAEZ £ « EARESREESZ HE
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A FFHONTAP RS NASHEEFTE R ARG E B

BRAR(EF ONTAP NAS EEENFZETNERE ONTAP BRI ER « EesEEIafE B [=E o

* BB ONTAP BYARSZIRIRES ~ Astra TridentE/ D EEfSR—EESRRAESVM ©

* BRI AT ERRENTETC ~ MRIIEREP—ERS —ErEEFLER o flal ~ el R EFEREENTZNRY
Gold 87! ontap-nas ~ UK FHZ$ERIB Bronze 85! ontap-nas-economy ©

* IXFRAERMIKubernetes TEENBLER A AL EBERINFST A o Y1":51 4=/ " Be¥ & ~ s520 °
* Astra Trident{& X 1B Z#EEWindows EiELE_F#{THIPod_E BISMBHEEIER o ¥ HEFEFALE SMBIAIE R TeFAAE
B2 ©
E%:% ONTAP &

Astra TridentietTEERONTAP EINAE R ERE S IRAI B IS ©

© e R REE S ONTAP Rin#ER BHMAVER - BRI EARTFELERNZE2EAAGHERMBIR
E ~ B0 “admin'=X + “vsadmin' WUFE{REL ONTAP HRASHIBR AR

* REE MR RETRIRZEIRT « Astra Trident 7588 ONTAP HE&EBH  7EUILER « BInERLECS
RRImESE « SWRIEENCARE (ERfER) AIBaseb4iRiE o

TRIUEMIREN R « WEEDRENEERE S EZEBE o 7 - —RAZE—ERRHE - EEVMER
ERERE A « EURRRIRERPBIRIRARE

@ NRECEARRR M TRANE  BRIRELRGRM - WEARREPIRHZERISE -

B s sE Rl ER S

Astra TridentfEESVME E/ZEHESIEERTEER - FHEEONTAP ZBIHETEN - BRTERZENTE
LEEAE ~ FIU admin 3% “vsadmin © 35 AIHEREIRIRONTAP M2 IERRAS(RIFRIMEAER « RARK
AYAstra TridentiR A< B] SEE EEFIINAEAPI o AT BEIHNZ 2B AAE B Astra TridentiSECER ~ (BARE
SRER o

& imE ZEHII0 TF -
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

AT« BImEREM — AN FEHEDENAE - BiUBIKZ % « FHELE/ZEEE L Base64iRhs « Wi #1F
AKubernetest%® o 1 /EHE IS —EBMETETERNNTER - it - E2— BT IESRE
HKubernetes {#ZEIEE#IT ©
B R /RsE B RS
HEFIRANEB ST LUERES « LEONTAP B EH - BIEEETE=—([ARY -

* ARIH/&E | AP IR/&ENBaseb44RI5(E o

* R IRFAE TR | MR & I8AYBase644RIE(E ©

* {S1ERICACertifate : ZSECAREHIBase64mbS(E - MRFERSERICA ~ RILRIRMHILS R - MRKER
S1ERICA ~ RIRT /BB ILRTRE o

HAN TERIZEE TSR o

1. %E%ﬁﬁﬁ”ﬁ?ﬁﬁﬁﬁﬁﬁﬁ o %R » 5§ Common Name (CN) (—#%%# (CN) ) REAONTAP Bg:d 5
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. BEEMICAREMIEONTAP EREHRE FEEHRREFEESRE - MRKERGENCA -« FRBE -

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. 7EONTAP X iEH&E F AR Im/&ENEE P81 o

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true

4. 3 ONTAP REBABBHIE cert BT o

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. EAEENREAIFERE - LLONTAP Management LIF IPFISVM&TEBE X <SfManagement LIF>F<vserver
name> o fEAZAME(R LIF BIARTFSRRISE S default-data-management ©

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. {£FBaseb44RiE/&:E - £IRFSERICARKS °

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. fER E—SEUSHERII B o
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cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o —— o et ettt it
o +—— +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

o —— e e it ittt et P
+————— - +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214

online | 9 |

o f——————_ Rt et L P
o t———————— +

EERE T A e E B

eI EMIRE N R - WERAREIMNEREH A EEEHIE B c EMREREEAITT | FREREREBZH
R iR ERAERRE ; ERARENRIR] EMAERELRE/EN - EE2EEM B ARRIRAENRER
VR RBFMLERTE S £ - AR FERESHITIESENEHRIR Jjson &2 tridentctl update backend°
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmmmm== Fommmemcemmes=e== B e
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e Fommmmmmmmesrrrrrrrre e reme s e mmm o
Fommmmme Pommmmmme= +

| NasBackend | ontap-nas | 98el%b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

P e Fommmmememesesesese s s s s e eses
o= Fommmemm== +

SRR « AFESEEWATEMONTAP FAENE (IXBIOS) - FEZRIRE

EE®
(D o EIRIR/ERER « AR S E/REMIEEMERE - ARBMRIRUERMBER « Z&H
REONTAP ZEEMIFREREE ©

EHRIEATTEH BRI HEENER « AT E 2 BRI MWHEEELR o IR IREHREETAstra
Tridenta] LLEAONTAP &Z & im@:N « W ARIER KA VolumefEE o

EIENFSEEH/RE]
Astra Trident{#E FNFSEE /R RIS ZEFHI EFREC B 2 iR ERYTFER ©

{EFAE L REEF « Astra TridentZ2{ERiEEIE :

* Astra TridentA] BIRE EIREL/RRIAE ; FUIFERNF  FHEEESFEEARTIERIPANCIDRELR
BE o Astra Trident® BENIE L ERREIRLIPHTIEEEL/RA] - 30 ~ MIRAKIEECIDR ~ BIERER L
BRI 2R E B R ERXIPHIEEEL/RR -

* RBEFEESUEILELFER ~ MWFSHFILIRA o BRIFFEARPISEARRAELRREE - TH)Astra
TridentZ fEFATERAYEE LR A ©

80



HEEIEE LR

Astra Trident {2 fHENREEIE ONTAP RIREHFRRAIRIAES o ErRFFEES A TIFMRIPISE AT IILE
E ~ MIFFBERPFERE - e AEBCELRINER ; BMELRIFBRETHEFEE LETFIN
A o b5~ EEMINIRF R AR EEERBIPH LIFESRA SEFIEEFRSE - UEFBHEBEHEHER -

ERENREELRBIES « 557 AMRANEZE (NAT) o 2/ NAT B - REFERIS S E AR
NAT {iisik ~ MIFEER IP EHEAAE ~ FIEEE LR PHRAZBTERE « siEEEEF o

kel
WA FAMAEHRRIEIR - T ERIFEZREH

version: 1

storageDriverName: ontap-nas
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

FERULTHAERS 1 BRERSVMAR ORI BE B SEATIR T M LAY - I A5 A EIBECIDRE
() 8 GIOBRELRR) WELRA - AFHLEE NetApp REWBERHHE 15 SYM BPIF
% Astra Trident ©

AT 2 fE B Lt g 5 BRLE T RERVEE A TN -

* autoExportPolicy BRAEAy true ° 53/~ Astra Trident 7% SVM EEH/RER svml ~ MEAIIE
EIRERIEFRAAYFTIEFNMIPR aut oExportCIDRs © B4 ~ UUID % 403b5326-8482-40der-96d0-
d83fb3f4daec BY1&UR ~ il autoExportPolicy &4 “true fE SVvM LEEITARARELHEREE
"trident-403b5326-8482-40db-96d0-d83fb3f4daec °

* "autoExportCIDRs' & Z{ullt@IR/EEE o I3 BEAMAL « F8:243 10.00.0.0/01 ~ T:/0) ° WIRKE
£  Astra Trident @ #TtE7E T {FE 8RS L1 EIRIFRA £S5 E B RHBIX AL -

EUEEHIF 192.168.0.0/24 ~ FIRMHEAIEZEM o ERM ~ BRI EERIKubernetesEiEEIPHEHTIE £ Astra
TridentFrEIZAVEHRA © & Astra Trident EErEHBITHIERRAEF « ©2REENERRAEY IP (I3t ~ W ¥ BRAIRHAV(I
WEIREITIRE autoExportCIDRs © {EEmiE IP Z#% - Astra Trident @ AHEIRRIINA LI IP EiEHEE
A ~ A HE E R RSB RL R IL—(EFRREY

AT LUFEIENL B #T autoExportPolicy ' K& “autoExportCIDRs MU EBIRER o (KIUABENSIE M
FRIZA CIDRIVERIRMINIFTEICIDR o MIBRCIDRIFERTFAGEIE ~ UHEFRA G PENIRBRVER o S LUEIEHH
BIR{ER " autoExportPolicy ™ AREIEIFEREIMNELRR - EHFEXRIFHBFRE exportPolicy’' 2
2o
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Astra Trident I S EHBIR 2% ~ S LUEREERN tridentbackend CRD KiE&E#&I tridentctl ©

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: ext4

EEEFTIEE Kubernetes 51l [A] Astra Trident #EHI23:E T « IRERIEMNEL R EHR FilRE MR
AR IR ERNMIEEMN autoExportCIDRs) ©

T PRENRLET « Astra Trident@ R EFFA R LBVRIR « URBFRETFERIFEVREA] o Astra Tridenti§ LLEIREIPIEEE
ImAYEE R AR « RIBn LRSS « FRIEEEPREIRAER A LLIP -

BRI EMN BT « EHAEHBIE tridentctl update backend BJFE{R Astra Trident HBIEIEE H/RE! o q0IL
B EEIEL UUID s UL RR ~ MR EME RN EHIR &R « FRMEIINELRER

@ fErEE BEBERELRARE - REMRESBERIMNELRR - MREMBIULRLK - BIEH
HAR AR « WEBGRIAIELREA o

UNRENEFENEERIIPAINL BB 5 ~ SN B EFEENETE_EAYAStra Trident Pod ° Astra TridentiZE @ B EEIERN
BIREHRE ~ LU MRIEIPEEE o

#EHBACE SMBHIR &

QFHMNER « EriseERRENZINRECE SMB WHiR& ontap-nas ©

G EHE SVM _ERIBFEATE NFS Al SMBICIFS MBSUATE ~ 5% PyEREREm) ONTAP Rz
(D ontap-nas-econony SMB B  EREE LE—TBEIGE « HEHK SVB HIRERY
5 o

FIsEZ Al
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ZECE SMB HiFRE 2 AT ~ M EEHE THIIER -

* Kubernetesz= £ B HLinuxiZHI2SEIE, « IR ZE/D—{E#1TWindows Server 202289Windows T{EEf
Bk o Astra Trident(® 1B S EWindowsEEL_E#11THPod_FBISMBHEIER o

* E/bH—BAstra Tridentt%® « HFE S EMActive DirectorysB:EE K} o EEHZR smbereds :

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* BREBWindowsBRIEHISCSI Proxy ° HERTE csi-proxy AR GitHub : AR WindowsHISCS
Proxy" ~ B&"GitHub : csi Proxy"f#1E Windows E#1THY Kubernetes &% o

SER
1. HNAERERE ONTAP ~ EEJLUEEEM T SMB £/ ~ {2 Astra Trident BJ I A GBI —(E o

@ Amazon FSX for ONTAP 22& SMB H= o

"\_JLM%FH#ﬁﬁﬂ%mk‘téﬁ%ﬁﬁﬁ% ONTAP CLI ~ UmfER Nz —%1I SMB BES
F"Microsoft BI2 1L 5" o« ZEFAONTAP CLIZEIZSMBHA :

\

a. AXE « FEUHANBEERISHER o

B BSESVMABRIRISMBHAE :

vserver cifs share create -vserver vserver name -share-name

share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C MRHAEERI :

vserver cifs share show -share-name share name

() mm=mmmEs  #S0EISVBLAE" .
R ITB IS  CABRE THIEELUSESMB Volume © 155 ONTAP & MABAEEBAFIA FSX "FSXIE

HONTAP & &4 ’!L SRR ~ HBE o

83


https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html

nasType

55t Bl

oI5 E FHEF—IF . {EF Microsoft BEIEF#E  smb-share
&8} ONTAP CLI £ SMB HA%E ; A5F Astra

Trident 17 SMB HAMNEE ; FBHEFEEEALL

[ LEH FERE EIFEN o R AERERE ONTAP ~ B2
HAERAIER © Amazon FSX EE LB A EL1E

ONTAP &% - BEARRIABZEH o

* B TE A smb IR E: null > BIEREIE nfs © smb

securityStyle HiEENZE 2RI o * WEKRES ntfs SMB ntfs 8 ‘mixed SMB

Volume B mixed © * Volume

unixPermissions HAEBAEL - SMBIEE N BREATEH > "

FIZANASAH AR FEIE B E5|ONTAP

BERZYN{AI7E Astra Trident Z2E T K EFH ONTAP NAS EBENTZT o ASENiR LB IRARACED
Bl i& % imEfEE StorageClasses HIFFARE KL o

R ImAERREETE

storageDrive
rName

backendName

managementLI
F

dataLlIF

svm

84

3 EH T
KIEA1
EFRIIENTE T ONTAP-NAS J + [ ONTAP-

NAS - £&751 ~ T ONTAP - NAS -
Flexgroup 1 ~ [ ONTAP - SAN
1 ~ [T ONTAP - SAN &% |

BRI T EE24TE + " + datalIF

FED SVM B2 LIF 89 IP (Uit eI s E e B 4EiE%  110.0.0.11 ~ [2001:1234:abcd:::
78 (FQDN) o WNR{EAMA IPv6 HEIZZREE Astra Trident fefo]l

~ BRI LARRE A FEF IPV6 i3k o IPv6 (ibAZBLL 35

SNEZ > fFlan

[28e8:d9fb:a825:b7bf:69%9a8:d02f:9e7b:3555

] o ANEEEE4E MetroCluster Z Y E @4 [mcc-best]

2 o

EEFELIFBYIPAIILE o FEETIERE datalIF o MIRK IBEMMHKSVMITE (BEXRIEE
121 ~ Astra TridentZRESVMEEERE Kllifs o KA LUIERE ) (FEZEER)
EANNFSHIEEEMN RN LB (FQDN) - K

EBIUEIRECEEIREDNS ~ UEEZEER £z M

EIBETE - AEVRREZRET - m2[ - W

REA IPv6 FEIZZLREE Astra Trident ~ BRI LR EAfE

F8 IPv6 it o IPv6 it A BI S IEINE R » B0
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555

] © * MetroCluster & o *s52/[mcc-best] °

ETFEHIL33FERA * B88 MetroCluster o *:F2& WMRIEE SVM T4
B[mcc-best] © managementLIF



W

#

autoExportPo
licy

autoExportCI
DRs

labels

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate

username
password

storagePrefi
X

limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceFl
ags

nasType

nfsMountOpti
ons

gtreesPerfFle
xvol

=R EH
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smbShare BRI LUEE FHIEP—IE | £/ Microsoft BEIZF S smb-share
8 ONTAP CLI 2379 SMB % ; 25 Astra
Trident #37 SMB X% ; FFBHEEFEBEEZE UM
IEH IR EFEL o HILAEIERZE ONTAP ~ IE28%
EFAIEHE o Amazon FSX EE B # A eS8 ONTAP
®in~ BAYAZER -

useREST {EFIONTAP Isrest APIYTSMBH o useREST 8% true HH ONTAP 9.15.1 HEELR
true B s Astra Trident #{#H ONTAP REST 75> HEH falseco
API HABIRE ; 585 “false R+ Astra
Trident #&fER ONTAP zAPI PEREA&URIEEN o I
NREEEONTAP FREMARABIRRE o LS ~ EAERY
onTAP BAABKNERRERENEERE ontap
o EETALEEZMNITABFIME vsadmin cluster-
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9.15.1 SEARZA useREST THER A true , BB
useREST % false f£F ONTAP ZAPI IE0Y o

limitVolumeP 7£ ONTAP NAS &KHEBIn{EA qtree BF ~ AJEKRPY " (FERAHIBIT)
00lSize FlexVol K/ LR o

BRERICEMIRE N RIGERRER

AU RERRE R PREEEERIEFITRR ERECE defaults o HIFEHA « SR THIHERRER) o

2% S5 8H 6
spaceAllocat LUNBIZERIDHED "E
ion

spaceReserve ZEMFREBEN ; M®1 (B = Volumes (tH) "&"
snapshotPoli EfFFHISnapshot/REA! "R
cy

gosPolicy BISRAAFT L HARE @ A QoS IR BIEFAR o SEIBEERKTE "
& &/% iR E R —{EqosPolicysadaptiveQosPolicy

adaptiveQosP EHRIRAGFTIEI MR ERVIRBE M QoS/RAEHE - EiEE

olicy EfEFEE/ZHNEFA—{EqosPolicy
s{adaptiveQosPolicy © RZONTAP-NAS-4E 7 7 4E o
snapshotRese {REMIRBIHIEE ST DL MR%A Mm) BB TO
rve snapshotPolicy | ~ BHIA T
splitOnClone BIIEAFF « RERXEERDEIEAR "fR"

encryption TEEHEREE E B NetApp Volume Encryption ( NVE "{&"
) ; TERA false o HATEHEE HIRHENWEANVE ~
7 SEE L EEIE - WIRERIGENANAE ~ BlAstra
TridentsPAC B IR EE G RUANAE - IEES
B -~ 5520 Astra Tridenti A EANVEFINAEAEDIE
E" i oo
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W

# =RER

tieringPolic ERBIMER M)
Yy

unixPermissi FGIEERET

ons
snapshotDir  ¥EHI¥BERRVFEL . snapshot
exportPolicy EfERIELRA

securityStyl HHIREERZZ2IEIC o NFS 218 "mixed #l "unix £&
e 1T © SMB %1E "mixed 1 'ntfs' £, o

nameTemplate (I BiTHIEEATERVEEA o

6

MMEFRIRIB) FAR ONTAP 9.5 2
B1BY SVM-DR 4B8E

"777" /s NFS HERE&E ; SMB H
REAZTH (RER)

"R
"ﬁ%ﬁ"

NFS %E%Q{E% unix ° SMB ﬁgﬁll“
ntfs o

fARAstra TridentEAQoSRAIBHABBEONTAP M EHHTAHIN © REBEMAIEL A0S
(D) miza - wRERAEHERENERZSEAMREIE - £ZH0SRUBERRFIFE TIFal

HAEERIEE ER o

Volume = REC & &)
T RERTEREREH

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
datalIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
qosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'
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¥5 ontap-nas M ‘ontap-nas-flexgroups © Astra Trident IRTEFEARFAISTE ST « FER FlexVol BIK
/NIEHE ~ WifEF snapshotReserve B4 LERN PVC  B{EREZERFERPVCsE « Astra Trident& FlexVol {ERHT
HEtEA R » BIIREHNESIESTHNEER o It EBRERE T KA ERESEPEEMEKRNIE AT
E ~ BEBASDRTERIZERE o £v21.07270 ~ BFEREERERAPVC (FlU15GiB) ~ REBREEE
FI50%F ~ I 2 SEES2.5GIBH B A LM © EEREAAFHAEFERIEEE Volume ~ MA
snapshotReserve BHPIBEDLE o A Trident 21.07 B~ FRAEERNEAIRAZR M Astra
Trident AURZEETEE " snapshotReserve ZEE volume BIBEDLL c EREER “ontap-nas-
economy ° ;A 2R T EHI BRI IIREREES R -

SHEAINT

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

i snapshotReserve = 50% * MPVcEX= 5GiB - W& 48 K/\%2/0.5 = 10GiB » AfAA/NA5GIB « E2F
REEPVCERAERAI A/ o “volume show' an % FERETREELUM LEEE B AO4E

Vserver Volume tat Size Available Used%

online AW 18GB

pvc_eB8372153_9ad9_474a_951a_08ael5elc@ba
online RW 1GB 511.8MB

2 entries were displayed.

EF#RAstra Tridentf ~ LRI LENIRA R IHGIRE_LIMGREARECEMIEE o BRTEAKZATEIEETEE « &
FEsZEAEE HMRE A/ ~ UEBRESE o flU0 ~ FRERFERRZAH 2GiB PVC §ELX—(ER{{ 1GiB
snapshotReserve=50 A] 8 AZEEHY Volume o BN ~ iGHEARRE K/)VFAEEZA3GIB ~ AI:EEATE N6 GiBHARE
& A 3GIBRYRE AZERM o

RIEAERSHEM)
THSEABTERER  BANDSHFREERE - ERERRIGREENTTE -

(D WMRETTENetApp ONTAP Z1ETridentiINetAppsz ik _EfFFIAmazon FSX ~ & TIEEIifsHIDNS
$a%8 ~ MIEIPALLE o

ONTAP NAS 47558 2 8251

version: 1

storageDriverName: ontap-nas—-economy
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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ONTAP NAS FlexGroup i

version: 1

storageDriverName:

ontap—-nas-flexgroup

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password

MetroCluster i

TAIURERR"SVM ERHER" « LUBRTETVMBFHERRIEER « WEHARLEA

EEEBETNIAMYTIA « BEFERAT A datalLlIF M " svm  2#KIEE SVM "managementLIF ° FIH0 :

version: 1

storageDriverName:

managementLIF: 192.

username: vsadmin

password: password

SMB Volume #54

version: 1

ontap-nas
168.1.66

backendName: ExampleBackend

storageDriverName:

ontap-nas

managementLIF: 10.0.0.1

nasType: smb

securityStyle: ntfs

unixPermissions:
datalLIF: 10.0.0.2
svm: svm nfs

username: vsadmin

password: password

mn
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BB EREE SR

B/ \WBIRAEREE| o clientCertificate M “trustedCACertificate (MREREEN
CA -~ ‘clientPrivateKey BII&#E[H) &9 3EA "backend.json' AR /&% ~ AR EIRINS(EN CA REMN
base64 #RIS{E °

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BEE L RAEES

&R s Astra TridentfE FRENRREE /R AR B ENE I R EEEHRA] ° M ontap-nas-
flexgroup” EEFREANEESER - ontap-nas-economy °

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4
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IPv6 {iitik &35

It EEFIEET "managementLIF &R IPv6 firdit o

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_ipvé6 svm
username: vsadmin

password: password

Amazon FSX for ONTAP £/ SMB Volume i

{EF3 SMB H4FRER) ONTAP #EFIEY FSX 2 EIE "smbShare’ 2 o

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fqgdn.aws.com
nasType: smb

datalLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
storagePrefix: myPrefix
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TP

BB RIRERREEA]

[

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svm0
username: <admin>
password: <password>
defaults: {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.R
equestName} } "
by
"labels": {"cluster": "ClusterA", "PVC":
"{{.volume.Namespace}} {{.volume.RequestName}}"}

EREBNRIKIEA

T TEHETHRREZRESRLF - FHEMARFNRERENTERE » HIU spaceReserve ] »
spaceAllocation Miz) #0 encryption MRy - ERERNEEHEERRDPERMW o

Astra Trident 87 TR R) BWAUPREE R ERE o 5FHEETE FlexVol for  FlexGroup for ontap-nas-
flexgroup £ ontap-nas ° Astra TridentEEBE/RACER - i ERE RN _ LA RRERN DI HFHIE
& BT HEER « FESESUUHHSEERERNERER « UEBRFERES4HE -

TEEEHAIF - BEFEERNEBEITRE spaceReserve » M “encryption'f&  “spaceAllocation’ L& Rt
AlgBRTERE °
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ONTAP NAS 54

version: 1
storageDriverName
managementLIF: 10
svm: svm nfs
username: admin

password: <passwo

nfsMountOptions:

defaults:
spaceReserve: n
encryption: 'fa

gosPolicy: stan
labels:
store: nas_stor
k8scluster: pro
region: us east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us east 1
defaults:
spaceReserve:
encryption: '
unixPermissio
adaptiveQosPo
- labels:
app: slack
cost: '75"
zone: us east 1
defaults:
spaceReserve:
encryption: '
unixPermissio
- labels:
department: 1
creditpoints:
zone: us_east 1
defaults:
spaceReserve:

encryption: '

: ontap—-nas
.0.0.1

rd>
nfsvers=4

one
lse'
dard

e
d-cluster-1

a

volume
true'
ns: '0755"

licy: adaptive-premium

b

none
true'
ns: '0755"

egal
'5000'"
b

none

true'

unixPermissions: '0755"

- labels:

93



94

app: wordpress
cost: '50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0775'
labels:
app: mysqgldb
cost: '25'
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"



ONTAP NAS FlexGroup i

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000"'
zone: us_east 1b
defaults:

SpaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
zone: us_east 1d
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defaults:

spaceReserve: volume

encryption: 'false'

unixPermissions:

I GTTET



ONTAP NAS #7534 zx &1 451

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755'
- labels:

protection: bronze

creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755'
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
defaults:



spaceReserve: volume
encryption: 'false'
unixPermissions: '0775"'

& im ¥ fEE StorageClass

LUF StorageClass E& A2 R[EHEENEIREDH]) o AL "parameters.selector {#iL ~ £ StorageClass
IR EREE AN EIEHMIEE - MEER EEMENEREFAPEESERRT -

* protection-gold StorageClass SHEZRENFE—EMNE _EEREE ‘ontap-nas-
flexgroup ° S —IREERIRENE R o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* protection-not-gold StorageClass a%ﬂ?ﬁ:ﬂ:@ HEYSE = EFEAEEREE ontap-nas-
flexgroup ° EeM—IiRHERUIMRERBRIVE R

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* app-mysgldb StorageClass EHEERIHNFENEERER ontap-nas ° SEM—2% mysqldb $8
iﬁ%m*it?mﬁ\{ﬂﬁﬁ/‘mm :m\E’J% oo ©
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* tprotection-silver-creditpoints-20k StorageClass ¥ EERIRIE =EERER ontap-
nas-flexgroup ° jaeM—iEHIRAR{REHN 20000 @S AMBBIEIRA o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* creditpoints-5k StorageClass HHEZFRIGENEZFERER - MWKBIHNE ontap-nas =
EE#HEE ontap-nas-economy ° iEM—¥HA 5000 EE ARENERHE o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Astra Tridenti$ REZEIIMEERER - WHEFRTSRHEFEREX

TEAIRHERE B B3R datalIF

TR GRERRREEERLIF « 77ARRIT Molan< ~ MEMERLIFRAMEI R IJsontES

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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@ YNREPVCSHINME—THZEPod ~ T ARIRIFT A ERIPod ~ ARG HEMEE) « FHNE
BILIFA &3 -

Amazon FSX for NetApp ONTAP E &

fEF Astra Tridenti&ficAmazon FSX for NetApp ONTAP f# R 5%

"Amazon FSX for NetApp ONTAP Efn"E—IHTE2FEER AWS iRFS ~ AlZRZ P REIAR#H
1T NetApp ONTAP {REFEXERMRFIZIBBINER R 4R o FSX for ONTAP VMware R :E {5 3E
HERINetAppIIAE ~ MEEMEIRINGE ~ AR TN BIEREFAWSERNE S « 8UEE - &
2MMIEFT M o FSX for ONTAP Sforsz#EONTAP Isfiit 18R AR IHAEFIEIEAPI ©

1EB] AAFAmazon FSX for NetApp ONTAP BIZiE X 4 # 4t EdAstra Trident®# & ~ LUFE{RTEAmazon Elastic
Kubernetes Service (EKS) A#I{THIKubernetesEk SERE$IED & BRI LAONTAP 23R 5 N ERIEFFA&E Volume ©

EEZRZHLEAMazon FSXMEEE R « FH{UONTAP A EN—ERE o EEESVME ~ Er] LR —ED
ZEAHGE « BLEHEE RHFERZRAFRPEZNERKRIER A2 ¢ B 7 Amazon FSX for NetApp ONTAP By
INKE ~ Data ONTAP BRI fE B UL EERZ R AN NIRE IR « FPEZRRAFIEETES” NetApp ONTAP
Sing*

fE A Astra Trident¥&fcAmazon FSX for NetApp ONTAP {#fENetApphF - &R LU HE{RTEAmMazon Elastic
Kubernetes Service (EKS) F#i{THIKubernetes#EE - AEFIAC B BIRFNIEZLIONTAP X IBMHEHIIEE o

SN Astra TridentBYZESK" ~ BEHGEA ONTAP B FSX £ Astra Trident B4 ~ RIBFEE .
* IAHM Amazon EKS & H EZENBHEIE Kubernetes 25 kubectl ©

s AICEEE T (EENEL7ZENAYIRE Amazon FSX for NetApp ONTAP HEZE A HIZERILES (SVM) ©
© BEET AR TEEEE'NFSERISCSI" o

@ IRIRMTHY EKS AMI 288! ~ FE(RITIEYE Amazon Linux 1 Ubuntu  (Amis ) FrERRVERELEER
B8 "Amazoni3ir&" o

it
il

* SMB Volume :
° SMB IR E(ESZE A “ontap-nas EEENFER ©
° Astra Trident EKS MMtz SMB Volume ©

° Astra Trident{&Z 1B ZHEEWindowsEIZE_E#1THIPod_EFISMBHERER o 40 "E(EHD & SMBRAIREE" Fa¥
M ~ A2

* 7T Astra Trident 24.02 ZAi * Trident #E;:2MIFR7E Amazon FSX &2 245 L1 7 B E R B ENEDHIRERE
& o BZETE Astra Trident 24.02 Sy E#THRASHE FILRIRE « 557 AWS FSX for ONTAP Hy& im4HAR EZE IS
i fsxFilesystemID ™ AWS apiRegion > AWS apikey #l AWS secretKey ©

100


https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
../trident-get-started/requirements.html
../trident-get-started/requirements.html
../trident-get-started/requirements.html
../trident-get-started/requirements.html
../trident-get-started/requirements.html
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https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html

WNREELSTE Astra Trident B IAM B ~ RG] LU EB&HE « “apiKey #1 “secretKey i AR
@ SXE "apiRegion 45 Astra Trident o UNZREHAHEN ~ 58 "FSXIZHONTAP ZiE4HAREIEMNEE
B" 2R o
Enss
Astra Tridenti2 {EMEEREHE o

* SOREE! (B3 [ 7EAWS Secrets Manager P2 2 MEFRE o MAURMERERRIERRZR - UEFER
fsxadmin vsadmin 2 SVM REMNFEHZE -

Astra Trident FELA SVM EAE S EEHEIABZ FNEIRBNERE S DHIT vsadmin
@ o Amazon FSX for NetApp ONTAP BY fsxadmin fERAEESEBRMENUL ONTAP “admin
HEFHE o saZIEHIEEL Astra Trident £/ vsadmin ©

* JREBE! | Astra Trident&FEASVM_EZERREE « EFSXIERER A LRISVMEITE ©
UNERNAERERVEEANE T ~ A2 REERENTE VARV BRET ¢

* "ONTAP NAS E§:5"
* "ZTIESANEREEONTAP"

MBFHAEN ~ F2H

* "Amazon FSX for NetApp ONTAP FYsZiE 4"
* "Amazon FSX for NetApp ONTAP BYEF &R ="

B3 IAM 65 AWS Zi5

MTL/(H% Kubernetes Pod 58 €4 AWS IAM B EE1TEREE ~ ThIEIRHEARERY AWS 52
s LIFELAWS EiR ©

@ EEFER AWS IAM ABEITEE - (S BFEH EKS Z8Z Kubernetes £ ©

#2317 AWS Secret Manager %%

LLEEEBIEIL AWS Secret Manager %25 LA {#7F Astra Trident CSI 5358 -

aws secretsmanager create-secret --name trident-secret --description "Trident CSI
credentials" --secret-string "{"user":"vsadmin", "password":"<svmpassword>"}"
B3 1AM RA

T5IEEHIER AWS CLI 37 IAM [REY :

aws ilam create-policy --policy-name AmazonFSxNCSIDriverPolicy --policy-document
file://policy.json --description "This policy grants access to Trident CSI to
FSxN and Secret manager"

101


https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.netapp.com/zh-tw/trident-2406/trident-use/trident-fsx-examples.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
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file://policy.json

* BUR JSON 4522 * ¢

policy.Jjson:

{

"Statement": |
{
"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"
1y
"Effect": "Allow",
"Resource": "*x"
by
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws—-account-

id>:secret:<aws-secret-manager—-name>"
}

g
"Version": "2012-10-17"

AIRTERAEIL IAM B
LUT &%) EKS HRIARFSIRAEIL IAM B .

eksctl create iamserviceaccount --name trident-controller --namespace trident
-—cluster <my-cluster> --role-name <AmazonEKS FSxN CSI DriverRole> --role-only

-—attach-policy-arn arn:aws:iam::aws:policy/service-
role/AmazonFSxNCSIDriverPolicy —-approve

Z 4t Astra Trident

Astra Trident f&§15 7 7£ Kubernetes #1T NetApp ONTAP {#/ZEIEH Amazon FSX - :ER
BAEMNEIEEENEINERREIE -

(AT U A — TR Z 8 Astra Trident
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* 2
* EKS MinnsctE

If you want to make use of the snapshot functionality, install the CSI
snapshot controller add-on. Refer to
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-
controller.html.

Fi® helm 222 Astra Trident
1. F& Astra Trident ZERKEH

Astra TridentZ8E RN EH G S BE Tridenti@ (FE KR % $tAstra TridentFiFBI—1]) £ GitHub AJ Assets &
ER T8 AR BR4RE Astra Trident REERZMR AR o

wget https://github.com/NetApp/trident/releases/download/v24.06.0/trident-
installer-24.06.0.tar.gz

tar -xf trident-installer-24.06.0.tar.gz

cd trident-installer

V]

2. FATIIRIREMRTE * TikfitrEr * A * ik IDENTITY * JEARAE !
export CP="AWS"
export CI="'eks.amazonaws.com/role-arn:
arn:aws:iam::<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'"
LUTF %2 4E Astra Trident M AEFEAZERE cloud-provider % “SCP ™ # cloud-identity SCI :

helm install trident trident-operator-100.2406.0.tgz --set
cloudProvider=$CP --set cloudIdentity=$CI --namespace trident

CRILUER “helm list sp SHRRI LA ABE KL > BN > shRZEf > BR - K& > EARIRAFMESTHR
AR5 ©

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14 14:31:22.463122
+0300 IDT deployed trident-operator-100.2406.1 24.06.1
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538 EKS Mo Z8E Astra Trident

Astra Trident EKS Mt B2 RMHNEZEIHEMIZ « HREERET » WALB AWS BesE ~ 7TE Amazon
EKS $8ECfER o EKS Mo Al RS ER (R Amazon EKS BELZ2TEE WA 25 « REKREMMMTH
FREATIEE -

FoR &
T8 AWS EKS B9 Astra Trident Mttt 2 Al ~ sAECEERF THIER .

* BEEMIMETEIR Amazon EKS £&EIRE
* AWS ¥t AWS THISBIHER -

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI #82Y : Amazon Linux 2 (AL2_x86_64 ) =% Amazon Linux 2ARM (ARM 64 )
* EPEEEEEY ¢ AMD T{ ARM
* IREHJ Amazon FSX for NetApp ONTAP 1&ZE A4k

EXF3 AWS HY Astra Trident KiiNcE
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EKS #5&
T5eh S EH &L 4E Astra Trident EKS Moty :

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v24.6.1l-eksbuild
eksctl create addon --cluster clusterName --name netapp trident-operator

--version v24.6.1-eksbuild.1l ({ERZEAIRZS)

@ ENHRTEERZH cloudIdentity B » BHEMFREMER Exs MIMNTHZEEE Trident BF

}8XE “cloudProvider °

BEFES

. BABY Amazon EKS F#E4 © https://console.aws.amazon.com/eks/home#/clusters o
2 EEEBERP BT EBE*
3. —TIEMERTE NetApp Trident CSI MiNNTTHFAIERERLTE o
4. BT * MiITTH ¢~ AR VS ES MM - o
S. {£ *S*SELECT Hifircff * HE L « AT TP :
a. £ AWS Marketplace EKS-addons &E&H ~ 35EEX *Astra Trident by NetApp * 1ZEX 518 ©
b. B * F—% * o
6. 15 * REEIMMMTTY * RESHEE  JITTIISE :
a.
b.

—_

FEERCEERR * kA~ o
B ERIAM A FBRE  RRE  °

C. [BEA * FERARERE * ~ B1E * M oHABREZRME * ~ Wi * 4HRE(E * BER ERVAEREESHRTES
TET—ETSFPZINEE2H (EEXA TR ¢ eks.amazonaws.com/role-arn:
arn:aws:iam::464262061435:role/AmazonEKS_FSXN CSI DriverRole) ° ¥IREAHE
R EER BE) ~ AIRAEMINTH—HZERE rI UUER Amazon EKS Mt RE
BE o NRIEARBNFILES - HEIRAREBEEHRE « AEERZRK o S UFERAELETER
BRERHHREZE o EEVILEIAZ Al « 55FEE Amazon EKS MMt FA S BIREEE/TEEN

=
axX AE ©

@ ENRTEEASH cloudidentity B » BHEMREMEA Exks MMNTHRE

Trident BF$EE “cloudProvider ©

7B T o
8. 71 * IRAIRIFY * HEL  EIE B o
HINTTH R RS  CRE D RERMMTE o

AWS CLI

1. 37 add-on.json &2 :
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https://console.aws.amazon.com/eks/home#/clusters

add-on.json

{

"clusterName": "<eks-cluster>",

"addonName": "netapp trident-operator",

"addonVersion": "v24.6.1-eksbuild.l",

"serviceAccountRoleArn": "arn:aws:iam::123456:role/astratrident-
role",

"configurationValues": "{"cloudIdentity":
"'eks.amazonaws.com/role-arn: arn:aws:iam::123456:role/astratrident-
role'",

"cloudProvider": "AWS"}"

EFAZ2%¥ cloudldentity B> BHEMREMEE Exs MIMITHZEEE Trident
BFEE "AWS A “cloudProvider ©

B
ey
R
fit

2. 228t Astra Trident EKS MI0TTH "

aws eks create-addon --cli-input-json file://add-on.Jjson

T Astra Trident EKS [ifinrcfE
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file://add-on.json

EKS #&
* 157 FSxN Trident CSI MIINc4 B BRIIRA o UERELBEUL my-cluster ©

eksctl get addon --name netapp trident-operator --cluster my-cluster

* EHgs o

NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES

netapp trident-operator v24.6.1-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role—-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* RMINTT A B E L — (B B th s P B E PR BRI AYAR A o

eksctl update addon --name netapp trident-operator --version v24.6.1-

eksbuild.l --cluster my-cluster --force

NRICIEIRIL - - force IR « H{EfA Amazon EKS Mo e BISIRAMNREZELER « BIEN
Amazon EKS T &R ; EEWEIFHZRAS « BENEHERESE o HIEEULEIRZA) © 5T
Amazon EKS It A EERLTEEENRTE « AREEREGUILERER - MEIRENHE

EEIRRIFFAAE > H2R "Ml - M7 Amazon EKS Kubernetes I EENFAEN « F2H

"Kubernetes IRIZEIE" o

BEIES

. 1B Amazon EKS =42 https://console.aws.amazon.com/eks/home#/clusters o
2 EEEBERP R—TEBE"

3. H—TEEFEH NetApp Trident CSI HINTTHRIHERTE ©

4. —T * M¥I0TTHE * RIRE o
5
6

—_

. ¥—F Astra Trident by NetApp * > A% —T *Edit °
. 1£ * %7€ Astra Trident by NetApp * Bt ~ #1177 FFIFEF .
a. FEELEFERMN * A~ -
b. (A]#) ErRIMNERM * FIERERE * WiIREEEHETEN °
C. H—THEFEE -
AWS CLI
T5&EFIER EKS Mo -

aws eks update-addon --cluster-name my-cluster netapp trident-operator vpc-cni

-—-addon-version v24.6.1-eksbuild.1l \
--service-account-role-arn arn:aws:iam::111122223333:role/role-name
--configuration-values '{}' --resolve-conflicts --preserve
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https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://console.aws.amazon.com/eks/home#/clusters

fRI&Z24E | 754 Astra Trident EKS Ko
B MIEREFR Amazon EKS HIINToiAEIE !

s *(REEE FAIMIINENES * —ItEEIEZ PR Amazon EKS HERREMNEIE - EE#ER Amazon EKS &4
REHEEIINEE ~ WIECENEN B HT1E B8 E# Amazon EKS N o & ~ EE2RBEHE _EIHINNERES o
LEIE R EMI N o R A B R EIBNZEE « MIE Amazon EKS Mol - B 7T E&EEE « MMM iE
Z1 o (R --preserve MLHPRVEELUREMIINTH ©

*  REERETEBRMMEE * -RAEZREREELE DRBEEHERERNERT « 71E£5E2E Amazon
EKS Mimnrct o #an S HhBBR —-preserve BEIH delete UBPRMIMITH o

(D mEHITHAERE 1AM IES - BIRETSI 1AM 165 o

EKS #£&

T < BRPRZEE Astra Trident EKS FiANTTfF

eksctl delete addon --cluster K8s-arm --name netapp trident-operator
BIETES

1. BAEX Amazon EKS F# & : https://console.aws.amazon.com/eks/home#/clusters o
EEEEERP BT =& -

B—TEERR NetApp Trident CSI Ml ERTE o

E % Add-ons JEIE > AR EE *Astra Trident by NetApp * © *

B—T &k

£ * %FR NetApp_trident R 1ESRESD * HEETIRF ~ T FIIDER

a. YNRIGIEZE Amazon EKS I EEMIIITTHAIRIE « 5HEN * REBEERE * L - IRECVERER
& FRMIINERES ~ UEBTEEMMITHNRERTE « SFRITILENE ©

b. #i A NetApp_trident — operer °
C. ¥—T %8By o

o o A w N

AWS CLI
WUEELTEI my-cluster ~ RABHITTIIHS o

aws eks delete-addon --cluster-name my-cluster --addon-name netapp trident-
operator —--preserve

REREFRIR
S SANFINASEEENTZTLONTAP

SERILAEFR 77 7E AWS Secret Manager 189 SVM 3858 (ERERBMNENE) KEILRIFERE - AT EAFIFR
T .
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https://console.aws.amazon.com/eks/home#/clusters

YAML

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-nas
spec:

version: 1

storageDriverName: ontap-nas

backendName: tbc-ontap-nas

svm: svm-name

aws:

fsxFilesystemID: fS—-XXXXXXXXXX
credentials:

name: "arn:aws: secretsmanager: us-west-2:xXXXXXXxXX:secret:secret-

name"

type: awsarn

JSON
{
"apiVersion": "trident.netapp.io/v1",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
by
"spec": |
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fsS-XXXXXXXXXX"
by
"managementLIF": null,
"credentials": {
"name": "arn:aws:secretsmanager:us-west-2:xXXXXXXXX:secret
name",
"type": "awsarn"

—
—

MERIURHVBRAEN - F2RTYER :

:secret-
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* "{EFONTAP NetApp NASERBITZ R 5 E B iIH"
* "{EFONTAP NetApp SANEEENTZER R ER "

RN ONTAP SEBIIZUEHAEE IR FSX
&R LLONTAP £ T 7EEENTZT « i Astra Trident&2Amazon FSX for NetAppZE & :

* ontap-san : FEERNEE PV #2H&H Amazon FSX H189 LUN  (FB1? NetApp ONTAP Volume ) ©
EAREREE -

* ontap-nas : ECEMEE PV #B82 NetApp ONTAP Volume Y522 Amazon FSX o Z:&FA NFS 1 SMB

o

* ontap-san-economy - & PV BC&RJ LUN #=2 NetApp ONTAP Volume Y& 1E Amazon FSX EA R
EHER LUN o

* ontap-nas-econony . SHEBEER PV #8=Z qtree ~ &1E Amazon FSX 89 NetApp ONTAP Volume 7]
BREEEH qtree ©

* ontap-nas-flexgroup : ECEREE PV #8Z NetApp ONTAP FlexGroup Volume FY522 Amazon FSX

o

MEEHEXFAER - FF2RNAS FRENFZ0FI"SAN FESFZTL" ©

BEIZEIEFZ XA AWS FSX for ONTAP 4BAE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
managementLIF:
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name"

type: awsarn
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SMB iR &RV TFLE Rl 4HRE

T@Fﬁ nasType ® node—stage—secret—name‘5F[| ‘node-stage-secret-namespace ?’ ,@E_”—X?EE

SMB FR(& Wi R HFTEERY Active Directory 5858

apiVersion: storage.k8s.io/vl
kind:

metadata:

StorageClass

name: nas-smb-sc

provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"

"smb"

csi.storage.k8s.io/node-stage-secret-name:

trident.netapp.io/nasType:

csi.storage.k8s.io/node-stage-secret-namespace:

& imE RS AR S

T RIRERRER « FF2RTXR !

2% 9
version

storageDriverName HEREEN LT

backendName BB EFEERR
managementLIF =& SVM EIZ LIF B9 IP it el

LUsETEME % (FQDN) o
UNERER IPv6 FEIZZREE Astra
Trident ~ BIAJLARREA(ERA IPv6
{3k o IPvefI b AZBEIL S FEINZRTE
# ~ fflaN[28e8 : d9fb : a825 : b7bf
1 69a8 : d02f : 9e7b : 3555] o ¥l
RERMENZE A1 #84~ BY
fsxFilesystemID aws At
f# ~ managementLIF [Al% Astra
Trident 2 AWS #EEX SVM
managementLIF B3l o At ~ &
WAZBTE SVM TRt ERERERE (
40 : vsadmin) ~ BfEEEHSE
BH% vsadmin A o

o SMB W4HEE(EXZIRF A "ontap-nas EEENFETL o

"smbcreds"

"default"

5l
KBS 1

ontap—nas > ~» ontap—-nas-
economy ontap-nas-flexgroup
ontap-san > ontap-san-
economy

EEEniZ\ a8+ T_J + dataLIF

r10.0.0.11 ~ T[2001:1234:abcd:::
fefo]l
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W
st

datalLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

username

password

svm
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=R EH

EEFELIFBYIPAIIE - REFANAS
EEEhiZmt | BE IS datalIF
ONTAP o YRR - Astra
Trident& ESVMEEENE #llifs o {&17]
LUEEEANNFSHEEEN TR
4154 8 (FQDN) -~ EBEEIEER
BB B RDNS « UBEZEERE
EREAZ BiE R & &1 o AITEAEA
MEZBETE - ;520 o (SANEE
EFiER : sAMIEEARISCSI

) ONTAP ° Astra Trident{&
FHONTAP [EZMLUNMIE ] RER
REV L BRI TEREEEFAERISCI
lifs o YN REAMEE & datallF « FLEE
FEE - INREMA IPV6 HEZZRE
Astra Trident ~ BR]LAERE A fEF
IPv6 fii3ik o IPve{it#AZE LA 75 $ETN
RESE - HIUN[28e8 : d9fb : a825

. b7bf : 69a8 : d02f : 9e7b :
3555] o

RS B ENEE W R B3R L R B[R M
{&] o Astra Trident AI{EFE
“autoExportPolicy #[1
“autoExportCIDRs #5818 « HE/EIE
FEHRA o

1 Kubernetes &%t P EHETERUE
Y CIDR B E
autoExportPolicy ° Astra
Trident AIfEEA "autoExportPolicy #
“autoExportCIDRs #2185 « BHE1E
PEHRA] o

ERFIHIREERISON-EIUE
PECES

B A iH/REBase644RiEE - AR

~ hE Y
REERYEREE

AR IETAZ S i8HIBaseb44RIE(E ©
AR RRR RS

S{E{FCARERIBaseb4ARIG(E o 5
o FAR/EERERE o

BIRERENSVMINERERE -
R SRR ELEREE o HIUN ~ vsadmin o

BIRE R ENSVMMIEES o AR
SaBUEREE o

EEANRFERKS

g
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M r0.00.0.0/05 ~ T:/0J ]

FEESVMEIELIFEFHTAE ©



W

#

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

nasType

gtreesPerFlexvol

smbShare

siLPH eyl

ESVMAECE FiiE ERFFREARR  trident
FIENS c MATERIIBEBN BE

%%ﬁlﬂ:%%( S [REEREITHE

uﬂﬁ [e]

* S5 E Amazon FSX for NetApp A7 °
ONTAP © *Z{HAY ‘fsxadmin'#l
‘vsadmin' &L ZH#EEY Aggregate f#

P& XA Astra Trident IR

FrEBIHERR ©

MREKREIFEA/NSIRIEE s T FERFREIHIT)

AERREERW - hERFIHEE

gtree 1 LUN BIERKHEABRE K/

ALt "qtreesPerFlexvol #EIEA]:E

& BE5T751E FlexVol IR K gtree &

E o

SFlexVol ELUNRIERALUNZE ~ “100
EEMBA[50 ~ 200] o £FR SAN

SREPHRSBEANEEEE  f  null
a0 ~ BRIEISIETE B TRE B BEAR L 5
ESFMBRYECEREED ~ BRI {API}

: false ~ T757%) ! true} AF
Edz= debugTraceFlags °

LU PRAINFSHM &SRS "
B o KubernetesiF4&rAhE & AIHM L
HIEE R REMEENFPIEE ~ 8

W RGEFLER hoR e e EIEE
HAstra Trident& 2X[ClfE R {12 im
ABREARE RIS E BIHEIETE o YNRE
FHER S AR REAE P RIS E I S

I8 « Astra Tridenti A& 1EAEREAYSS
(EEE R E T T SIS o

RENFSTSMBHAFREEIL © BEIH  nfs
B35 nfs ~ smb B null o *

SMB Volume WAZBERA “smb ©
*NFSHAR BRI TERER Anull ©

FFlexVol E2HIERKqtreeB ~ %47 "200"
TEEE R[50 ~ 300]

e UIEE FYIEHAR—IE © A smb-share

Microsoft BEIEF#F 55, ONTAP CLI
FEIIAY SMB HEE&TE - ERFF
Astra Trident 237 SMB H£FHH%
8 o ONTAP f&i%HAY Amazon FSX
EEBH -
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W
st

useREST

aws

credentials

ARE R EHIRE R RIRE
R E AR E R PR E R RIERITERERACE defaults o MIFHH « 52

W

#

spaceAllocation

spaceReserve

snapshotPolicy

gosPolicy
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siLPH eyl

{EFIONTAP Isrest APIBYfMAZ false

o * FITTEE

useREST EAEZ AN ARIRE
MIEEERXFETLFEaHN il
B M o 885 true K~
Astra Trident f${EF ONTAP
REST API EBUmiEH o ILIHAESE
EONTAP ERAEMARAEAIARE © ItE
6~ EFEM onTAP BABBNE
BEERRENFIE ‘ontap ° =
EFALERZNMABRRE

vsadmin cluster—-admin B9 o

I&BILUTE AWS FSX for ONTAP B
HREERIEE THIEE ¢ -
fsxFilesystemID . 57 AWS "
FSX IEZRMA ID © - apiRegion ""
. AWS AP| B %f8 © - apikey - ""

AWS AP| %48 © - secretKey :

AWS HE TSR ©

S Bf#TEIE AWS Secret
Manager Y FSX SVM 335 o -
name . %28 Amazon EIR&TE (
ARN) ~HAEE SVM BI:8:8 o -
type . 8843 awsarn ° YIE:FHE
- BFSE "I AWS Secrets
Manager ZH§" o

s EA fa
LUNBYZ=ERI 2B true
TRFEEEN ; M| (B none
& Volume) (%)

E(FFHAISnapshot/RH none

ERAFTIRIL IR ERQoSIRA] T
B o EESEARGEEERBIRN
Hrh—{EqosPolicy
g{adaptiveQosPolicy ° ¥&ECAstra
Trident{EFHQoSIRAIB$4HE
ZONTAP FREMRABIRRE ©
& FERIFE AMQoSIRAIEE
4~ M FRREBEHEEENERE
SERKEFAE - HEZRIQoS/HAEE
B RFIFE TIFaBNERIES
EBR -

BT IAERREEA o
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W

#

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

luksEncryption

tieringPolicy

unixPermissions

securityStyle

EHBECESMBHIRE

=R EH BER

B KAAFT I AR E RYERE M
MQoSRAIEHH - BEIEFERTEE

& & imAYE P —{EqosPolicy
Z{adaptiveQosPolicy ©
FONTAP-NAS-#& 7 18 ©

RELERIE 1oy WHIEESSLE W3R snapshotPolicy &

‘none  else []
BITERER s TEHXEEDEIELR false

TEERERE & EEY A NetApp Volume false

Encryption (NVE) ; f8:%%4

false o WBEERE LIRENEL

FANVE ~ A BEFAILETS - INR1E

% IHEYFANAE ~ BAstra Tridents g

%E’Mﬂﬂﬁz‘iﬁﬁ@%ﬁﬁﬁm NAE ° 3
TEZEH ~ B2RA"Astra Trident

AT EANVEFNAEISESE ("

EXYFALUKSHNZR o :5288 "EHLinux "
H—Fi@RE (LUKS) "o (£
SAN o

EFANSERA none “snapshot-only B ONTAP 9 Hij
FY SVM-DR #HRE

¥ﬁﬁ§2§¥@ﬁ’]$§'ﬁ MRESMBHELRE T
& ~ nﬁ’f%EEl:l:E °

FGEENZ 2 o NFS & NFS FE:R{E% unix ° SMB F8:%+
‘mixed 1 “unix €2 c SMB X ntfs o
1 ‘mixed ' 'ntfs' Z21ER, °

EoI LUFE AR FZNRECE SMB HAHRE ontap-nas © 5el R B Z AIEE & SANFINASEESIFZTLONTAP ©

R Z Al

EIRERRESNTENKECE SMB HiR& Z A ontap-nas ~ S BEHFETYIER o

* Kubernetes#& £ B ELinuxiZHI2Z 02, « URZE/D—EHITWindows Server 201989Windows T{E&
Bk o Astra Trident{® 1B S EWindowsEREL_E#1{THPod_FBISMBHEIERE

* E/bH—BAstra Tridentt%® « HFE S EMIActive DirectorysB:EE K} o EEHZ smbereds :

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* BREAWindowsBRFEHISCSI Proxy © HEE csi-proxy ~ A2 GitHub AR WindowsHISCSI
Proxy" ~ BE"GitHub : csi Proxy"fZ1E Windows _E#1THY Kubernetes &%} o
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1. BIISMBHARE - el U EREAER KA EIEETIEA ONTAP CLI ~ MURiEAR Z—E1L SMB
EIEEHA " Microsoft BEIZFES" o« ZE(FHONTAP CLIZEIZSMBHA :

a. MAXE « FEUHARBERERISER -

B2 g ‘vserver cifs share create’ TEIEN HAREE -path HIBHISERIRE o IRISEREREFE
AfR S ERRY o

b. #3785 FESVMIERARSMBEAE :

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

vserver cifs share show -share-name share name

() om=mwmEy - #S0EISVBLAE .

2. BB ~ S ERE FHIIEE UIEESMB Volume © B ONTAP & iGARRSEIERIFIA FSX "FSXiZ
HONTAP ZBMERIEIEMNE )" « F2ME -

B =R AH &5
smbShare e LUsEE Y EHF—IE . EH8 smb-share
Microsoft EIEF1F &5 5 ONTAP
CLI E1IHY SMB HA%HE « 2
SEF Astra Trident 237 SMB 8
B4 78 - ONTAP #imHY Amazon
FSX EEILZ2H -
nasType * NERRTEA sb  MIRE null » smb
BIZRETE nfs ©
securityStyle HHEEMNZ 2RI o * MEKRE ntfs I “mixed SMB Volume
2 ntfs SMB Volume Bf mixed °
unixPermissions I EMNER o SMBREIEE % "

BREREH "

REREFERF PVC

&€ Kubernetes StorageClass #4237 #7485 ~ U35 Astra Trident {1{AIECE
Volume © #17 PersistentVolume (PV ) # PersistentVolume Claim (PVC) -~ fEfH:%
TE M Kubernetes StorageClass 2REKFEY PV © 7A1& ~ el LU PV $18(E Pod ©
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FERVAE FE2 Y]l

&€ Kubernetes StorageClass ¥4

https://kubernetes.io/docs/concepts/storage/storage-classes/["Kubernetes
StorageClass Y 118 Astra Trident AlAZLERFAERAMNERICERE « 5/ Astra
Trident YAIEIRECE volume o fY0 :

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"

WNEE AR N B ShpvF4AEE T PersistentVolumeClaim ~ MAKIEHI Astra Trident BECE R E IS
B ~ 2R "KubernetesF Trident4){4" o

Bif#EFER

1. E2 Kubernetes ¥4 ~ EtLsEEA "kubect! 7 Kubernetes FR#E1T ©

kubectl create -f storage-class-ontapnas.yaml

2. IWEEEZEEFKubernetesfllAstra Tridentd B9* basic ~ csi *(#7Z485! - MAstra TridentfEzZ B & 1T B IHIE
REE o

kubectl get sc basic-csi
NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

#£37 PV #1 PVC

"PersistentVolumer' (PV ) R#EEIEET Kubernetes 5 FFiEMEREHIFEEIR o " PersistentVolume
Claim" (PVC) RfFEXEE L PersistentVolume FYZER ©

A PVC SREABERFERENNREIEDR - EEEE S I LUEAMERARY StorageClass JRIEHIER
PersistentVolume KX/NIZEUETNEIRER ~ BIUNKBESARTS B4R ©
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##£37 PV 1 PVC 218 ~ I&e] LIS HERR&EEE A Pod ©

SEHEFBE

PersistentVolume 5 & /58

It EEFIE BB R/ StorageClass H8RIRY 10Gi B4 PV basic-csi ©

apiVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: basic-csi
capacity:
storage: 10Gi
accessModes:
- ReadWriteMany
hostPath:
path: "/my/host/path"
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PersistentVolume Claim £ & ;58

B HIFEMERN PVC AHRREEIR o

B]77EX RWO #J PVC
ILEEHZETREE rwx FEUERNEZR PVC ~ BT84 StorageClass 18RAHE basic-csi ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

%M NVMe / TCP BJ PVC

LEEEHIZETR NVMe / TCP FIEZ PVC ~ Wi HEI4 #8407 StorageClass HHEFHKEY rwo 1FEX
protection-golde

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold

#37 PV #1 PVC

1. BIL PV o

kubectl create -f pv.yaml
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2. FEED PV HREE ©

kubectl get pv

NAME CAPACITY ACCESS MODES RECLAIM POLICY STATUS CLAIM
STORAGECLASS REASON AGE
pv-storage 4Gi RWO Retain Available
Ts
3. 8L PVC °

kubectl create -f pvc.yaml

4. TEED PVC HREE o

kubectl get pvc
NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO 5m

U EHFEE N E B R4S PersistentVolumeClaim ~ LAKIZEH Astra Trident BECE AR E I
g ~ 2B "KubernetesFl Trident4){4" o

Astra Trident B%

ELEBHURTERRFERAML Astra Trident BIENREEFEIRMRECETSERTAHIRE o

Bt R BE BE B 2
A8 1A FER HDD ~ B& ERMESIE 15EMEREEE  ONTAP-NAS
I * SSD BIpOIRRS RS * ONTAP-NAS-
ARTWE KB ~ ONTAP-
NAS-flexgroup
+ ONTAP-
SAN -~ solidfire-
san
BREEREY FH HE B8 PoolXziZILER EEMNEIREIE E : 2ONTAP 2
EEERE Vapes B2 E
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B4 Y

BimaE FE#
tRER G
L Gk
Nz ol
IOPS B

. ONTAP Select A= 15

EpEHHIEAERN

EPEELHIEAE -

1. KSR &EEA Pod o

kubectl create -f pv-pod.yaml

ELEEHIZETAE PVC MINZE Pod BYEZASZHAE :

(s B

ONTAP-NAS EE&BHIEsEs

~ ONTAP-NAS- gy

S

B « ONTAP-

NAS-flexgroup

~ ONTAP-

SAN -~ solidfire-

san » GCP-

CVS ~ azure-

NetApp-Files

» ONTAP-san#&

7

E - EETERARR
R E

E - BRMZRER
HEREE

E - BRAZENE
HIR&E

IEEE EERESIREEIE
EANBIIOPS

* BLASAERE * ¢

2=
EZ]

EER I

B RN RER
BYVolume

EREEL
BIVolume

EEAME
BYVolume

VolumefR:&iE
LEIOPS

XEE
FRrEREENTE\

ONTAP-NAS

~ ONTAP-

SAN ~ Solidfire-
SAN ~ GCP-CVS

ONTAP-NAS

~ ONTAP-

SAN -~ Solidfire-
SAN ~ GCP-CVS

ONTAP-NAS

~ ONTAP-NAS-
KT ~ ONTAP-
NAS-
FlexGroups ~ ON
TAP-SAN

solidfire-san
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kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: pv-storage

(D EoI LU B E kubectl get pod --watche
g

2. BT ERHEEEHEE L /ny/mount /path ©
kubectl exec -it task-pv-pod -- df -h /my/mount/path
Filesystem Size

Used Avail Use% Mounted on
192.168.188.78:/trident pvc aed45ed05 3ace 4e7c 9080 d2a83ae03d06 1.1G
320K 1.0G % /my/mount/path

1. IR LUMIBR Pod © Pod FEARRIFABEE « BXHMRENERE -

kubectl delete pod task-pv-pod

7T EKS %5 L35 7F Astra Trident EKS Kifnrcit

Astra Trident f§15 7 7E Kubernetes #1T NetApp ONTAP {#/Z & I2H Amazon FSX - :ZER
BAESNESIESEME TN EATERIFE - Astra Trident EKS Mt B S RHMNEE M
ERHEIET ~ SR EIERETL » WAIE AWS B ~ mIEd Amazon EKS FAES(ER o EKS KN
ARG ERE (R Amazon EKS &R 21ETE ~ Wp/D 28 « RE REMMIITHEERY
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TiEE -

FoRIESE

T8 AWS EKS HJ Astra Trident MiifiNTciEZ Al

* BEEKNNETRIAY Amazon EKS #HEIRS
* AWS ¥t AWS IR -

AEECEATIIER !

"aws-marketplace:ViewSubscriptions",

"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI $88Y : Amazon Linux2 (AL2_x86_64) 3 Amazon Linux 2ARM (ARM _64 )

* ENEE$EEY ¢ AMD ¢ ARM

* IFAER Amazon FSX for NetApp ONTAP 1EZE R4

TR

1. 7E£18H9 EKS Kubernetes 5% F ~ BIB=E * fiNcH * R IEE -

tri-env-eks

| c H Delete cluster ” Upgrade version |

(@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more

information, see the pricing page [7.

Upgrade now

¥ Cluster info o

Status Kubernetes version  Info

Support period Provider
@) Active 130 0] Standard suppert until July 28, 2025 EKS
Overview Computy N ing Add-ans o Access Observability Upgrade insights Update history Tags
(3) New versions are available for 3 add-ons. *
Add-ons (3] it View details Edit Remove

I Q. Find add-on

| | Any category ¥ | | Any status v 3 matches <1

2. mijfE * AWS Marketplace Mo * AEEE _storage F87! o
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AWS Marketplace add-ons (1)

Discover, subscribe to and configure EKS add-ons bo enhance your EKS dustors.

| Q. Find add-on ]

Filtering options

Any category ¥ I MNetApp, Inc. ¥ Any pricing model ¥ Clear filters ]

MetApp, Inc. X < 3 2

MNetApp NetApp Trident g
Netapp Trident streamlines Amazon F5x for NetApp ONTAP storage management in Kubernetes to let
your developers and administrators focus on application deployment. FSx for ONTAP flexibility,
scolability, and integration capabilities make it the ideal choice for organizations seking efficient
containgrized storage workfows. Product dr.l:all_aE

Standard Contract

Category Listed by Supported versions  Pricing starting at

storage Netapp, Inc. [3 1.30,1.29, 1.28, View pricing
1.27, 1.26, 1.25, details [1
1.24,1.2%

cnca [N

3. #% 3| *Astra NetApp Trident Trident MiNTTHF * AEENZAZEN S 1R o
4. BIEFREARASHIMIIN T ©
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MNetApp Trident Remove add-on

Listed by Category Status
I NetApp storage (Z) Ready to install

You're subscribed to this software View subscription X
You can view the terms and pricing details for this product or choose
another offer if ane is available.

Version

Select the version for this add-on,

| v24.6.1-eksbuld. v |

Select 1AM role

Select an |AM role to use with this add-on. To create a new custom role, follow the instructions in the Amazon EKS User Guide [,
I Not set v | G l

¥ Optional configuration settings

Cancel Previous -

o. FEH IAM A EERME AR o
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6.

126

Review and add

Step 1: Select add-ons Edit

Selected add-ons (1)

Q} Find odd-on 1
Add-on name Iy Type v Status
netapp_trident-operator storage & Ready to install
Step 2: Configure selected add-ons settings Edit

Selected add-ons version (1)

Add-on name rs Version v 1AM role for service account (IRSA)

netapp_trident-operator v24.6.1-eksbuild.1 Mot set

Cancel Previous

| Create
(A1) REFERETMIENLERE > ABREZET—F o

iE1E *Add-on RREZRAE * - MR * AARGME * B ERVAARMESMRERTE L —EXRPRINABSH (
BERERATIIER | eks.amazonaws.com/role-arn:
arn:aws:iam::464262061435:role/AmazonEKS FSXN CSI DriverRole) o MIREHBEEMBREA
AEW TER)  RERAWMTHN—NSERERILAER Amazon EKS MITTHREER © MIRITKREL
FAILEEEIR « BERARTEHEEGRK - AIFER TR  MAILIEREERISHRA S REFHHARER o BEHUL
EIBZ A ~ sAETE Amazon EKS iR S EELEREBTEENRE

@ ENHRTEERAZH cloudIdentity B » BEMFREMEA Exs MIMNTHZEEE Trident B
8E "AWS'A “cloudProvider ©



Select 1AM role

Setoct an |AM role to use with this add-on. To create a new custom role, follow the Instructions in the Amazon EXKS User Guide u

Mot set v l [ |

¥ Optional configuration settings

Add-on configuration schema
Refer to the JSON schama Balow. The configuration values entered In the code editor will be validated against this schema.

"$id": "http:/fexomple. com/example. j50n”,
"4{schema”: “https://json-schema.org/draft/2819-89/schema”,
"default™: {},
"examples”; [
i
"cloudIdentity”:
}
] ¥
“properties”: {
"cloudIdentity”: {
“default”s "7,

“avrmelac!s T

Configuration values  info
Specity any additional JSON or YAML configurations that should be applied ta the add-an

iv {

2 "elovdIdentity”: "'eks.amazonaws.com/role-arn: arn:ows
riam: : 139763918815 role
/AmazonEKS_FSXN_CSI_DriverRole'",

3 “cloudProvider”: "AWS"

N

7. 5E$2* Create (3E3I) o
8. FESEMINTTHRUAREE S Active ©

Add-ons (1) info View details Edit Remove _

| Q. netappl X | ‘ Any category ¥ | | Anystatus ¥ | 1match < 1>
NNetapp  Astra Trident by NetApp o
Astra Trident streamlines Amazon FSx for NetApp ONTAP storage in to let your pers and focus on app i ploy FSx for ONTAP
ity, scalability, and grati P ies make it the ideal choice for organizations seeking efficient inerized storage Product detaits [
Category Status Version 1AM role for service account Listed by
storage @ Active v24.6.1-eksbuild.1 (IRSA) NetApp, Inc. [2
Not set

View subscription

£/ CLI &4 | fRIA %4 Astra Trident EKS Nl

{EFH CLI 228t Astra Trident EKS Mot -
T3 & Heh S & Z24E Astra Trident EKS Koty :

eksctl create addon --cluster K8s-arm --name netapp trident-operator --version
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v24.6.1l-eksbuild
eksctl create addon --cluster clusterName --name netapp trident-operator
--version v24.6.1-eksbuild.l (BERRZE)

@ EUREERZSH; cloudidentity K > SAHIRIEMA ExS MMTHLE Trident FHEE

“cloudProvider °

{8 CLI f#f5%4E Astra Trident EKS Hifinrcfy :
56 S SRR ZEE Astra Trident EKS MifNTclE -

eksctl delete addon --cluster K8s-arm —--name netapp trident-operator

{EBkubecliEiI &R

BIFER 7 Astra TridentBfEF R A ZBEAE o ©E55FAstra TridentI Rl B sZ EF R AR
A ~ WUKzAstra Tridentf At % HIZ R ARECEHIEE o Z8EAstra TridentZz & ~ T—3 28
I f&us o "TridentBackendConfig' Bs]&EIREZ (CRD) B[:EEEHIZEA Kubernetes 71
%Eﬁ&%ﬁ Trident i o ] LUEASEMEY CLI TEK "kubect!'#1T Kubernetes &

TridentBackendConfig

(/7

TridentBackendConfig(tbc v tbconfig ™ tbackendconfiqg) ZAEIiH ~ @544 CRD ~ Al:ERERAEIE
Astra Trident &5 kubectl ° Kubernetes Mf#FEIE SR I U E BB Kubernetes CLI EIIMEIR B iR
(tridentctl ~ MAREERNGTH BRI -

EIAIY)HEF TridentBackendConfig ~ EE8ATFIIER -

* Astra Trident&RIFICIRMHAVABRE B ENE LB IR - ETENEPRTE A TridentBackend (tbe *
tridentbackend) CR ©

* TridentBackendConfig Bl Astra Trident FREBIZMIBIEEIFRVELSS TridentBackend ©

B{E#R TridentBackendConfig {FRAM#E—H—HE TridentBackend ° HiEERHEAFERAEN E
BRREtHRERR ; BER Trident KRERBIHEMHEHNAR

@ TridentBackend CRS H Astra Trident BENEIL o &~ FFEZEIGELEIEE - INRKAE
EF RIS - BEXULUEITERN " TridentBackendConfig ©

H2RH 75 CR & fH TridentBackendConfig :
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

T AIUEFRBEFRY "TridentZi<i2T0 886 ~ UBUSFARFHEFTE / IRFSAIEEHIAERS -

‘spec  BRABIRITERNHRESH o ELEEERF - BImEHEA ontap-
san " fEEFREHFEL i[tﬁﬁﬁltt&%ﬁ']tb‘ﬂ'] u/%I WNEFRE 1::%7?%[@]&TEI'J HRSEZEIEFE » 552 R11
nk:backends.html [ "HEFEEENFENAVBIHAEREZ" )

& ‘spec’ —Hith B “credentials’# "deletionPolicy #{iL ~ LM (I/E7E CR L "TridentBackendConfig®
B9 :

credentials : ILBHAVER - B85 BANEERHEFR E/HE%‘!B’JWM o bR EAFAERIL
BYKubernetes Secret o s2s8 5 {4 % L A @ﬁ(—?—ﬂ%“ﬁ% &~ AL EEA S

* deletionPolicy : ItFEREZEMIBREFFESE LR TridentBackendConfig &t o AISEEEMIE R SEMIEZ —

° delete : EZEIFFMIER TridentBackendConfig CR FMtHEAME IR - SETER1E

° retain ! TridentBackendConfig MR crR % - BImERNEEFT « AJERBE
‘tridentctl o BBMFRRRIRES retain AFFERERKERERA ( 2004 E 1 B 21 Bz
A1) ~ MREEINRE o ILEUNERNERILIEEN "TridentBackendConfig®

BIRHRTEREARTE spec.backendName "By © tll]%ﬂ%?  BIBin LB e R AT RTE
@ ‘TridentBackendConfig ( metadata.name ) RF AR ERIR%TE
spec.backendName °

EREIIEIG tridentct]l BERIHEY " TridentBackendConfig ¥ o B LIEIL CR
K “TridentBackendConfig ZEEEIRIIERIT " kubectl o WEIRIEEIEEBEREZH
(180 spec.backendName » * spec.storagePrefix s ‘spec.storageDriverName %
) ° Astra Trident & BEhELEFEEILAY "TridentBackendConfig B H1ZTERY & U ©

TERRE
EEEREIIEIR kubectl ~ MEZHIT FIIENE
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1. 3137 "Kubernetesti&Z" o BHEEI S Astra Trident E{#IFHE / IRTFSE

AP R RYEYE ©

2. {37 ‘TridentBackendConfig ¥t » e & RILET # S/ IRTSHISMAEN « LB E BRI o

B BiRZE - KO ERBRRBIRAIREE kubect]l get tbc <tbc-name> -n <trident-
namespace>» WU EEMEFAE R o

851 . EIIKubernetest%®

L_L@.’é\ﬁé T‘Hﬂmu’éﬂ’]@é”

SERFFARTS T 8 FrEABITIAE

o EHIMNT :

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:

name: backend-tbc-ontap-san-secret

type: Opaque
stringData:

username: cluster—-admin

password: password

TREERASERETEIREY

REF T atEm AR
Azure NetApp Files

A GCP Cloud Volumes
Service

A GCP Cloud Volumes
Service

7t%& (NetApp HCI / SolidFire)

ONTAP

ONTAP

ONTAP
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REZHIMAL

ClientID

Privates:$&ID

Private &8

U

fERERTE

2

R RImERER

e
FEREN MR P iKID

FTAZEBHIID - GCPARFEIRAAPIE
wp—#n - AACVSEEEAR

A EE | GCPIRISIREAPIZIEM
—Z5 ~ BBCVSEIEEAR

MVIP ~ R SolidFire ¥¢BfE/:2
ENAEHERENEHNESE

ERERE/ SVMMNERERTE - B
Eﬁi?

g?i%%/ SVMEIIJ"Z E% ﬁﬁﬁ\ I:VL:E
RiBgcE

BFRimfhZEiEBase644RiSHE o
B /RERERE


https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/

(G IER =y 2o (Ve W

ONTAP chapfEfl &4E
ONTAP chaplnitiatorig %
ONTAP chapTargetUsername
ONTAP chapTargetinitiatori& %

1RAIEREA

BAFERELTE - Wl
RuseCHAP=truefIIZEE - AN
ontap-san M ‘“ontap-san-
economy

CHAPERENZZZHE - 1
RuseCHAP=truefIIZFE - BRAMN
ontap—san\ﬁﬂ ‘ontap-san-
economy

ERERERTE o W
FRuseCHAP=trueBIEE - FRAM
ontap-san M “ontap-san-
economy

CHAP B 1RERENSI 1 o 10
FRuseCHAP=trueA|FEE - HBAMN
ontap—san‘*ﬂ ‘ontap-san-
economy

IEF R R NMEBREE T —EPERP BRI TridentBackendConfig AR

‘spec.credentials ©

$EE 2 | 1 TridentBackendConfig CR

CIRE B &I TridentBackendConfig CR 7 o TELLEERIAH ~ FHEEHIZXEIR ontap-san EfF

BT IA "TridentBackendConfig :

kubectl -n trident create -f backend-tbc-ontap-san.yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret
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B 3 | HEs¥ CR AYHKAE TridentBackendConfig

IRE@BEIEI TridentBackendConfig CR ~ BJLABSEEAREE o :E2RE T3 A :

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8efb6-

bab2699%e6ab8 Bound Success

ERINEIL BRI B4 E TridentBackendConfig CR ©
FEER PRI AFRA T FIH A —(E(E -
* Bound ! TridentBackendConfig CR EiBIRIERAH: « BRBIRE S configRef RES
‘TridentBackendConfig CR AY uid BYIER o

* Unbound : AR "" o "TridentBackendConfig ¥ R B4EE R iR o RIETER ~ FTAMEILAY CRS #8
‘TridentBackendConfig' BRH2 LEREER o FEEREE 2 18 ~ BiEABMIEAUnbound (GREBE) o

* Deleting: TridentBackendConfig CR deletionPolicy BEREAMER o bk CR &
TridentBackendConfig > EEEIRE MR AKRE o

c MNRBIHRAFEHFEBUMIEEES (PVCS) - flff TridentBackendConfig ##EEH Astra
Trident MIBFEIHHA "TridentBackendConfigCR °

° MNR%ZIK EE—E®ZEPVCS « BIZEAMIPRAEE © TridentBackendConfig CR BEEtEEAMRM
PRBGEL - REMIBRFIAE pvcs Z1& ~ A EMIPREIHF " TridentBackendConfig ®

* Lost . ¥ CR tHRAAY4E 1% TridentBackendConfig #WEIMNKZIEMIFR «+ "TridentBackendConfig
CR 175758%@@ HHY2EE © TridentBackendConfig Him{E#A{A ~ HAIMIER CR "deletionPolicy

* Unknown . Astra Trident #/A¥|Eff CR tHEARKBV B IRARRESTFTE TridentBackendConfig o )40 ~ &Ml
8 AP| {AfR2$'2E[EIFE - B tridentbackends.trident.netapp.io CRD &% o ERIFEEENTA ©

FEULIEER « FRONREITAN | A SAIE R TTLISES IR » Bl B BRI R IR o
(0RA) S5 BUSESHEEN
EEIAHAT FHIs S HBUS B A& HAOREEE -

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-
bab2699e6ab8 Bound Success ontap-san delete
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backend_ops_kubectl.html
backend_ops_kubectl.html

IESH ~ &4 B] AENTS8Y YAML/JSON BE[) TridentBackendConfig ©

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: "2021-04-21T20:45:112"
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san
namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09%c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699%e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created

phase: Bound

backendInfo B =[EIfE cr FFEIEIR "TridentBackendConfig By ‘backendName  H]
‘backendUUID ° [t lastOperationStatus HXFR crR EXIRERUAREE *TridentBackendConfig®
FIHEAEERZ (P« EREEPEEIERE spec) ~ 3H Astra Trident &3 (540 Astra Trident E#7ELEN
HARS) o AAER THIN 3 TR © phase & cr E2EIHZ RERIARIARES

‘TridentBackendConfig ° £ Lil#fFIAR « phase BERMR + /" "TridentBackendConfig CR Eif&
I AR o

R A$11T “kubectl -n trident describe tbc <tbc-cr-name> 73S W EVS E 0t AE KL o

@ e LK ERAEMTMRE SHEEAYY tridentctl BRYG "TridentBackendConfig o BEAR
fE£#0 TridentBackendConfig ZRIVIMFTFRITER “tridentctl » "SE2FHILE" ©
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backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html

F=PELEY
I KECBECVL#{TA IR
EERRUE(E R ITRIREIR(ERE kubectl ©

LlERED

f#lB% TridentBackendConfig & ~ &35 Astra Trident MfR / FEBREIE (IR
‘deletionPolicy) ° HEMIREIR « 5AEEE deletionPolicy RAEAMIBR o HEIEMIBR
‘TridentBackendConfig * sAFEELE deletionPolicy RREAMRE o EFEREBIRINATEE > MHRILUE
B#EI1TEIE “tridentctle

HITTSaR< -
kubectl delete tbc <tbc-name> -n trident

Astra Trident A ZIFREER S Kubernetes %% TridentBackendConfig ° KubernetesfE & & AR
3 o MIBRLZERFMAE/ D o IEEERIRAREHILER « 7 ERPRESLLELE o

BIRIRENERR
HITTFISS

kubectl get tbc -n trident

R ATLIIT tridentctl get backend -n trident 8{ “tridentctl get backend -o yaml -n
trident BUSEEMNMERIHBE o IEEHZEIFEHEBIMNER tridentctle

EHR
EMRIRFIEASERA !

* BERGHNEERCEE - EETHNE - W EEHYHTERR Kubernetes Secret
TridentBackendConfig ° Astra Trident® BEILURENERIZEEREHEI c FIT TV SSUE
¥frKubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

* FEONTAP EM2H (FIMNERKISVMERTE) o
o IEEIUERA TS « HiEEIB Kubernetes B3 “TridentBackendConfig #)14 :

kubectl apply -f <updated-backend-file.yaml>

o BE ~ AU ER T M SEEIRERN TridentBackendConfig CR
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kubectl edit tbc <tbc-name> -n trident

* MRBIHEMKRY  BinHFEEEFEREBEMVAER o ERIUBITH kubectl
describe tbc <tbc-name> -n trident  3RIBRECEE ~ UFIENREA kubectl get
<:> tbc <tbc-name> -o yaml -n trident?®

* HRIIEEAERGAERVREIREZ & ~ IR EH#1Tupdateds < o

{EBtridentctl TR IHEIE

BRI R E R MITRIREIER(FS tridentctl o

BizEB"EIRAERE" BRIT TS
tridentctl create backend -f <backend-file> -n trident
MRBIREILKRYN - RNBIGAERAERE o I UBIT e < RKieRacE: ~ UHIETRE -

tridentctl logs -n trident

A EARENEEZE - REBRAITHSHA create ©

bR IR
HEAstra Tridentfl|PR1& iR ~ 5T F3UPER :

1. BB IR RS

tridentctl get backend -n trident
2. MipRiELS

tridentctl delete backend <backend-name> -n trident

IR Astra Trident EAUEEE IR ERIREARIE - RIS - BRI EIS & EH R
() EErmmeTERRE - GREEEER TR RE M TidentS B EEIBE LRIREAR
B - EEIEMERIRAL -
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backends.html
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backends.html
backends.html
backends.html
backends.html
backends.html
backends.html

BRIRENERIR
EEWATrident R IR ~ 51T NP ER ¢
s HEESHEE  FRIT TGS

tridentctl get backend -n trident
* AERUSFRAHEER « FRIT &S !
tridentctl get backend -o json -n trident
e
BRI RIRERREZ B ~ SFRIT eSS !
tridentctl update backend <backend-name> -f <backend-file> -n trident

HD%?Q mEA AN - RNBIRERARE « ARLER TEMNER o ErIUMIT T en < RIEHRCE: ~ UHER
IRE

tridentctl logs -n trident

A EARENEEZE - REBRAITHSEA update ©

3 Bl 155 FA B im B (77 48R

E2ErILUER JSON REIZHRIELEREH) « IERIRER] tridentct BRIHYIHEH L - EEFER jq BEERE
HABERER -

tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

EERREREINER TridentBackendConfig ©
TERInEIRERZ Mk

R Astra TridentBEIRBIRIIREHE ©

BB IHAVEER

BEEBYHEL TridentBackendConfig » BEBREAMBETRG ARERE RIS - EERH TIIME !
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* EREIINERIR AL tridentctl " EA—#EEIE "TridentBackendConfig?

* EREIMBIFEILL TridentBackendConfig (R E 2 “tridentct! I ?

EFREIE tridentctl ¥ " TridentBackendConfig

KETEREAFEBEIIYY - BIZEE Kubernetes THEIZREIBEEIL TridentBackendConfig HEBIRFTENL R

‘tridentctl o
ERERR T5E
* FEREFENRIE - AAREREILM tridentetl }8%F "TridentBackendConfig©
* EREBIMHE tridentctl ~ MEM TridentBackendConfig ¥4 ITETE ©
TEMBIERT « BiLNEEEFTT - Astra TridentHHEHIIRE SREEE - AMEESEMEREEY—

* HEEFER tridentctl REIRFEREEILEL o
s BEREINBIRESL tridentctl  BH " TridentBackendConfig ¥ o EEMIEERERIHS(E
AMIE “tridentctl ZKEIE “kubectl ©

EEFHEIEESEFENRIR kubectl ~ MBI "TridentBackendConfig' B1IR B BimEALR o LU 2801
EERVAREE

1. EIIKubernetest$ o LI G F Astra TridentE (A TF &/ ARFESENFAFRAVIEER -

2. 3] TridentBackendConfig ¥ - HA B ZHERAMERE/IRFFIVFMESH « L2F L —FP B
= o AT RIEEMERVAERZE (Flwn spec.backendName ¥  spec.storagePrefix®
‘spec.storageDriverName %) © “spec.backendName /7B EAIRE R IHIIHTE

FERO © SRR

BERIELEFTIRE®IEMN - TridentBackendConfig & AZBEVIS & IRARAE o TEULEEHIH ~ RERFEH T5JsonE
EREIUER

tridentctl get backend ontap-nas-backend -n trident

fem==s=sssessssosa==== foss=============

o fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fmm Fomm -

fessmesee s s s s o s s s s e e fremmm==== frossmm==== I

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

fressmeseemese o= === fosssmmmsema=ae=s
e e femem==== fos======= +

cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",

"username": "cluster-admin",

"password": "admin-password",

"defaults": {

"spaceReserve": "none",
"encryption": "false"
}I
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [

{
"labels":{"app":"msoffice", "cost":"100"},
"zone":"us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels":{"app":"mysgldb", "cost":"25"},
"zone":"us east 1d",
"defaults": {

"spaceReserve": "volume",
"encryption": "false",
"unixPermissions": "0775"

HE%1 . EiZKubernetest%®

BB SR In02IME ~ N FEFIFR -
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cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind:
metadata:

Secret

name:

type:
stringData:

ontap-nas-backend-secret
Opaque
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident

secret/backend-tbc-ontap-san-secret created

8% 2 I TridentBackendConfig CR

T—% @ —1E TridentBackendConfig CR
MAFHFIFTR) © BEFETIIENK !

* HERER T HEEIEIFEATE spec.backendName ©

* ERERY (BH) RERERIGRIREENIERS
* SR ENESE ~ MIELAEX 1R -

iBKubernetes Secretigfit

EERIERT « TridentBackendConfig #§ &30 FFAT :

#Z CR g B#ES

EFRLEEN ontap-nas-backend (
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

FEE 3 : MEs¥ CR BYAKRE TridentBackendConfig

i1 71 TridentBackendConfig * HEEEWZAR Bound ° EMERMREIFERIFHERERBEAUUID o

140



kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

BIRIRERFERYHRTE2EIRE tbec-ontap-nas-backend TridentBackendConfig ©

{FFEIE TridentBackendConfig #if “tridentctl

‘tridentctl  AIRYHERRIINE R

"TridentBackendConfig’ ° 5k » RAEEIE St n] LUEIEE B MIFRIEE
‘spec.deletionPolicy 8&EA ‘retain ' ‘TridentBackendConfig e BIEELEEIH
“tridentctl” °

SERO : R BE

fan ~ B TR nEFEAEILMN TridentBackendConfig
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

gt « 5% TridentBackendConfig' BRI IHEEIL M BRAE =R IR [ BRZREIHAY UUID ] ©

W1 [ Hs¥ deletionPolicy EREA “retain

ERPIZREBBEE deletionPolicy ° EREHRS retain o YNItE AT FE{RMIFR CR BF
TridentBackendConfig * BIRERINEFRE W olFEBEETEE tridentctl o

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

(D BEREA retain » TABMRBERTF—ESH deletionpolicy °
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B 2 . MBR TridentBackendConfig CR

R —T ZMB& TridentBackendConfig CR ° FEEREREA retain Z#% ‘deletionPolicy ™ AL
EMmpR

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fosessssssssssas==== R e
e e et fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e e T
R R fomsmm==== +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

fosesssssssasmas==== fosssssmss==sms=a
fessssssssssssesessosssssasssssssasaaaa femmmm=== fommmmm=a= 4

P14 TridentBackendConfig ~ Astra Trident R Z2iGHB R « MAZ ERMRRIEEES o

B E R EFAER
R I {17 48R

R E Kubernetes StorageClass #1142 {77485 « A5 Astra Trident dN{AIECE
Volume °

2% Kubernetes StorageClass #)14

https://kubernetes.io/docs/concepts/storage/storage-classes/ ["Kubernetes
StorageClass #ff"~1## Astra Trident #MAlRZERIFMEANEREERZ « LiEm
Astra Trident WAIE/RACE volume o FIU0 :
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: <Name>
provisioner: csi.trident.netapp.io
mountOptions: <Mount Options>
parameters:

<Trident Parameters>
allowVolumeExpansion: true
volumeBindingMode: Immediate

UWEHFER UM B BV FAAEE PersistentVolumeClaim ~ MAKIZES! Astra Trident BE 2R ERIZ
B ~ 332" Kubernetesf Trident4){4" o

B #FLER
#1I StorageClass ¥+ 1% ~ BRI ETFEER] o [(FFAER AR E— LA UERSERNERLEE)

1. &2 Kubernetes ¥4 ~ EtLsEEA "kubect! 7 Kubernetes F#£1T ©

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. IRFEEZEETIKubernetesflAstra TridentdHY* basic ~ csi *(#77485! * MAstra TridentfEsZ B & T BIRIE
REE o

144


../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html

kubectl get sc basic-csi
NAME PROVISIONER AGE

basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json
{
"items": [
{
"Config": {
"version": "1V,
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"
by
"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggrz",
"aggr3",
"aggrd"

{HTFLER 2 A
Astra Trident 12t "15E B ImHI S BEEFIEREE"

& ~ (BRI LA4REE sample-input/storage-class-csi.yaml.templ  ZEEZXFEMIAVIER « WIAEF
EENEX GBIV * BACKEND TYPE °
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./tridentctl -n trident get backend

e o T bt
o t————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

EIRHEFRR!

%ﬂuﬁﬁﬁﬁmﬁﬁﬁ%~%Eﬁ%%%ﬁﬁ%~ﬁ%%ﬁﬁ%@%\u&m%%§ﬁ
B o

BRIRENREFEER
* HEERIAMKubernetes{#F4ER ~ FHIT TGS ©

kubectl get storageclass

* BEMREKubernetesfFLEREHAER « SBBHIT RIS ¢

kubectl get storageclass <storage-class> -o json

* BERHAstra TridentBI B #FLER] « 5FAIT FHEn< !

tridentctl get storageclass

* BERAstra TridenttEF HEFEREFAER « sBEIT < :

tridentctl get storageclass <storage-class> -0 json
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RE TR fEFARA

Kubernetes 1.6#1% 7 52 E TER A7 AR - MREAERT FHEHIREES) (Pvc) HisE—@E - Al
IREFENFAREE FHaHiRE, o

* EREEENERPHFERS true ~ LUIEERTERFETF storageclass.kubernetes.io/is-default-class $85! © 1R
BER ~ ErEMER A EFEMNEHRERERR o

* WRAIMER T an < ~ RIRANRFERNREATRRIHEFER -

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

* B~ SR UER TS e L B ERTAR HFARR R ¢

kubectl patch storageclass <storage-class—-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

TridentZEBENEHF R A I ULHIEERSEH) o

(D FBEP—RAEE—(EFERFETFLER o KubernetesTERAlT L4t ARG HES ZERFLER « BE
BITRAAMMETERE AR HFERN—% -

Eallle e shill | fe v

& RIEEILUER JSON REERIRIEAEALE « ILRIZERT “tridentct % Astra Trident BB © BE R
g R B RN AR o

tridentctl get storageclass -o json | jgq '[.items[] |
.Config.name, backends: [.storage] |unique}]’

{storageClass:

i BT B
EEKubernetesiB#{#FLER ~ BT FIIEH< ¢

kubectl delete storageclass <storage-class>
“<storage-class> FEE A A RV ETELER] o
BB UILEFERR P I MR AR E R A « Astra TridentiS4E 4 EIRIE LR E o

Astra Trident & ¥ H 2 7 VAR @ EFIHITZER £sType o Hi% iSCSI #&is ~ BEE
StorageClass F3&%/#11T parameters. £sType ° BEZMIFRIZE R StorageClasses ~ FA%(E
BisENAREREILTH parameters.fsType °

147



HRiCE A ERHIRE

BCE Volume

337 PersistentVolume ( PV ) #0 PersistentVolume Claim (PVC) ~ fEHREREN
Kubernetes StorageClass 2RER7ZEX PV o #A1%% ~ &0 L& PV B8 ZE Pod ©

418
e

O

"PersistentVolumer' (PV ) B#&EEIEET Kubernetes & FFiEMEREHIFSIR o " PersistentVolume
Claim" (PVC) =fFENEE L PersistentVolume FIEK o

A PVC REABERBEREANNRERER - REEIES ] LUFEAMERARY StorageClass ZKITHIER
PersistentVolume KX/NIFEUETNEIRER ~ BIUNKBESARTS B4R ©

3237 PV # PVC 21 ~ &R LGBHERE&EEE A Pod ©

BHOENBE

PersistentVolume & /58

B E B EREREL StorageClass 1HEARY 10Gi 2745 PV basic-csi ©

apiVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: basic-csi
capacity:
storage: 10Gi
accessModes:
- ReadWriteOnce
hostPath:
path: "/my/host/path"
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PersistentVolume Claim £ & ;58

B HIFEMERN PVC AHRREEIR o

B]77EY RWO #J PVC
ItEEFIEERAEE rwo EEENEZAR PVC ~ 1 F8AB) StorageClass 1HREARE basic-csi ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

%M NVMe / TCP BJ PVC

LEEEHIZETR NVMe / TCP FIEZ PVC ~ Wi HEI4 #8407 StorageClass HHEFHKEY rwo 1FEX
protection-golde

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold
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Pod &5 54
ELEEEFIEETAS PVC EiEE Pod BEZANARRE o
EaA4RRE

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: pv-storage
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E 7K NVMe / TCP 4HR&

apiVersion: vl
kind: Pod
metadata:
creationTimestamp: null
labels:
run: nginx
name: nginx
spec:
containers:
- image: nginx
name: nginx
resources: {}

volumeMounts:

- mountPath: "/usr/share/nginx/html"

name: task-pv-storage
dnsPolicy: ClusterFirst
restartPolicy: Always
volumes:
- name: task-pv-storage
persistentVolumeClaim:

claimName: pvc-san-nvme

#37 PV 1 PVC

LB
1. BIPV o

kubectl create -f pv.yaml

2. FEED PV HREE o

kubectl get pv

NAME CAPACITY ACCESS MODES
STORAGECLASS REASON AGE
pv-storage 4Gi RWO

7s

3. L PVC o

RECLAIM POLICY

Retain

STATUS

Available

CLAIM
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kubectl create -f pvc.yaml
4. FEsR PVC #RAS ©

kubectl get pvc
NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO 5m

S. IFHEREEEA Pod ©

kubectl create -f pv-pod.yaml

(D o] UE B IEERE kubectl get pod --watch©

6. B R R EHHMIEEREHE L /my/mount /path ©

kubectl exec -it task-pv-pod -- df -h /my/mount/path

7. fEIRERIUMIFR Pod ° Pod FEARXRABEFE « BXMRENERE -

kubectl delete pod task-pv-pod

neE {nﬁﬁiﬁﬂuﬂﬂﬂi—iﬁibﬁ’]# HEE PersistentVolumeClaim ~ LAK3ZH! Astra Trident B EAIRER 2
B ~ 332 R "Kubernetesf Trident4){4" o

EfVolume

Astra TridentR]:EZKubernetesfE BB M & 2 BIEFTHIE & - S IEFTISCSIFINFS
PR & FrEE 4R AR RVAERAE =T ©

ERHiSCSI Volume

TWRILUER TSCSIBRACER RIBRISCSIHEMRE (PV) -

(D iSCSI Volume #E7£% ~ ~ solidfire-san BBEIFETNZIZ “ontap-san ™ ‘ontap-san-
economy & Kubernetes 1.16 Bt HTHRA o

$EF1 : 32 StorageClassL 3z #EVolumel& 7

4REE StorageClass EEUBHAIERE allowVolumeExpansion Ay “true °
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cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

HHIRBEER StorageClass ~ :a4RELUNA "allowVolumeExpansion 2 °

HER2 | [FREEIIAStorageClass B —{EK A i H1FRE
4REE PVC E&XIEH - “spec.resources.requests.storage’ R BEFIHIFAER T « R T ARNRIRIAR T o

cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-—-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Astra Trident&@ B2 FHEHIRE (PV) ~ WiHAWFREHEREES (PVe) BIZRAH -

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s



P3| EE—(EEEZEPVcHPod
& PV MiiI0ZE Pod ~ LUERE K/ o FHEISCSI PVRIK/NEMEIF R

* YRPVIIINZEPod * Astra Trident & E#F R IGIRFTTHIRE « ENFHEE « UEMABRERZRFENAR)

* EFARRMIIPVAIA/NE  Astra TridentE EEEZER IR LIETHEE o T KA ERKIEHEEPodz
% ~ TridentZEFBHEBE W EMABEZRAIIK/) o /18 ~ KubernetesETEBETTIEXEMINTTME « B
HPVcA/N o

TELEEERFIP > FEIERM Pod san-pvc ©

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc-protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

$HER 4 . ER PV

EEREMN 1Gi BiLE 2Gi B9 PV X/ ~ A4REE PVC E&RIAFFH “spec.resources.requests.storage’ 2 2Gi

o
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kubectl edit pvc san-pvc
# Please edit the object below. Lines beginning with a '#' will be

ignored,

# and an empty file will abort the edit. If an error occurs while saving

this file will be

# reopened with the relevant failures.
#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io

creationTimestamp: "2019-10-10T17:32:292"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82f2885db671
spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 2Gi

SEE 5 | EREIETT
R LIS EPVe ~ PVHIAstra Trident VolumefyA/) ~ LUFFEES BB TR (X ©
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

fmmmmmmaaaa e fmmmmmaae fommmemeae +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

JERINFS Volume

Astra Trident 2387 - * ontap-nas-economy * ontap-nas-flexgroup gcp-cvs # “azure-
netapp-files #&im EMEN NFS PV BY Volume 3EF “ontap-nase°

$ER1 3R 7EStorageClass Az #EVolumelE 7

EERE NFS PV IR/ ~ EERERALFRIURES true » URERBFEANUAFRTHEIEE

allowVolumeExpansion .

cat storageclass-ontapnas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true

NREEEEL TRAIUEBRNGHFER - REBERARERAFFER « BIAETT kubectl edit

storageclass Volume &7 ©
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HER2 | FEREEIIAIStorageClassiE I —E KA EHHIZRE

cat pvc-ontapnas.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Astra TridentfEZItEPVCI2II20MiB NFS PV :

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2méd2s

SEE3 BB PV

L ERIEILA 20MiB PV A% % 1GiB - :54%E8 PVC ME&E "spec.resources.requests.storage' % 1GiB
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kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

T4 BRIET
B LUEEPVe ~ PVAIAstra Trident VolumeBYA/ ~ LUIFFEES S AER A/ -
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |

PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
et ittt L fommm - fom e
fom - oo fom - e +

PEARLRE

ERIUERBIRE HEHEEE A% Kubernetes PV tridentctl import ©

fEEE S
RO LG HARR @ EE A Astra Trident ~ LAE -
* KERAREASRE - UEMFERHRENERE
* HHHERFF AR ERAERENER
© EEHIEN Kubernetes #55
* EXEIERRERAERER

ZE
EEA Volume Z 7 « 557ciRBI FHIZEHIA o

* Astra Trident RAEEEA RW (GEE) #EAYAY ONTAP Volume ° DP (EkMFR:E) fEAIEE S SnapMirror
B RUIEE o AR SLPERERSTRA{A ~ Bi§ Volume EEA Astra Trident ©
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* HFIEZRCTERAERPERNER TEAMKE - SZ2EAERTPH Volume - 558 Z Volume ~ 241
HUTEA o

@ EHEREREERIEE « A% Kubernetes FEAIELEIAVELRR ~ MBRRZRBER TR
IEEHMIINEI Pod o ER]REERERIRIE o

* BfSR "StorageClass %7B7E PVC L35 « Astra Trident 7ZEEE AHARI A SEALLR S - B &R SR
#1F4ER) ~ RIBEFEF R T ANEE DERN - AN ZEREBRET - AItEEARBATERIRTAE
& o At - EMERIEEFERE PVC PIEENRBEERN T ETNRRRES - EAtARZ LK o

* BB Volume A/NETE PVC FREMRTER o #FEEENEAMRE 2 « PVELIPVCcHIClaimRefi2
AVARS

° EIRREI—BIAETE PV HBEA retain ° KubernetesfiIhE4E TPVCHIPVZ 18 « RS EHEINER
IR S AFER A B RA
° MREAFERMEIUWRANZA - Bl delete fiIFR PV B « (AFHIEE S MIER o

* RIEFEER - Astra Trident EEI2 PVC ~ W EHan5&iH LR FlexVol #1 LUN o A LAEIE --no
-manage IEEREAXRSEIBMNHIER - NREFEA --no-manage » Astra Trident TE¥{4E B EARA
AEE PVC 8 PV L HITERIEMIEX - Bif% PV BRAERIREFHIEE « 2 ZBRE (iR « Flin

Volume Clone # Volume resize °

NIRRT E RS Kubernetes AN B ELIEEH « (EREEEKubernetes AIMEAFHIRERIE
aniEHA ~ BIILEIRIFEEH -

* REERRIEEPVCHIPY « EEMEAR - RMEBEAMRE « UREBEIETPVCHIPY o REEEIEHBIRILL
PY5E o

fEA Volume
& B MAfEA “tridentctl import EE A Volume

1. #1i75kA Volume Claim (PVC) #&Z (i pvc.yaml) ~ FAREI PVC ° PVC XHEEE name
namespace ¥ accessModes ' “storageClassName ° {EHAILUTE PVC EEHIEE
unixPermissions °

MU RRERERIEH

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class
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(D smasnmsy - fim Py 2HES Voume A/ - BETEGEREARSKK -

2. {EF3 “tridentctl import' s L ¥5E Astra Trident BiREI%HE « ZBRIMESHMIEE « UK —H 5 #EFE PRRE
BRI (BI40 : ONTAP FlexVol ~ Element Volume - Cloud Volumes Service B&1X) o “-f BED| &K

157 PVC 1EZERIRRIE o

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

Lyl
s 2F T Volume EASEA) ~ BRARSTIRAVERENIZT o

ONTAP NAS 71 ONTAP NAS FlexGroup

Astra Trident SZ3BF A ontap-nas-flexgroup FEENFETNETT Volume EEA “ontap-nas®

@ * “ontap-nas-economy EREIFE A EA KR EIE gtree ©
* “ontap-nas'# “ontap-nas-flexgroup EBENTZ T A A EF EE LR & B F8 o

FRESIENE IS EIRESS ontap-nas & ONTAP HE FM Flexvol o EREEFHREREA

FlexVols HY “ontap-nas EfEAINMERE o onTAP HELBHFEEN Flexvol ALUEAA “ontap-nas

PVC o [E## « FlexGroup Vols ] LA A% ontap-nas-flexgroup PVCS o

ONTAP NAS &5
T 2EEE Volume F1IEEEE Volume FE ARYEEH o
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5t& Volume
UTEHHEEATRANRBIGLE ontap nas #%M Volume ‘managed volume :

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

e tomm - fom -
fomm - o e pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom e
fomm o fomm fo—m +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fo—m fom -
fomm o fomm - fomm - +

JEZEE Volume

M "--no-manage 5| 8iBF « Astra Trident R EEFins Volume ©

THEHIEEEA unmanaged volume “ontap_nas & :

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o fom— - Fomm -
fom - o e fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
o fomm - fomm e
fommm - o fom— - Fomm—————— +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6ad-b052-423b-80d4-8fb491aldaz22 | online | false |
o Fomm - Fomm -
fom - o fom e +

SAN ONTAP

Astra Trident Z & {F FHEEENTZEN#ETT Volume EEA ontap-san o HIR&EE AR ZHEFEH "ontap-san-economy’

Astra Trident FTLAE A B2 8 — LUN A9 ONTAP SAN FlexVols ° SEAERHNIFEH—2 ontap-san ~ A2 FlexVol
FE9E(E PVC F1 LUN Z3Z FlexVol ° Astra Trident @FE A FlexVol ~ G EE PVC EZABRAE o

ONTAP SAN 54
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LUTF25EE Volume F1IEEEE Volume EEABVEEH o

£& Volume

HIFEES > Astra Trident 4% FlexVol Eapa B& T > WiAF FlexVol AEY LUN 1un0 E&EE pve-

<yuid>-°

THEAEEA ontap-san-managed #IF LR FlexVol ‘ontap san default :

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

fossssssssssssesessssssesososssassasssssa=s femmmm=== fommsmssmemaaa=
fremsmm=a==s L e e e X
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

frosssscesms s oo s e n e s s s s e e froccscssmemeea==
fe========c R fe======s e +
| pvc-dbeedf54-4e40-4454-92£fd-d00£c228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5cedca’57 | online | true |
foss==s=ss=ssscsessssssssosossssss=s=ssss=s Fem=m==== fosssessme=a====
fmmmmmmmaaa e fmmmmmaae fommmemaae +

JEZEE Volume

T5|EHIEEA unmanaged _example volume ‘ontap_san &l :

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
ARttt Fosmmmmmes Focoscsmsmsmsoss
Pommmmmmm== e et Pommmmm== o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
LBttt P o=
Fommmmmomoe Fommemererrorerrrrrrresersrreee e s s Fommmmmoe e +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | e3275890-7d80-4af6-90cc-c7a0759f555a | online | false |
Fommmmmmmmomeorrrrrrrr e re e e mm o e Fommmememesemos
Pommmmmmm== ettt Pommmmm== o= +

1R LUN HEZEE Kubernetes 25 IQN £/ 1QN 89 igroup ~ BIZUWEIFEEREIE © LUN already mapped
to initiator(s) in this group ° {SEERIREIEIESTEUHEE LUN ~ 7 SEEABIRE o
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0

unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

avE S

Astra Trident Sz 32 FEBEENFZETUAY NetApp Element EXBEF1 NetApp HCI Volume EEA solidfire-san ©

@ ElementSEENFE XTI EE I Volume Tl o i ~ R B EEHHMFRERTE « Astra Trident B8
[C]#E:% - RFEIEEERMIREE « IRMEM —NHIEE LT - RBREABRIHEE o

TTER &)
MUTRAMEERIHEA element-managed' & “element default ©

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

P msmssesese s s s s e e o= Fommmmmmememem=
Fommmmmmmoe B e e Fommmmmoe Fommmmomos +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e Fommmmom= Fommmmmmemoomo=s
Fommmmmmmme ettt Fommmmmme Fommmmmme= +
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
Fommmmcmcosmsosssrsrss e e e e Ee E e a S S Fommmmmms Fommmmmmcmsmsmss
Pommmmmmm== ettt Pommmmm== P +

Google Cloud Platform

Astra Trident Sz 32 FHBRENTZETVETT Volume EEA gcp-cvs ©

HE7E Google Cloud Platform HFE A LL NetApp Cloud Volumes Service 2 /&8 Volume - 35

@ fRE Volume B&1Z:75Z Volume © Volume B&1SBRERK & BB H BRI —EB D ~ Uit Z& :/ o Bl
o NREHRREA > B/ 10.0.0.1: /adroit-jolly-swift HHRERREA “adroit-
jolly-swift e

Google Cloud Platform i
T EHIEERIT gcpevs YEppr "M volume BETREEA “gcp-cvs Volume adroit-jolly-swift ©
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tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I

| pvc-ad6ccab7-44aa-4433-94bl-e47£fc8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
fossssssssss s e se s s oses oo sssssss s s e e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Azure NetApp Files

Astra Trident SZ1B(F FAERENTE TN ##1T Volume EEA azure-netapp-files ©

G EEA Azure NetApp Files Volume ~ sERHARE & B 1S5 BI X HAFR & © Volume BR1S S HANR (& BB

() RESEEM—E55 A2 </ o U > MRHELESESR > AU 10.0.0.2:/importvoll  HEE
B importvoll °

Azure NetApp Files &34

MUTTRBIERERE importvoll "8 A “azure-netapp-files &k L&
‘azurenetappfiles 40517 °

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

Fommmmmmmmsmoososorreromemememe oo me oo e Fomcmmemememonos
Fommmmmomo= o memeressrrrrrrrrssercreeee e me s Fommmomoe e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

et oo Fommmemememeoes
Fommmmmmm== e mes e s s s s s s s ee s Fommmmm== o= +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%ab5le | online | true |

Fommmmmmemsmesesese s s s s e o= o=
Fommmomomme Fommomemeressrsreemenessosoeseeoomomoms Fomommmme e e +

BEJERE R BT

fEF Astra Trident ~ ERIUABEEILA Volume I REBEENABNER - &8 Hj]ﬁ\n_.\n
B ES SR A I IR B I FEE R B Kubernetes BB (PVCS) o thalATERIEERTE
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REHEAX ~ LRI BFTHMIEELBINBIER ; K& - BEAERN T IHRMIEEE ZET
IELEEIA o
FtEZ Al
AIB:TH Volume &IBMIZHZIE !
1. Volume 817 ~ EEABAERIEE -

2. 7 ONTAP NAS & EEREIIZRVIER T ~ R A Qtree Volume B TBRI SR FBEEA o
3. 7£ ONTAP SAN #&EBEREIFZTNAVIE R T ~ RA LUN KBRS RIBEAk o

PRl
1. AT BT E L TEEE ONTAP AL ZEEENTZAES
2. afH5THY Volume &8 R ERRIRER Volume °©

AJB&] Volume ZBHEEITA

1. MRLEHEAPHHEBYMERKRMY  ARIFETERM - BE - MRBALARLKY « WERERE
Hyan R IBBIZREp R AR & o

2. NRFEABIHBENABHEAHRMTEE « A NEREENER o EAFRENEEF ERTUEENIEE
A o

B ATIRRNRIRERREEH
B RiBE AR | HEERBRES °

HRE AR F 5
{
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"defaults": {

"nameTemplate":

"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} } "

Y,
"labels": {"cluster": "ClusterA", "PVC":

"{{.volume.Namespace}} {{.volume.RequestName}}"}

}
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E&EiREH

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"useREST": true,
"storage": [
{
"labels":{"labelname":"labell", "name": "{{ .volume.Name }}"},
"defaults":
{
"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster

}Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by

"labels":{"cluster":"label2", "name": "{{ .volume.Name }}"},
"defaults":
{

"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster

1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"

}

LFBEsAE
* 1

"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} {{
.config.BackendName }}"

c &2

"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""
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RELENER
1. 7 Volume EAMIERT ~ RBREAM Volume B EMLHEEE « 2B A SEH - flN

{"provisioning™:{"Cluster":"ClusterA", "PVC": "pvcname"}} . °
2. 7£5E%E Volume EEARIIERT » Volume LB EBIEERIFE RNRERFIE RN AIBEZA o
3. Astra Trident 7R FERA S B R FAIENEH Slice EETF o
4. MBEHERGELEM—H Volume &7E « Astra Trident ZHIINAEREEFTT « UEEIIME—RY Volume %78 o

S. UM NAS £ Volume FIB TR EREEBA 64 {857 « Astra Trident F1RIFIRE AYsn 4 1852 65 R bbR
& o HIFRB Efth ONTAP BRENIZR ~ M RMIREREEARMIRT « MIREEUEFMERK

FEan % EEIHL FANFSHARR &

A Astra Trident ~ AU EF Emn R TR EILEEE ~ TREERAR—ZE
HZEfEH o

3
=

Astra TridentVolume Reference CRAIGERE— o Z{EKubernetesin & 2B & 2 it FIReadWriteMany  (rwx
) NFSHEERE o tbKubernetes RAERAFZAB TIER ©

* LEEEUEE - BEREE2N
* BIHEECFRB Trident NFS VolumeBEEHF2 R {E B
* FKEBtridentctl AR E tIER EKubernetesIHEE

It EEREAM{EKubernetesin$a 22l Z RIBINFS Volumet A o
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o

________________________

namespace

secondary

TVol €—p» TVol

=
3
2

.......................

Storage
Volume

K ................ N Primary PV Secondary PV

TridentVolumeReference

primary/pvci

TRIBAFT

WRBAED ERTABERENFS VolumeH = o

o HTENRE PVC MU AHIERE
KRR TS BR T EEHREPVCHERIBIRER o

9 RTEBRMEn B R PEIL CR BHEIR

EEEIEERTEHNM R ERER &L TridentVolume Reference CRAJHERR o

e EEMH S ZZEMFEIL TridentVolume Reference

Byt 2RI R E € & L TridentVolume Reference CRERZBBIREPVC ©

o EERMt BB EIIRA PVC

Bt R EEREAEETRELEBAIPVC « LUERIRPVCHERIRIR

R E AR B Byt an 4 ZE

#TREZEE  BEatZHARARERRGREREEE - REEESNMBERM L EMEAEENHEFREE

78 - ERE/ABEESEIRBPIEE -
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1. RSB ZEMERE | * (pvel ERFHBZERPEIL PVC (‘namespace2 (PVC) ~LUEFHEBR
Han s T EEBRER) shareToNamespace

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Astra TridentZ 2 1IPVREZBIRNFSEHFMIRE °

o IERIAERLUESR A PRAVEE ~ kA ERFERELRES AR ZERE o fid
trident.netapp.io/shareToNamespace:
namespace?, namespace3, namespaced . °

@ o fEAILMERHEAFAEmBZER * o H0 v trident.netapp.io/shareToNamespace:

*

o IERILABERF ST PVC LA “shareToNamespace iz o

2. *REEHE | EIUBTABMKUbeconfig  UIEF BRIt e R ZEHBER EHER « UEEEtsmREEPE

17 TridentVolume Reference CR o

3. *Destination ST L EMERE | * (TiemFK R R EEY B M B ZERIF L TridentVolume Reference
CRpvcl ©

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. * BRI S R EEEEE | ¢ (pve2 EERMGBREMAPEIL PVC (namespace2) {FH
‘shareFromPVC s RISEHRKIE PVC o
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

() BsstPversA /IS EINAHERITRPVC o

nl:l%

Astra Trident @38EY "shareFromPVC B PVC LaJEHRE ~ WA BRIt PV B ARKEIEE « MAEEZR
BHHEEREANR PV ~ T HARIE PV #FER o BRMAIPVCHIPVALTFIE # &84 o

flpEHZ=Volume

a] AMIBRIE 2 (Edn 2 2 M AR E o Astra Trident@BBRE IR =M LR EEFEE « ERPEH
fthit FAZR & AV ap % EREMTFEVE o BFTE 2 RIER &RV 6 % = EEBIREF « Astra Trident&@ RIBRZIIR & o

FA? “tridentctl get T BHIEE
AR [tridentctl ABBRMIT “get LTRBISHBHIEE - MEFELE « A2RES ©

../../lce-reference Trident / tridentctl.html[ tridentctl FpSFIEIE] o

Usage:
tridentctl get [option]

EAR

* *-h, --help : AfH Volume BYEBR) o
* —-parentOfSubordinate string : FFEHEHITEREBIIE Volume °
* —-subordinateOf string : BFEHEHITE Volume BIEE

PR

* Astra TridentfE B LE BRI s R TR B AL REEE - CEZEREREEHNEMEFERFLEEEHE
FVolumeZ&#} o
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© [REERPRE shareFromNamespace 5572 ~ SR CR - "TridentVolumeReference LUEEHE 2K
B pvc BYFEEME shareToNamespace ° & EREHFEE « [SABRIBRIEEBRIPVC ©

* ERBHIREE EESARITIRGE « ERMEL o
LS EZEN
EIRARRE % ZE B VolumeZEX

* S o EHREN MHBURE | PRS2 SR E R
* BB LBYTREE "NetAppTV" o

£/ SnapMirror £ B &

f§£F3 Astra Control Provisioner ~ fE&r] IATE—E=E LRVZRRHMIEENHEEZE LRIB R
iR & 7 BRI RS RAA « UEEREERLCEITKH#INE - o UERGRNETER
EZ& (CRD) R#MITFFIEE !

© BIRRE 2 MRiRSTRR (PVCS)

 RIREEE 2 RIAVER SRR

* RERRATRAA

* EXEER (FERE) HARRAXE Volume

* S EMAERENRBRERE  BERAEAUEEREREERSE

ERIRIEN
EIERRZAT ~ FBREER A FIIFRIEMS

ZE ONTAP

* * Astra Control Provisioner* : Astra Control Provisioner iRz 23.10 S B # ik A4 BRI EFEEREA
ONTAP A& imaKEFEEM B A Kubernetes &5 F

* R ERABERMREEHRY ONTAP SnapMirror FEEIF R AR RFE R B AU ONTAP 25 LRI
FA o tNERFAAE « 2R "SnapMirrorfZ HERELONTAP" o

SR
** S SVMT | MRS ONTAP IFRENEINETHERIE - MBHESEN - HBH HEmEsUNLS
B o
()  mEmiE ONTAP %5  RIMERIARERI SVM LIBRIE—H o

* Astra Control Provisioner 1 SVM : ¥%1igiE SVM BRI {H B Y& A Astra Control Provisioner
R

xEpEEENE
* ONTAP NAS #1 ONTAP SAN BeENf2x{2 1% Volume % °
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B3R5 PVC
BB TSP ER « AfEM CRD #AEETEMNREMRE 2 FRIIRIIRARE

1. £ Kubernetes & FH1T 5P ER -

a. {2 #EIL StorageClass Y% trident.netapp.io/replication: true °
#41

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: csi-nas
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
fsType: "nfs"
trident.netapp.io/replication: "true"

b. S ATEIIA StorageClass E1iI PVC o

gl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas

C. {FRZASHE 2L MirrorRelationship CR °
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vl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas

Astra Control Provisioner Z#iEEIRENAZPENMEIEE Bl EERE (DP) #KRE « ZABIEA
MirrorRelationship FIRKBEHE{L o

d. Hy#8 TridentMirrorRelationship CR L HXE PVC MRS FEF SVM o

kubectl get tmr csi-nas

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
generation: 1
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas
status:
conditions:
- state: promoted
localVolumeHandle:
"datavserver:trident pvc 3bedd23c_46a8 4384 bl2b 3c38b313clel”
localPVCName: csi-nas
observedGeneration: 1

2. 7R Kubernetes &5 _F#IT TP ER
a. {§ 8 trident.netapp.io/replication: true 2#3217 StorageClass °©
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vl

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

trident.netapp.io/replication: true

b. {58 B AR E ML MirrorRelationship CR o
el

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas
remoteVolumeHandle:

"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”

Astra Control Provisioner #&{ERRERIRZRIER]ZTE (3 ONTAP HITER%#8) 3L SnapMirror

1% ~ TR EADIBIE

C. fEASCATEEILAY StorageClass 3L PVC ~ fEAXE ( SnapMirror BEJH) o

gl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:

trident.netapp.io/mirrorRelationship:

spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas

csi-nas
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Astra Control Provisioner &1&# TridentMirrorRelationship CRD ~ ¥1RBIERIFTE « BIEEEL
Volume ° WNR1F1Ei=ER{% « Astra Control Provisioner FE{RETH FlexVol FEIEE fy & 7x £
MirrorRelationship HEZ&AVER SVM HER SVM L o

Volume #EEALAE

Trident Mirror Relationship (TMR) @—7%& CRD ~ {3 PVC Z R RMAN—ix - BRIyt TMR EAARAE
AJ &40 Astra Control Provisioner FEERIAREE - BAYM TMR B THIAREE :

* YR A PVC BIRSIRARRIBERIM Volume ~ ISEHTRVRRME ©

* *FHER > L A PVC ARER BrTiEE - BRimRsIRIG o

* BRI ¢ AN PVC BRERSIBMARIB M Volume ~ LRTthEBIZ RS o

- IR ENHERERIORRRE A EERE  UABERERRIORE - EATEREHHHEE

° UNERHIEE AR B AR B ~ RSB AARBENS E BN o
It EMREREIARARRE PVC
7£X Kubernetes & FHIT YT ER :

* ¥ TridentMirrorRelationship B spec.state fIE % promoted ©

RN B HEREIEAHRRE PVC
EFTELERERE (BHE) HE - FRIT P ERRARKRE PVC !

1. TEEE Kubernetes #5 I ~ 11 PVC BIRIE « W ERFIRBEISTA ©
2. £ 2 Kubernetes #£ _F + 2137 Snapshotinfo CR MEVS A EFF4AE K} o

Ll

kind: SnapshotInfo
apivVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. ERE Kubernetes &£ F « #& TridentMirrorRelationationship _ CR BY _spec.state {LE % updated ~
spec.promotedSnapshotHandle B3 REBIIAIRETE o

4. 7IRE Kubernetes & I - FESZEFA4RAY TridentMirrorRelationship AkAE ( STATUS.STATUS f#{i1) -

TR HEBERERESRE
BREFEGZA - FAEREERSMEEN—M@ -
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1. X E Kubernetes & I - E{EREE £ TridentMirrorRelationship £ spec.remoteVolumeHandle {#{IAY
=

2. 7£3 Kubernetes #£ t ~ #& TridentMirrorRelationship #J _spec.mirror il #1% reestablished ©
HhtEzE
Astra Control Provisioner 387t F ZEM X EHIRE E#1T FFIIESE !

1§ EE PVC BREIFHIRE PVC
AEELEHEEE PVC AIRE PVC -

1. REBIUMXE (BR9Hh) ZEMIER PersistentVolume Claim #1 TridentMirrorRelationship CRD ©

2. {1 (FR) HEEMIER TridentMirrorRelationship CRD ©

3 EXE (KR) HE LB TridentMirrorRelationship CRD ~ MAREERIINHXE (B
PVC o

ABIEG - TERRE PVC BIK/N
PVC AILIEERAEA/N ~ MIREHEBEBERA/) - ONTAP EEEIEIEME BRI flevxols ©

e PVC BIRER
EERMRER  AEBAINREBHEIEE HIT T HP—IAEE
* MIFRXE PVC £ MirrorRelationship ° E&HEEB R ©
* & - ¥ spec.state HBIEHA updated °
fiikk PVC (SeRiEHRST)
Astra Control Provisioner @13 & HEH) PVCS -~ IEE AMIPREIEE Z B EMIER /% o

k& TMR

TS5 RIAR— AR TMR 22 HER TMR 7E Astra Control Provisioner SERiHFE 2 BTEHAZE F+ BARAE o U
RIENEMIREY TMR BERFY_ FH4k _ AREE ~ BRBIRARNESIR% - TMR &bk - Astra Control
Provisioner 45t PVC F+4k% _ReadWrite o IERIBREE S TE ONTAP it A iFEERE L SnapMirror
hEE R o QD;%EI:EQZE%EEEEHEE’\J%%E@%EP@FH  BITE B FBVIRETRARS « A BERESR B Wik
EREAREAVH TMR ©

Z ONTAP Z4RFF « SAEMRSIRAE
EIAURSRERZE ~ AILUBEREHTEM o (RILAFER state: promoted B state: reestablished 1l

REFAE - BRI Volume F+4k2A—A% ReadWrite Volume B ~ f&B] LUER promotedSnapshotHandle 3$5
EFERRE ~ BRI Volume BREZE ©
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= ONTAP B4R SR IRETRAA

&R LUER CRD ZRH1T SnapMirror B4 ~ MR Astra Control EHIZE4RZE ONTAP £ - :52E 75!
TridentActionMirrorUpdate &5BIH& R, :

Ll

apiVersion: trident.netapp.io/vl

kind: TridentActionMirrorUpdate

metadata:
name: update-mirror-b

spec:
snapshotHandle: "pvc-1234/snapshot-1234"
tridentMirrorRelationshipName: mirror-b

status.state B TridentActionMirrorUpdate CRD BIAREE o« ©RILUENE sued - in progress % Failed #J
o

EXFB Astra Control Provisioner

Trident BZs 23.10 REHARZASE = {E A Astra Control Provisioner BYEEIE » o] B
Astra Control B & FECERE#FZE RACE INAE o Astra Control Provisioner BR 7 12 {124
Astra Trident CSI BUIAFEZ b ~ IR IS IBERINAE © (& a] LAfE B IETE 7 2R BB 22 8
Astra Control Provisioner °

&Y Astra Control Service :TBIE BE#E S Astra Control Provisioner fEF#ZHE o

Astra Control FYSE##EEUT Astra Trident A& #FE RECEFETVHA Orchestrator ~ Y% Astra Control EFERY
MHEIER o A ~ 383132 :% Astra Control EF& EXA Astra Control Provisioner © Astra Trident i 448 {Ri5 RN
[R48H5 ~ ML NetApp BYHT CSI FIEMINAEREETT ~ 48 « HIBREH o

W{AIENE TR 2B EERA Astra Control Provisioner ?

NSRRI E S T e Fii sk 224E Astra Trident 89 Astra Control Service ~ EEREIERA Eligible o B2E "
1 EE L ZE Astra Control" ~ Astra Control Provisioner 1% & EEIELA o

MR EERIZE » Bl Eligible B1Z584A “Partially eligible FFHEHA—IF :

* EEANIERR Astra Trident
* ©fEFM Astra Trident 23.10 [EkEX A B BRI EIE
B EAAFEEEANEEEE

7f Partially eligible ZflIP « FFFEAELIETRFEARERA Astra Control Provisioner ©
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JSB Add cluster STEP 2/4: CLUSTER

CLUSTER

Choose an Azure Kubernetes Service cluster to enable application data management and the Astra Control storage operator.

Cluster Location Eligibility

sandbox-ragnarok-aks-02 := centraluseuap (2) Eligible

Configuration required

sandbox-ragnarok-aks-03 Failed to detect Astra Control

Provisioner on cluster

sandbox-rstephe2-aks-01 .= centraluseuap @ Eligible

EXFR Astra Control Provisioner ZFi

INRITIVBH Astra Trident 5 Astra Control Provisioner ~ 1 B*8ZEXF Astra Control Provisioner ~ s55c#,
TR ER

s * MRICE L Astra Trident ~ AR EARASI AR OERRASEVLRE * © AN Astra Trident i 24.02 hREYIY
ERRARE A ~ A LU{EB Astra Control Provisioner EiEFH4RZE Astra Trident 24.02 o i ~ &L EH1%
it Astra Trident 23.04 H4RZE 24.02 o

o EEDIRHVEERE AMD64 452248 * - Astra Control Provisioner Y& [EBF7E AMD64 #1 ARM64 CPU 22
it « 1B Astra Control 12212 AMD64 0

TER
1. 7B NetApp Astra Control SA&E$E
a. & A Astra Control Service Ul Ai52#% Astra Control #RF ID ©
L ERNEEA LANER -
ii. JSEFE* APITZER*
iii. 50 FISHIMRA ID o
b. #tE—EmBEE * E4 API HERL * - R%BHF AP RN FRIERTIBIRGE « W HiEAFEEREST ©
C. ERTRITFHIFAE A Astra Control &% -

docker login cr.astra.netapp.io -u <account-id> -p <api-token>
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crane auth login cr.astra.netapp.io -u <account-id> -p <api-token>

2. (ZFREFIEE) FARETISRFREBERTER - MREFEAER > FEEPH Trdent EEFH
BR T—Ho

1R LUERA Podman M3k Docker RIT F5ar< o YIREMREARIZ Windows IRIT ~ BEK
f&5F3 PowerShell ©

Docker
a. & #EPHIH Astra Control Provisioner B -

@ FREEENABREA IR ZET & ~ MEESREFRIR G ERAERNT S « fIi
Linux AMD64

docker pull cr.astra.netapp.io/astra/trident-acp:24.02.0
—--platform <cluster platform>

il

docker pull cr.astra.netapp.io/astra/trident-acp:24.02.0
-—platform linux/amd64

EET A

docker tag cr.astra.netapp.io/astra/trident-acp:24.02.0
<my custom registry>/trident-acp:24.02.0

C. RIRRIEXERFIEER

docker push <my custom registry>/trident-acp:24.02.0

e
a. §& Astra Control Provisioner B:lE EERAEHN BT EEE ¢

crane copy cr.astra.netapp.io/astra/trident-acp:24.02.0
<my custom registry>/trident-acp:24.02.0
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3. FETEEY4 Astra Trident i /522 FEA ©
4. FRERVIERMNZIESTE ~ 7F Astra Trident FELA Astra Control Provisioner :
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182

Astra Trident ZE&E T
a. " & Astra Trident ZERAZTVAAF HARERE" o
b. MNRITHKRZEE Astra Trident ~ HEWEFLE Astra Trident SBEHFRPREE F * 555 THITER -
L BUERERAE

kubectl create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l
6.yaml

ii. B3 trident #3822 (kubectl create namespace trident) SUHESR trident 5%
ATETE (kubectl get all -n trident) ° MIREBREFHZER © BEMEIL ©

C. 1% Astra Trident B2 24.06.0 :

HCETT Kubernetes 1.24 SNERIRANELE > F5EH
bundle pre 1 25.yaml o %317 Kubernetes 1.25 SE=mRAHNESE » FEA
bundle post 1 25.yaml °

kubectl -n trident apply -f trident-installer/deploy/<bundle-
name.yaml>

d. FEEZ Astra Trident IETEE1T -

kubectl get torc -n trident

[EIFE :

NAME AGE
trident 21lm

e. [[Pull % || MMRICEFBKENERR « BRI MZ KA Astra Control Provisioner B :

kubectl create secret docker-registry <secret name> -n trident
--docker-server=<my custom registry> --docker-username=<username>
--docker-password=<token>

f. #5#8 TridentOrchestrator CR 31T F54R4E :

kubectl edit torc trident -n trident
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i. 527 Astra Trident BMERBIBETERIE - 1L Astra Control E#aHHIH (tridentImage:
<my custom registry>/trident:24.02.0 tridentImage:

netapp/trident:24.06.0) ©
ii. 28 Astra Control Provisioner (enableACP: true) ©

iii. 3% Astra Control Provisioner BM&EHYEETEE#RAIE ~ S Astra Control EEfa#E HHH
(acpImage: <my custom registry>/trident-acp:24.02.0 acpImage:
cr.astra.netapp.io/astra/trident-acp:24.02.0) o

V. WNREARITEIRRFRPEL EHHME ~ S UTELRE (imagePullSecrets: -
<secret name>) °AERAKTEEAIPERPEINIERLBEIELE

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
tridentImage: <registry>/trident:24.06.0
enableACP: true
acpImage: <registry>/trident-acp:24.06.0
imagePullSecrets:
- <secret name>

0 REFIAARIES - BAERFREBEHRG
h. ERERIIEET « BEMELRE -

kubectl get all -n trident

@ Kubernetess= R R FEE*—(EEH FHITERE o 3570 1L Astra Trident EHFHY
ZEE

1=

i. BBsHE% trident-acp Bes e R IETEITH acpVersion 24.02.0 AREEE Installed :

kubectl get torc -o yaml

[E1FE :
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status:
acpVersion: 24.02.0
currentInstallationParams:

acpImage: <registry>/trident-acp:24.02.0
enableACP: "true"

status: Installed

A
a. "& Astra Trident 222 08 ELARER 4" ©
b. "WNRIEHIRAM Astra Trident ~ FEiGEHREEH THEE FRRTE" -

C. Z2#E Astra Trident dEEXA Astra Control Provisioner (--enable-acp=true)

./tridentctl -n trident install --enable-acp=true --acp

-image=mycustomregistry/trident-acp:24.02
d. F&s2 Astra Control Provisioner BB :

./tridentctl -n trident version

[SIFE :
tom e e + | SERVER
VERSION | CLIENT VERSION | ACP VERSION | +-—-————-——————————
fmmmmmmmmmmmmm— o TR + | 24.02.0 | 24.02.0 | 24.02.0. |
fom e fom e fomm - +

e

a. YRGB LEE Astra Trident 23.07.1 HE RS ~ Bl "% 5" AiREEMEthTH o
b. YNER Kubernetes ZEHIT 1.24 E LR « 55MIBR PSP

kubectl delete psp tridentoperatorpod

C. #rifAstra Trident Helmf#7ZE :

184


https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/upgrade-tridentctl.html
https://docs.netapp.com/us-en/trident/trident-managing-k8s/uninstall-trident.html#uninstall-a-trident-operator-installation
https://docs.netapp.com/us-en/trident/trident-managing-k8s/uninstall-trident.html#uninstall-a-trident-operator-installation
https://docs.netapp.com/us-en/trident/trident-managing-k8s/uninstall-trident.html#uninstall-a-trident-operator-installation
https://docs.netapp.com/us-en/trident/trident-managing-k8s/uninstall-trident.html#uninstall-a-trident-operator-installation
https://docs.netapp.com/us-en/trident/trident-managing-k8s/uninstall-trident.html#uninstall-a-trident-operator-installation
https://docs.netapp.com/us-en/trident/trident-managing-k8s/uninstall-trident.html#uninstall-a-trident-operator-installation
https://docs.netapp.com/us-en/trident/trident-managing-k8s/uninstall-trident.html#uninstall-a-trident-operator-installation
https://docs.netapp.com/us-en/trident/trident-managing-k8s/uninstall-trident.html#uninstall-a-trident-operator-installation
https://docs.netapp.com/us-en/trident/trident-managing-k8s/uninstall-trident.html#uninstall-a-trident-operator-installation

helm repo add netapp-trident https://netapp.github.io/trident-
helm-chart

d. E# Helm BEX :

helm repo update netapp-trident

[E]FE :

Hang tight while we grab the latest from your chart
repositories...

...Successfully got an update from the "netapp-trident" chart
repository

Update Complete. [JHappy Helming![]

e FHEhk

./tridentctl images -n trident

[EIFE :

| v1.28.0 | netapp/trident:24.06.0]

| | docker.io/netapp/trident-
autosupport:24.06]|

| | registry.k8s.io/sig-storage/csi-
provisioner:v4.0.0]

| | registry.k8s.io/sig-storage/csi-
attacher:v4.5.0|

| | registry.k8s.io/sig-storage/csi-
resizer:v1.9.3|

| | registry.k8s.io/sig-storage/csi-
snapshotter:v6.3.3|

| | registry.k8s.io/sig-storage/csi-node-
driver-registrar:v2.10.0 |

| | netapp/trident-operator:24.06.0 (optional)

f. FE{R Trident $21F& 24.06.0 B]F9 :

helm search repo netapp-trident/trident-operator —--versions
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[EIFE

NAME CHART VERSTION APP VERSION
DESCRIPTION
netapp-trident/trident-operator 100.2406.0 24.06.0 A

9. fM helm install W#MIT FFIEHP—EEEIE - HREEELERE !
" REMIERILTE
* Astra Trident HrZ<
* Astra Control Provisioner B{R B9 78
* MAERECEREINRITER

* (BEA) MEERRE - MREERRAMEER > B "Trident 25" AN —EZ ERHAR
RYE SR > {BFFA CSI BEGERLBMIIAERRIE B o

* Trident 85 2R

BRI

© REEHRRIR G

helm install trident netapp-trident/trident-operator --version
100.2402.0 --set acpImage=cr.astra.netapp.io/astra/trident-
acp:24.06.0 —--set enableACP=true --set operatorImage=netapp/trident-
operator:24.06.0 --set
tridentAutosupportImage=docker.io/netapp/trident-autosupport:24.06
--set tridentImage=netapp/trident:24.06.0 --namespace trident

° —EZEEEFHIR A

helm install trident netapp-trident/trident-operator --version
100.2402.0 --set acpImage=<your-registry>:<acp image> --set
enableACP=true --set imageRegistry=<your-registry>/sig-storage --set
operatorImage=netapp/trident-operator:24.06.0 —--set
tridentAutosupportImage=docker.io/netapp/trident-autosupport:24.06
--set tridentImage=netapp/trident:24.06.0 --namespace trident

ICRILAER helm list IRRREFAEF « FIINRE -« spRZEM ~ B& ~ ARRE ~ BAREIRA ~ #
1ESTRRARSE ©

WRIGTEFER Helm ZBE Trident BFHAEEMERIFBIRE ~ BT S < U2 R ZEE Astra Trident
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./tridentctl uninstall -n trident

* EBEXE S B Astra Control Provisioner Z#i ~ 557 * "5e 2184 Astra Trident &P ERH" (A MRIRLSE
A—&R 5 o

4R
Astra Control Provisioner ZHEEE B ~ &I LUE BE{RIE B Fr TR 2<BITHEE ©

Z2#E Astra Control Provisioner Z & ~ 1E Astra Control Ul FEEH EHIENEEF TR ACP version MIE
Trident version MENIF]EBIZLERIRZASSERS o

~\~ CLUSTER STATUS

(©) Available
Version Managed Kube-system namespace UID ACP Version
v1.24.9+rke2r2 2024/03/1517:32 UTC [
Private route identifier Cloud instance Default bucket
. ® private # astra-bucket1 (inherited)

Overview Namespaces Storage Activity

LS EZEN
* "Astra Trident F4k>C{4"
5 Tesithid]

Astra Trident AT LR AR EIZ M Hh 2 T FERE & WS ELMIINE Kubernetes 25 FAYETES "
FesithiE] IhEE" ©

£ TesithE) ThAE - FAIRIBEEM AT A ESE  [REHNEIREAFE « REFIR—EIDEES - 115 ~ Bl

FER Al :EKubernetes 512 812 77 W& I AEFEAVENES - Sigtn] N EEEIGAMNAR R BER « SR ARE
EBIHZE o AT HMEZLEFEEBIEE TFEEHEERE « Astra Tridentf#H 7 csithi¥ o

BRARA CS| IEIAEMES IR EA -

KubernetestZ EMfEEFHYVolume B4E1ET -
* Y18 volumeBindingMode ‘& EE "Immediate ’ Astra Trident i§7E/R B EAIFAIERX VBN TEIE

% o BILKAERMLRE - A S RIZHIRE BENBEERIE ° EETAR(E volumeBindingMode *
FARF SR THRERGNRE - FEHIRERNRIAFREERE Pod HHEZEXK o
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* “VolumeBindingMode 382 “WaitForFirstConsumer B ~ 5k A Volume BV BB 4AEISIEE « HRHHET 2
IM{ERA PVC B Pod A1k o Wtb—3K ~ FAAERIIHAIEE ~ U S IRE R RFrEHIBITIHHZRS]

(D “WaitForFirstConsumer $SE MR A REIEIBE  BABIR ool AP -

CEENEM
2R losithisl ~ ERETHIEE

<

* H1THY Kubernetes F5E"~7 HEYKuberneteshiZs"

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el11e4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

c EETHEEEAGIEE - J—X%U\?‘ET%EHH(topology. kubernetes.io/region
‘topology.kubernetes.io/zone) °© fEZEAstra TridentLGERIRIEZ A « BLEEH EZTHIRTES
SERVEARL E o
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"nodel", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/master":"", "topology. kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

SR | @i ARIERN R LR

Astra Tridentf#Z &R PIRIEA Bt &g « EEM ML EMIEE - SERGHETUTE —EIEN
supportedTopologies @R « ARZZNEIFMEIFFE o Wi FEHILLIERIFRStorageClass ~ REER X
EME/ & PHHEMERERERE « A &I Volume ©

TR RImEZREG
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YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

{

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",
"supportedTopologies™: [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}

“supportedTopologies' it R (B ER inH BN EEUFE - ELEE M E & StorageClass
PR AHERE - BB SR inFMRt 2 B &5 F&ERIStorageClass ~ Astra Trident
SHERIREIMIRE o

& AT LAE S “supportedTopologies S EfETF M o FH 2RI T5IEEF] :
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version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b

EULEBIF region ~ Fl “zone IREARMEEFEMHIUE © “topology.kubernetes.io/region’ i
“topology.kubernetes.io/zone $5TE 17 &R BIERA IR o

T2 | E&R AR EN StorageClass

R IR AR R EE P ENRAAVIRIEARE « ATUUE & StorageClassA B SHRFEE N o EBRIREMA IR E Z KA HE R
BRERIEENFEFEIRM « LUK UERTridentFrie it 2 HEREHEIRE T 5 ©

BRI TSR
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions:
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:
fsType: "ext4d"

£ - ERHR StorageClass E&FEH volumeBindingMode * B &S WaitForFirstConsumer © {EPodH 5|
Lt StorageClassFTEKHIPVCSZ Al ~ RAANFEHEKENITE) © LI ~ %8 allowedTopologies IRAE(ERAM
BIFMEL © ‘netapp-san-us-eastl StorageClass FELMEREBIRIEIL PVCS “san-
backend-us-eastl ©°

SER3 | BIUNFERAPVC
#8317 StorageClassili HifEE Bin&InRin 2 &  TIREMAUEILPVCS °

H2RUTER spec :

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

ERILENRERIDKAERIRIZAISEGEE TG
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

EBTridentZ2 R & WA HELE EPVe « 5H7EPodREAPVC ° 552 R THIEEA -
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

Ilt podSpec E15/~ Kubernetes TE &I HHVERRL_EHEFZ Pod us-east1l ~ MEE us-east1-b BIEFRMEM
ENRGPIEITEE "us-eastl-a©

E2RETYE
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

FHBIHUANA supportedTopologies
AIEMIRENEE - LUMIAGEA tridentctl backend update JBE supportedTopologies ° EAE
TEPRENMIEE - MEREAREBENPVCS -
WEFHMAE ~ A2E
c "EBIERRNER"
* "B BLEEENER"
* AR B e RRE "

 SHELARE

fEFRIR

Kubernetes 1F4EHRE (PV ) ARG IRIEA]EVRIRE R BMEZ o AT LIZEILRF
FB Astra Trident Z 37 FUREIEE RER ~ FE A Astra Trident SMEREEIIHIIRER ~ RRIRAREBEL
IR E « URERBEREIREEEN o

4

Iy

Volume Snapshot = ontap-nas > ontap-nas-flexgroup > ontap-san“ > ontap-san-—-economy
solidfire-san ™ ‘gcp-cvs # “azure-netapp-files BEEIFZ T ©

FIsEZ Al

S BB IMNEBIREBRIEFIZZAM EETEREER (CRD) ~ A SEFERARER o IE=&Kubernetes OrchestratorfYEE (
4N : Kubeadm ~ GKE ~ OpenShift) o

MNRER Kubernetes A E S 1RIBIESIZEH CRD 362 Volume Snapshot 425 « s528 ©

@ YNR7E GKE IRIFHFZIERMIRE IR 5771 RIRIERIZR - GKEEA NERIIRETURRIE
il
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BT HARRE TRER

1. #3I VolumeSnapshotClass ° UIFEFAERN » 55" Volume SnapshotClass"2/& ©

° “driver #5[A Astra Trident CSI EEZHFZ o

° deletionPolicy AILLE ‘Delete T ‘Retain © :&7% Retain B - BIEMIBRIH ~ HEFEFEEL
HNERBERBMEMRE VolumeSnapshot ©

gl

cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. #37I8A PVC HITREE -
&)
o EEIEERITIREPVCHIIRER o

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:
persistentVolumeClaimName: pvcl

o ILEHIEHBIES PVC R E REBYHZIIEIEE RBH pvcl ~ M RBZBRES pvcl-
snap ° Volume Snapshot $8{{i¢ PVC ~ BEIXRERIREBIVYIHHERIE volumeSnapshotContent ©

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

o AT UEBERFAR# A VolumeSnapshotContent Volume Snapshot 944 pvcl-snap ©
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../trident-reference/objects.html#kubernetes-volumesnapshotclass-objects

*Snapshot Content Name 58 3l AR BRIR UL IRERAY Volume SnapshotContent #4 © It "Ready To
Use' 2#RTIRIBRI AR IR PVC o

kubectl describe volumesnapshots pvcl-snap

Name : pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29Z
Ready To Use: true
Restore Size: 3Gi

IR B IRIREIL PVC

f&a] LUE A% &89 Volume Snapshot fEABERIZKIE ~ 2K dataSource " #II PVC ‘<pvc-name> ° EILIFK
AERERIEE 1% PR EMINEIPod L ~ MEFEREMEMAA EREREE—IXEH -

(D HHEZIRE Volume FREEMIE—BERIREIL PVC ° FA2[E "KB | B AEEMBIHEIL Trident PVC
Snapshot B PVC" °

LF B HERERERKIRREIL PVC pvcl-snap °©
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cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

FE A Volume 3RER

Astra Trident 2#&8"Kubernetes FESLECERIRIBIZF" ~ AIBREEIEBE I "VolumeSnapshotContent™ ¥ {4t (&
A Astra Trident LAIMEITHIIREE o

FItAZ Al

Astra Trident WAZBE I T E A RBRIREIRE o
*FEEIE ¢ * 17 "VolumeSnapshotContent 2R & In{REBRIYIE o S EXE) Astra Trident FBYRIBTE
TRAR ©

° EHIEERIFIRIEIATE annotations AS trident. netapp.io/internalSnapshotName:
<"backend-snapshot-name"> °

° $57E™H snapshotHandle $§%E " <name-of-parent-volume-in-trident>/<volume-
snapshot-content-name> ° {52 @snPIMPIRERIE IR (145 Astra Trident BYME—E 5T
ListSnapshots °

(D) <volumeSnapshotContentName>'B5t CR SR « FskMER & RIHRART o

il
LUFRBIEN#Z volumeSnapshotContent " 5| BRBIRIRBIER “snap-01-°
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content—-name>

2.~ ZEE | * 1 VolumeSnapshot " 2BB¥MHM CR "VolumeSnapshotContent ° &8&ERIFEUA

EIEERmRA TR PEEA volumeSnapshot ©

il

LUT&EH)32E I —1E volumeSnapshot * 288 "VolumeSnapshotContent "&%HY " import-snap-
content CR import-snap ©°

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:

name: import-snap
spec:

# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)

source:

volumeSnapshotContentName: import-snap-content

C* NERERIE (REIREVERYTEN)  * SMERIRERME DT HSFT IR AY VolumeSnapshotContent ~ MHAT
ListSnapshots #@s& © Astra Trident B “TridentSnapshot ©

o ANERIRARBS BS54 readyToUse VolumeSnapshot » 8 VolumeSnapshotContent '4 “true ©
° Trident 38E readyToUse=true °

- EEERAE ¢ * 1L PersistentVolumeClaim UM “VolumeSnapshot ~ HA
spec.dataSource (3 spec.dataSourceRef) &FEA "VolumeSnapshot &7 o

#1
LUFEEfIEIL—{E PVC » 288 volumeSnapshot "#nfM " import-snap °©
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

fEFIRIEMTE Volume &}
REE B i TER A LS  UHRBIERF ontap-nas-economy  BBENE N ETE REENHMIEEZIIRZAEEM

‘ontap-nas ° BYF “.snapshot' B % « H1Z{CIREBHIREE R ©
&£ Volume Snapshot Restore ONTAP CLI 4R & IE R 2 A IRIRPECERAIARRE o

clusterl::*> volume snapshot restore -vserver vsO -volume vol3 -snapshot
vol3 snap_ archive

@ ETEFRRBELRE - SERIRAN Volume #HAE o BIREBIEAZBE Volume BRIFAHAVE
ERGERK -

[REE B $7TEE AlEiE  UHBNER ontap-nas-economy " BREIENETE R E WHEEEZDIRAER M
‘ontap-nas ° B{A ".snapshot’ B#% « EZFEIREHIREEK o

() HURRRmEES  ERRHA oume 1 - RITHIREEZ 3 Voume HHFHIE
FHEMLK -
R T R R R

Astra Control Provisioner £ ( TASR) CR {REBEAIREIRRIRMIEIEREZER
TridentActionSnapshotRestore IHE ° It CR & Kubernetes BINEITEN ~ EEXE MBI ZIFERFE °

Astra Control Provisioner 353 ontap-san * ontap-san-economy * ontap-nas > ontap-nas-
flexgroup azure-netapp-files s v gcp-cvs solidfire-san FEEFNFEL o

G Z Al
T ARARAIRM PVC MRTFAB Volume TRER o
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58 PVC iARE% TE&EES) o

kubectl get pvc

* BgsE Volume RIBR B EEFmAE R HER -

kubectl get vs

1. #1317 TASR CR ° ZxfillE PVC # Volume Snapshot Bll# CR pvcl pvcl-snapshot ©

cat tasr-pvcl-snapshot.yaml

apiVersion: vl
kind: TridentActionSnapshotRestore
metadata:
name: this-doesnt-matter
namespace: trident
spec:
pvcName: pvcl
volumeSnapshotName: pvcl-snapshot

2. EF CR MURHRIRIZER o bR Snapshot 118 pvcl ©

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/this-doesnt-matter

created

+
i

Astra Control Provisioner Z{EIRERIZFE R} o (K 0] LUEREE IRIRZFAKEE o
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kubectl get tasr -o yaml

apiVersion: vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: this-doesnt-matter
namespace: trident

resourceVersion: "3453847"
uid: <uid>
spec:

pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:

startTime: "2023-04-14T00:20:34z2"
completionTime: "2023-04-14T00:20:372"
state: Succeeded

kind: List

metadata:

resourceVersion:

* EARZEIERT « Astra Control Provisioner A E1E5 £ MIERF B ENE R (EE - BEEBXRH

1TULIEZE -
@ * FEEHEEESEIERM Kubernetes (BRI RENBESEIEEMREIR « Z et EEATE
BB ZERH 2L TASRCR o
B = B HEREIRERRY PV
b BB 1BRIIREBAYIEE Volumer ~ HFEMI Trident Volume B F 32 THIFRHREE) o #8F% Volume REBLLUMIFS

Astra Trident Volume ©°

Z8Z Volume Snapshot Z#!/23
MREIKubernetesEMRRAS KR B FIRBIEFISIME L ERE ~ EAIUKEB T ANEITEE ©

1. #37Volume SnapshotZFZERKH o
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cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. #37SnapshotiZfHilgs o

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

@ MAEME - 55F3EX "deploy/kubernetes/snapshot-controller/rbac-snapshot-controller.yaml" i
B "namespace ERIE B 2R ©

MERAERS

* "VolumeRER"

* "Volume SnapshotClass"
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