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Trident for Docker
2B Y Fo R R

A RSTE E 1 Rk E W B2 BVERIBE Fo R ~ 7 BEEBZE Trident o

* ERCHEB N GFRE"TR Y

fox
B

3

s MR LM DockerhR AN 1% o UNR Docker hRZASERF « "Zitof B "

(]

docker --version

* FESE L BEREW R EEAIRE SR EM o

NFST A

ERFERANSTREZENFSTA -

RHEL 8.X E

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

(D) 2ENFSTAZ® - AEMABITEEE « LUBSISRIREHI

iSCSITH

ERBERARIEFER RN RLEISCSITA -

ERRREENRE -
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RHEL 814 £
1. ZRTINRGEN

sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-
mapper-multipath

N

. ¥ &Eiscsite-initier-utilshk 4~ & 236.6.0.874-2.el7e{ EHTHR S ©

rpom -gq iscsi-initiator-utils

3. KRBT !

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf

4. RS ERK:
sudo mpathconf --enable --with multipathd y --find multipaths n
CD FE{R etc/multipath.conf & “find_multipaths no 7 “defaults™ & ©

S. FERE ‘iscsid' A “multipathd IEFEHT :

sudo systemctl enable --now iscsid multipathd

6. BHEMZEE iscsi -

sudo systemctl enable --now iscsi

Ubuntu
1. ZETIRREN -

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools

scsitools

2. 1B IISCSIRAEE 42.0.874-5ubuntu? + 10X E#HRA (GERENEEAEKR) 52.0.874-
7.1ubuntu6. 1T EFRRAS (GERNER)



dpkg -1 open-iscsi

3 RRHERATFE !

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf

4 MAZERE:

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EOF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

@ HE{R etc/multipath.conf &8 “find_multipaths no 7 “defaults & ©

5. FERE “open-iscsi' BRI multipath-tools #1417 :

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service

sudo systemctl status open-iscsi

NVMe TH
ERBERANEIEERAMIIGLRELE NVMe TA ©

* NVMe FE RHEL 9 S{E#fhRZs ©

@ * YR Kubernetes EABEAIIZORRASKEE ~ B NVMe EHEZARERIZOIREA « SR RERH
fEA NVMe EHAF ERERIZ O NR A ER#T A —1E ©



RHEL 9

sudo yum install nvme-cli

sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli

sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

FCTHA
ERFERANMTREEKFCIA -

o &h

E{EAIEHEC FC PV $11T RHEL/Red Hat Enterprise Linux CoreOS ( RHCOS ) HYT {EERELHE > 357E
StorageClass HF#57E discard mountOption EITARERZERIEI - 5526 "Red Hat sRBASZ{4" o
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RHEL 814 £
1. ZRTINRGEN

sudo yum install -y lsscsi device-mapper-multipath
2. ARZERK:

sudo mpathconf --enable --with multipathd y --find multipaths n

@ HE{R “etc/multipath.conf 88 “find_multipaths no 7 “defaults & ©

3. FEE “multipathd #1179 :

sudo systemctl enable --now multipathd

Ubuntu
1. ZETIRREN -

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools
2. YA ERE

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}

EOF

sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ HE{R “etc/multipath.conf &5 “find_multipaths no £ “defaults / o

3. BEXE “multipath-tools’ BRI IETE#IT ¢

sudo systemctl status multipath-tools



ZRZE Trident

Trident for Docker R E1ZEAE Y NetApp FFFSH Docker £RERAES - ©BXEN
HEFAE I DockerFMNHEFE RS ROCEHEIE « WIRMHZE « A ERKHIEEZSF
4o

Trident BV Z B TEREPTUARRER —SPEH_E8TT - SrRREGESERERANEEER « Mo 8

5] Dockert#fik & Fr{E AR TR o

2R EERTRIE - FEICHEN G RIGMFZ%  BNAJRIEEIZE Trident o

DockersEE9MIMERN /5% (1.1/17.03 R B EFThRZS)
Fta Z Al
MR EFAHIFEE /5 5P (ER Trident pred Docker 1.3/17.03 ~ M SL(ELE Trident 12F ~ 78
B EFEE Docker FHE ~ BERAEEIMIMERSE ©

1. FIEFFERITHRBYITIERS :

pkill /usr/local/bin/netappdvp
pkill /usr/local/bin/trident

2. EFfiEREIDocker ©

systemctl restart docker

3. BT LB ZEDocker Engine 17.03 (£#11.13) SE#HARZ o

docker —--version

REHINRABIBER » "L EM TR -

1. BT AAREAENTHEE FHEEIE ¢

° config ! BABANMHHE config. json » BIEAILUEREA%HE » HEAREANXMHRIERE config
I8 o AAREIER M BMN EMARWERRF * /etc/netappdvp ©

° log-level : {5€ Bt &4k Al(debug ~ info ™ warn ™ error fatal) o FEER{EZ info°
° debug ! IEERE XM Htsctk o TERERRR « IR Atrue ~ G EMGCERER
I BIAERSHERIALIE ¢
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sudo mkdir -p /etc/netappdvp

ii. 32 I74AREAE

cat << EOF > /etc/netappdvp/config.json

"version": 1,

"storageDriverName":

"w

ontap-nas",

"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQOF

2. EFAEEIMNIERAREE Trident © 55

X

1R
ZAnY

FERNIMIMETIRZS (xxx.xxx.x ) B <version> °

docker plugin install --grant-all-permissions --alias netapp

netapp/trident-plugin:<version> config=myConfigFile.json

3. FYAEM Trident IEREM RGP IHFERTFRE

a. @ire% lMirstVolumes BYVolume :

docker volume create -d netapp --name firstVolume

b. A SIENENRFEILTEEZ Volume ©

docker run --rm -it --volume-driver netapp --volume

secondVolume:/my vol alpine ash

c. #8F&Volume TfirstVolumel

docker volume rm firstVolume



B4 7% (1.12hREE R hRrES)

Faﬁ#“Zﬁﬁ
1. FBREEEESBDocker 1.10 R EHARAS ©
docker --version

MREHRRAS BB ~ sAE L8 o

curl -fsSL https://get.docker.com/ | sh

B2 "ARBEEHIEREIT -
2. BRE ARG RENFSH/EKISCSI ©

HER
1. LK% ENetApp Docker VolumedMiiE :
a. THIEREERER

wget
https://github.com/NetApp/trident/releases/download/v25.02.0/trident-
installer-25.02.0.tar.gz

tar zxf trident-installer-25.02.0.tar.gz

b. B EBINKSEHHMNE :

sudo mv trident-installer/extras/bin/trident /usr/local/bin/
sudo chown root:root /usr/local/bin/trident
sudo chmod 755 /usr/local/bin/trident

o

ITAHREAERIIE ¢

sudo mkdir -p /etc/netappdvp

d. EITARREE :

cat << EOF > /etc/netappdvp/ontap-nas.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"datalLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQFE

2. B TEMERNETTAARERE % ~ SAERAPTEAAREZERE) Trident FBEE o
sudo trident --config=/etc/netappdvp/ontap-nas.json

() mIEERE - TR Volume EBNERNTERATES [ NetApp I ©

TEERENE > R LUER Docker CLI N EIRZIANEIRHIRE o

3. #3IVolume :
docker volume create -d netapp --name trident 1

4. 1EEREh AR 23 ECE Docker Volume :

docker run --rm -it --volume-driver netapp --volume trident 2:/my vol

alpine ash

5. #F&Docker Volume :

docker volume rm trident 1

docker volume rm trident 2

ERF RN RFERED Trident

BRI LATE Git repo FIREIRGA B RS RVEEBIEE TTIEZE contrib/trident. service.example © HEHE
BCRHEL{EFTEZE ~ SBHIT N5IZER ©



1. RIERENTERNUE
MRAITZEITIERS « RIFEERETIERMM—27E

cp contrib/trident.service.example

/usr/lib/systemd/system/trident.service

2. MREEMEEE « BEREA (3217) URARHEARBAABERER (8917)  URBRERIRIE o
3. EMEHARRAUFREEE

systemctl daemon-reload

4. RUFARRT o
IR BERECEE RPN RIERNABME /usr/1ib/systemd/system ©

systemctl enable trident

o. RAENARFS ©

systemctl start trident
6. HRARAKAE o

systemctl status trident

@ BEMENEEERR « 55817 “systemctl daemon-reload #7 <  SBHFIEEE o

F 4Rk R PR Z EE Trident

eI Z 2t F4R Trident for Docker ~ MAEHERFHEIRESEMIERIRZE o TEARE
B BeA—EISEREARE docker volume ™ ISAIMIERN S S EMIIFIT
MERRERFE LR EFHHER - HRIIMMEXBRIITAL - EAZEIBERT - E2%7)
FEAYER o

4k
BT FA T ERLAFH4R Trident for Docker ©
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1. JIHIRARHIRE

docker volume
DRIVER
netapp:latest

2. {=R5MIEL

docker plugin
docker plugin
ID

ENABLED
7067£39%9a5d£f5

Plugin false

3. FHRSMIET

1s

VOLUME NAME

my volume

disable -f netapp:latest

1s

NAME DESCRIPTION

netapp:latest nDVP - NetApp Docker Volume

docker plugin upgrade --skip-remote-check --grant-all-permissions

netapp:latest netapp/trident-plugin:21.07

@ 18.01 KRBV Trident BfXT nDVP o IGREZEIZMEIREH AR "netapp/ndvp-plugin'Z
“netapp/trident-plugin’BE{& o

4. RUASMIER

docker plugin

o. HERDIMIEIIERA ¢

docker plugin
ID

ENABLED
7067£39a5df5
Plugin true

6. ERHIEE R :

docker volume
DRIVER
netapp:latest

enable netapp:latest

1s

1s

NAME DESCRIPTION

netapp:latest Trident - NetApp Docker Volume

VOLUME NAME

my volume

11



MREEWREERR Trident (20.10 ZA0) F4ARZE Trident 20.10 SHEHThRA « AIAE R EE A $85% © Ul
RSN ~ B EHIRE 2 - MRBAR  BRZSTERIMIER ~ ABBERIMIMER

@ BEBEIREEIMIERESERZENER Trident IRZA © docker plugin install
netapp/trident-plugin:20.10 --alias netapp --grant-all-permissions
config=config.json

PR Ze L
FEHIT YL ER ~ BRRZEE Trident for Docker ©

1. BBERIMMEUFT B I AV EfAIHAER & o
2. {=RsMIE

docker plugin disable netapp:latest
docker plugin 1ls

ID NAME DESCRIPTION
ENABLED
7067£39a5df5 netapp:latest nDVP - NetApp Docker Volume

Plugin false

3. BERIMIE

docker plugin rm netapp:latest

{5 Volume
e EAEEGS « TEERFIST Trident BRENFENETE ~ BFRE - B LRBIREEEE

docker volume ©°

3317 Volume

* ERERABEAARSEHIREE

docker volume create -d netapp —--name firstVolume

s FEAFEMN Trident MITEREZEIL Volume :

docker volume create -d ntap bronze --name bronzeVolume

12



() meksEEE®E - JeEREDRINTERE -

* BRTERAIVolume X/ o 2B TF&EH « UERERENZNEI20GBHARE !

docker volume create -d netapp --name my vol --opt size=20G

Volume K/NABEBRHENFHRFTT « WieHEREM (B9 : 10g ~ 20GB ~ 3TiB) ° #IR
KRIEEFEMEN - BITERESA G - K/NEMIAKRTA2 (B~ KB~ MIB ~ GiB * TiB)

10 (B~ KB~ MB + GB *» TB) HWE - EEFEH2 (G=GB-T=TiB~...) B
WA o

#%F%Volume

* BPRVolumeTL & BR{ERIE MDocker Volume—#k :

docker volume rm firstVolume

(D) @ solidfire-san EEBYZSHS « LA BRI ERHILE o
BT FIILERLLFHEK Trident for Docker ©
EERE&E

f£H ontap-nas * ontap-san > “solidfire-san’#] "gcp-cvs storage drivers'B > Trident AJLA#EHE - {FEH
“ontap-nas-flexgroup' 5§, “ontap-nas-economy SEEIFZ TN « RZIRIEH o WIRBUIEERIIMMIEE - BgE

LERRBVIRER o
* REHIRETIRIRE ¢
docker volume inspect <volume name>

* IBBHIVolumeIZFHIVolume ° S S ELEFTHIIREE !

docker volume create -d <driver name> --name <new name> -o from
=<source_ docker volume>

* R E DIRARIRBREIIAHIEE - EREEIRAVRE

docker volume create -d <driver name> --name <new name> -o from

=<source_ docker volume> -o fromSnapshot=<source snap name>

13
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gl

docker volume inspect firstVolume

"Driver": "ontap-nas",
"Labels": null,
"Mountpoint": "/var/lib/docker-volumes/ontap-

nas/netappdvp firstVolume",

"Name": "firstVolume",
"Options": {1},
"Scope": "global",
"Status": {
"Snapshots": [
{
"Created": "2017-02-10T19:05:00z",
"Name": "hourly.2017-02-10 1505"
}
]
}
}
]
docker volume create -d ontap-nas --name clonedVolume -o from=firstVolume
clonedVolume

docker volume rm clonedVolume

docker volume create -d ontap-nas --name volFromSnap -o from=firstVolume
-o fromSnapshot=hourly.2017-02-10 1505
volFromSnap

docker volume rm volFromSnap

FEUMER I VAR &

MRRREDEE « H Trident ZIREERZMR ~ oI LUER Trident * only* FEYMPREIIMNEIREE (FH
BA)  (BUE0 : #mIEER Trident FEUEINIERY /dev/sdcl " BRRMR “extd) o

EeEiZ L EE R VolumeiEIE

SEREFRINIZINEAE —HEAREER « eI UERTHIRERHEE « UBETHER < 3
BT ~ BRARE AR IEFTRE R F R RVEEIR

TR R R FRIAEERELEERIFERBE o 7 CLI RFHRERES FHRMEENE -0 - EEEBRJsoni
BN FRE ©

B
W
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EIBIVIEIBACAONTAP

NFS > iSCSI #1 FC BY Volume Create 3IBEIIE :

IR

size

spaceReserve

snapshotPolicy

snapshotReserve

splitOnClone

encryption

tieringPolicy

FH ELAEETEEAIANFS * Only * :

=RER
VolumeBY K/ ~ F8s& 241 GIiB ©

IEE T RA BEMIREE « TARARR c BES none
(FEEEECE) M volume (REEBLEH) o

EERRBRAREARENE - BRES none v &
A BHAEEEEI(EAIRE - BRIECHHES
a8 > [AIFE ONTAP R4 L#fEE—ERA T
f8:%) MRR » ZRB S B RENENE » HRiE
SHRBNRESERRE - AB3EEEEABEH
BB - BIal R IREBAHERZEHIER . snapshot ©

EERRREEREAMENE DL - BREARE

B ~ RNONTAP YR E EEBsnapshotPolicy ~ #F3%
HYsnapshotReserve (GBE#A5%) ~ Ul
FRsnapshotPolicy#&  BIEEEN0% o KR ATEARRSHE
FRZPFRAONTAP S IR TE B 5% T
BsnapshotReservefd ~ tAI LU E B EFTE ONTAP
RZIEONTAP-NAS-KEINREZ IRIEE ~ EAFTA
I TEE AR @R T IS o

S8 Volumelf « ONTAP E@EKF - BREEA
MR ERERER D EIFK © BRIER false ° H7
ERHIRERERAES - RIFEERIRIARES
RREARDE LR « ARFKFAISER RS HENEN
e o fIgl - MREBTREAHEAERME - EffE
BRAANRAD « FIL&RGFIIEN D BIHE S -

TEHREFE® B NetApp Volume Encryption ( NVE
) ; TERA false o WATEHEE HIRENWEANVE ~
ZF BE(E AR ItEIETE o

WNREZIHEA NAE ~ Bl Trident B EAYER
Volume #BHEEUA NAE o

MEFELEF ~ 2R "Trident 20{A1EL NVE F1 NAE &
BoiE(E" : o

REZRANREHRENDERR - EEREERTIEE

Be (%) KEEBRERRE -
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IR

unixPermissions

snapshotDir

exportPolicy

securityStyle

THEMEEIRZEARISCSI * -

BEIE
fileSystemType

spaceAllocation

g5
E2RETYEG

* #3710GiB Volume :

=R EH

EEEFIVolumeZs B RUMEIRERE © MTER ~ HEPRHEER
A~ UBFERTIE 0755 5/8E " ---rwxr-xr-x > i
‘root R AERE - XFHEFEAEEE -

HHEEEE S true TI3E ° .snapshot  FENEX
volume HIBFImEZIELR - TBR(ES false 3K
TEREEHBENAIRE | snapshot o & (
BIENIENAY MySQL BR) 1EB#rr] REFECAIE HEE

.snapshot °

REZANERENELRR - HRER default °

REANRFIEEENZ 2T c BRES unix° &
WES unix M “mixed o

R EH

REANKREISCSIHIRERAIIER AL - TARES
extd o BMEE ext3 ™ extd 'l “xfseo

TR ES false BRAM LuNn BIZERIDECINAE © B
REA true s RTEMEETHAEBHEEERH
LUN SRS B AR « ONTAP 2@ o 1E5E1E

’F%EJEEONTAP FIRIREE E MR E R R E BB U ZE

docker volume create -d netapp --name demo -o size=10G -o

encryption=true

* ERIRIREIL100GIBERE !

docker volume create -d netapp --name demo -o size=100G -o

snapshotPolicy=default -o snapshotReserve=10

* EITE R FHsetuid{iITTHIEE -

16



docker volume create -d netapp --name demo -0 unixPermissions=4755

&/\Wolume X/\A20MiB °
WMRKIETIREBERYE - BREBRAIA none ~ B Trident A 0% BYREBRE

* BIDRARIRRA B ERBAREHIEE :

docker volume create -d netapp --name my vol --opt snapshotPolicy=none

* BIUASREBRREHEIREE « LUK BTIREBRE10%AHERE

docker volume create -d netapp --name my vol --opt snapshotPolicy=none
--opt snapshotReserve=10

* B ABRBREAF10%ETRBRBNEEER :

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy --opt snapshotReserve=10

* ERRBRAEILMIRE » 1% ONTAP WTERIREBMRE (BEA 5%)

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy

Element&f&VolumeiEIs

TTEVRSEIES RN AMIEEARMNRERE (QoS) RAIXK/NIME - BIUMIFEER - S AmAETeT a1
MRE@AERARY QoS JRH -0 type=service level ©

EATERIEXNTERQSIRBERNE—F « BEUE DB « WEARERIEEHEABERNE) &
AFRIZIOPS ©

Hh o RIS R @RI RIAEE

peat] AR
size Volume YA/ « FE:8% 1GIB S4EASIER ... 8%
1EJ : "Size" : ||5Gn} °

17



IR 55 AA

blocksize fEFE51284096 - & 451285 4HREIEE T8
% BlockSizes °©

#h
B2 R T5)QoSERLAHIMERELE !

"Types": [
{
"Type": "Bronze",
"Qos": {
"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000

"Type": "Silver",
"Qos": {
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000

"Type": "Gold",
"Qos": {
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

£ LAERED « ZRFIAZERAESR R « IRARMER - BLELBEREERE -

* #3710GiB Gold Volume

docker volume create -d solidfire --name sfGold -o type=Gold -o size=10G
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* EII100GiBiAARIE & -

docker volume create -d solidfire --name sfBronze -o type=Bronze -o
size=100G

W EE SO ER

(BT LU RS U BN ER B HEAR. o UK EESTERA0 75 % BRBT Dockers MRt Y 5 TS FF
A o

ST LG TR R AR

1. MREEAEBOVEEIMNMEXTTE (TFEMEMSS) REIT Trident docker plugin » AR TFHIHE R
R

docker plugin 1ls

ID NAME DESCRIPTION
ENABLED
4fb97d2b956b netapp:latest nDVP - NetApp Docker Volume

Plugin false
journalctl -u docker | grep 4fb97d2b956b

REESCEERE A RES U ASHEE - IREBTERS « ATLIARECE
2. EERNAMRIERCE: - SRR EE BRI EVIMIME

docker plugin install netapp/trident-plugin:<version> --alias <alias>

debug=true

5E « EIMIMENE 256 « SERUBREESCERINEE

docker plugin disable <plugin>

docker plugin set <plugin> debug=true

19



docker plugin enable <plugin>

3. MNREETH EHITEMREARS AR EF B R ERRERIE /var/log/netappdvp ° HEEBE
$H5CEE « SATEE “-debug FITIMHIZ N AIRER] o
—Ag SR S HERR TR

MEREREBEINMEESARER  EBIMMENEZDAE - BEERHERE
M2 « AJREE BRI TR ¢

Error response from daemon:
connect:

TESAREREAIN

no such file or directory

dial unix /run/docker/plugins/<id>/netapp.sock:
BE|BIRIRE ©

ERMIMMEXNEERE) - ZENRE « IMMERXEBUEH (UG ERINAITEMA « A HBI G2 RER DRI 8E

* WNRER PV HEEI R ZFFEERIE « 55FE rpcbind BREWIFERIT - FHTEEERGFIENENS

BIERENX ~ UERSET rpcbind IEEHIT o BAIUHITHEZIRBKBE rpcbind ARFSHIAREE
“systemctl status rpcbinde°

EIEZE Trident F1T{ERE

= /RAE

& (S E G RHER Z AR FAARER - EEZETrident#ITERE - ZEHITERNEREE
AR 2 CIMNIFETCRYEETE « SiE T EES Trident BFEVEEIE -—-volume-driver ~ &E
PIHRHEAEIR%ATE -—alias ©

DockersEESMIER (1.3/17.03MRHEHARA) HIPER
1. BB E—(EHEER R AR R R TIERE o

docker plugin install --grant-all-permissions --alias silver
netapp/trident-plugin:21.07 config=silver.json

2. RrEhSE _EHITER « I5E R ERYBIRAAERELE o
docker plugin install --grant-all-permissions --alias gold

netapp/trident-plugin:21.07 config=gold.json

3. BIUHIRE « iERRIsEAREIE N AHE o
f5lgn ~ &=%EVolume :

docker volume create -d gold

—-—-name ntapGold



fFgn ~ R4k Volume :

docker volume create -d silver --name ntapSilver

BRHFTER (1.12hRSE R HR )
1. (R B TEB 2 IDLINF SRS AR SMiAEE |

sudo trident --volume-driver=netapp-nas --config=/path/to/config

-nfs.json

2. {FFAETRHTZIDLLISCSIABEEREISMITER -

sudo trident --volume-driver=netapp-san --config=/path/to/config

—-iscsi.json

3. AEEREENANITERE EDocker#iiRE :
g0 ~ HWHINFS

docker volume create -d netapp-nas --name my nfs vol

fIgn ~ #itiscsl ¢

docker volume create -d netapp-san --name my iscsi vol

A2 Trident 2HRE ] FARVARAEIEIS o

EIYERRIETR

EREANRETeAM  BLEAREBREEAIFTA Trident 4HRE o

BEIE Sk #i
version 4R REAERR AR SR 1
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HIH siLPH
(e ey

storageDriverName

storagePrefix Volume & TBRYERA TS - TERME ©
netappdvp °
limitVolumeSize Volume K/NHVEZ MRS o F85% -

" (RIBHIEIT)

g

ontap-nas ™  ontap-san
ontap—-nas-economy
ontap-nas-flexgroup *
solidfire-san

staging

10g

AN (BIETERE) R storagePrefix JTtE R © iRIETERR © “solidfire-san' SEENFE & 2B

HERRE -

MAERRIER © NetApp I EAYEEM Tenantld 3R#1T Docker Volume $1fE > 5§

SFERAE S Docker A7 » EBENFZREF Docker [RIAZTBHIBMER » UM E(AILFB(LA o

AT UERTAREIR « BRESERIINVolume LISEBLEEIE o It “size EINERAMNFIA1EH 28R -
YNONTAP FBUNAIREFAR Volume K/NEER ~ 52 R TThaE@AHRE) —6f o

=g =7 EH i
size MR ERERTER A/ o FER ¢ 106G
1G
ONTAP #HRE
BT L 2IABREE Z 9 ~ EFHONTAP REEiRH T3 BB IS o
=g AR 5
managementLIF IP{3LONTAP : SR LUIEETEA 10.0.0.1

%% (FQDN) °
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=g Sk &5
dataLIF FEEHRELIFBYIP{LL o 10.0.0.2

* ONTAP NAS E@&hf2= * :
NetApp #EHIEE dataLlIF ©
MNRKIZME > Trident % SVM
#EEY dataLIFs © &AL E T
a2 (FQDN) > WUH
B NFS SE81EE > BT
IR DNS » UfE7EZ1@ dataLIFs
ZEEITEE T o

* ONTAP SAN EEEp#2={ * : 55
}5%E iSCSI 8 FC © Trident {&
FA"AEERNLUNE FEONTAP"ZR
BRREBIUZERE T ERSERFTEE
BYiSCSI 8 FC L& a#H - IR

TR - MEELXES
dataLIF °
svm EFANEEERES WRE svm_nfs
BLIFREELF - AlAKE)
username HIGERERENERELTE vsadmin
password HREEERBENES secret
aggregate BARERECERAggregate (EF ; aggrl

MRERTE ~ AINEIEREAGSVM
) ° ¥ “ontap-nas-flexgroup'5&
#EX ~ WEIEEWRER o 15IK4G
SVM HFrBE & R8E & A

FlexGroup Volume ©

limitAggregateUsage MRERRBRUILEDEL ~ BJANE 755
A~ "M ERECE

nfsMountOptions TEAMIZE) NFS 2832818 ; 8582 [ -0 nfsvers=4
-o nfsver=3 | °* {&#EMA “ontap-
nas'# “ontap-nas-economy’ SEENFE
R * o "FA2RILENINFSEMAARE

o
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HIH 55 AA eyl

igroupName Trident §LA netappdvp B &E netappdvp
BB igroups °©

IEERAJ &R o
* {EEMAM ontap-san EEEHIZT *

limitVolumeSize AT ERA R AKHIRE AR/ o 300g
gtreesPerFlexvol FFlexVol [Ei2E&RZqtreeB ~ 8 300
EWZBA50 ~ 300] ~ TERIES
200 °

* H1% “ontap-nas-economy EEE)
2 WEBEAFEERSE
FlexVol #J qtree IR AEE *

sanType *{E% 1% ontap-san BEEIFEIN ¢ Ciscsi IR ZERH
*FAFNEEE " 1scsiiSCSI ~ nvme
NVMe / TCP = fcp SCSI over
Fibre Channel (FC) o

limitVolumePoolSize * ontap-san-economy ontap- 300g
san-economy £ EFEEENFET ©
*£ ONTAP ONTAP NAS £ 8AN
ONTAP SAN #& % B EEEn 2 = P R
1l FlexVol &)\ o

TR ERTARER « BRELEIASEVolume LIEEFLEREIA !

15 s AA & 451)
spaceReserve ZEEMREBIEI ; none (FEREFACE) X volume (#) none

snapshotPoli ZEfFEMAAY Snapshot [RHI « F85%% none none
cy

snapshotRese Snapshot fREEBELE » TEERA ) 1% ONTAP f85% 10

rve TE

splitOnClone EIEARE - BERXERDIIKRTERE false false
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IR

encryption

unixPermissi
ons

snapshotDir

exportPolicy

securityStyl
e

fileSystemTy
pe

tieringPolic
y

TR

siLPH eyl

TEHrHAIEE E BB NetApp Volume Encryption (NVE 2
) TERA false o MAERE LIFHEETEANVE
7 REfEFRItEIETE ©

WMNR1ERIHEA NAE ~ Bl Trident EZE RIE(R
Volume #BAE B NAE o

MNBEZLEF ~ FF2R"Trident #0{A1EL NVE F1 NAE &
BoiE(E" © o

NAS EIEFEAREMMEMN NFS & « 885 777 777

BARFEB A NAS I8 . snapshot © 1% NFSv3 B9 NFSv4 "false" %
"true"

NFS EHRBIERAR NAS I8 « F855%4 default default

NASIEIS ~ A ZEREEERINFS Volume © unix

NFS 38 mixed Ml “unix Z&2EI o FERES

‘unix °
SAN EIFREZERZR AR ER « T8RS ext4 xfs
EFEANDERE > F85%4 none © none

‘ontap-nas # ‘ontap-san EEENEXEAEE Docker Volume EIL ONTAP FlexVol
o ONTAP SEFEEMEEZAISIE 1000 @ FlexvVols » HEERE 12 ° 000 fA FlexvVol
Volume °© fIRMEHY Docker Volume FTRFHEIEMRSI > B “ontap-nas HIR Flexvols

TR HBYERSINNRE

S

(%0 pocker volume iEAHIRERAESR) > FUILEHIERXESEEMN NaS

WMRIEFTER Docker HEFEEHEHEIE FlexVol FREIFTSER MBI E ~ 557512 “ontap-nas-economy 3, “ontap-
san-economy’ EEEIFZTL ©

It “ontap-nas-economy EEENFET Z7E HBIEIEAY FlexVol Volume EE&MA > LL ONTAP gtree BIFZTNEIL
Docker Volume ° qtreeBY#ETEAE N ATER A ~ BEZEEHRRZ 100 ~ 0001E « BEREZRZEE2 ~ 400
~ 0001@ ~ iS4 T ZBIINAE o LIt “ontap-nas-economy EEENFER A2 #8 Docker Volume #E4HIRFBSIEEL o

@ Docker swarm BHIAZ#E 1L “ontap-nas-economy EBENFZ T » (K12 Docker swarm AE7EZ{EED
Bh2 IR R & IR AT o
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It “ontap-san-economy EEENER S 1 HENEIEM FlexVol HIREMHEREES > 1§ Docker Bk &I A
ONTAP LUN ° #ittFlexVol —2k « S{Ex &R REMRI—ELUN ~ M BERASANTER SR EIFAvRETE
RIZGETERES I ARE » ONTAP SEZEERZ 1B 16384MELUN IR E R T/ HILUN « FLEIthEEENFE
1B DockerfiiiE @ B AR IRIBFNIESR o

#E1E “ontap-nas-flexgroup SEEENFE U AIE NN E—WEFE B TFTE ~ FHABEZREHHEEEZR PB &

o FlexGroupsfy—LEI248{F FIZE 4 &4EAI / ML/ DL ~ Big DatafI D4 « EXBEI2E - B - IEEHEE
% o Trident §1EMIE FlexGroup Volume Ef ~ 1EIR4E SVM BIFRE&E S8 © ZiETridentth B TAIE 2
: FlexGroup

* EEONTAP 9.2HREL B HAR A o

s BEARSURER - FlexGroupsf£X#ENFS v3 o

* EERFASVMBI64ITTNF SV RIS

* &M FlexGroup RR 8 / HifEE RK/NVTFPRZ 100GiB °
* FlexGroup HAIREFZIREH o

BRAEAN FlexGroups B FlexGroups F1 T{EE&ME N » 552/ "NetApp FlexGroup Volume RIEEFHME
BB {EIER" o

HEER—ERIEPEIFERSTRE N AFREINEE » el UEA#TTZ{E Docker Volume SMEFZNBITERS > H
F—{E{#EH > 5 ontap-nas-economy —{E{fMH ‘ontap-nas°

Trident A9 5] ONTAP & &

oI LUE B RE Privileges 2K321 ONTAP 25 AT « B AT E[ER ONTAP BEIEEAEKHIT Trident
BIEZEE o EIT7E Trident Bis4HREP A S FEHE LB « Trident G{ERAEEIIN ONTAP EHEABRIITE

=<

YNTEEIL Trident EI3TA GEUAREN « 200 Trident B3TAGAELES o
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{§£F3 ONTAP CLI
1. FRTYGSERIUIMAE !

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. 2 Trident EAE R FHESRE .

security login create -username <user name\> -application ontapi
-authmethod password -role <name of role in step 1\> -vserver <svm name\>
-comment "user description”

security login create -username <user name\> -application http -authmethod
password -role <name of role in step 1\> -vserver <svm name\> -comment
"user description"

3. BAGHREEFRE !

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

£ System Manager
7 ONTAP R BB EHHIT FFITER :

1. *@iuasTae !
a AEAREEREIETAR - FENCEE>RE* °
() BEE SVM BREILBETAE « FEN * #1F8ME > #7F VM > > required svMRE >
FRERAE o
b. = * FRENARG * ENEFHEER (*—>*) °
C. 1£* At * TiEE +Add °
d. ERAGHRA - RABR—T #EFE" -
2. BABHEE Trdent FAE * | +7& 1" EAEEAR ) EELIITTIILSER
a. 7 * f£AE * MEMMERTR + ©
b. EENFRRMERAERE « ARE * A * W TR IERPENAS o
CHR—T If#FE*1 °

NFEFAEN  F2ETYER !

* "HNEIE ONTAP WBEETAR "I EEB:] A"
s "ERAEIERESE
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ZBIONTAP : ThAEABRERE

<code> ONTAP - [G4k </code> EBENFZTAY NFS &5

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",

"defaults": {

"size": "10G",
"spaceReserve": "none",
"exportPolicy": "default"

<code> ONTAP NAS FlexGroup </code> EEEIFZ A NFS £l

"version": 1,

"storageDriverName": "ontap-nas-flexgroup",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"defaults": {
"size": "100G",
"spaceReserve": "none",
"exportPolicy": "default"
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<code> ONTAP NAS &5 E! </code> EEFNFZTAY NFS &34

"version": 1,

"storageDriverName": "ontap-nas-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl"

<code> ONTAP £ </code> ERENTETAY iSCSI

"version": 1,
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.3",

"svm": "svm iscsi",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",

"igroupName": "netappdvp"

<code> ONTAP SAN #&HE! </code> ERFNFTEZTAY NFS &34

"version": 1,

"storageDriverName": "ontap-san-economy",

"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.3",
"svm": "svm iscsi eco",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",
"igroupName": "netappdvp"
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R <code> ONTAP %! </code> ERENFETHI NVMe / TCP &34

"version":

"backendName" :

"storageDriverName":

1,
"NVMeBackend",

"ontap-san",

"managementLIF": "10.0.0.1",
"svm": "svm nvme",
"username": "vsadmin",
"password": "password",
"sanType": "nvme",
"useREST": true

SCSI over FC &35 » #EFA? <code> ONTAP — </code> ERENTET

"version":

"backendName" :

"storageDriverName" :

1,
"ontap-san-backend",

"ontap-san",

"managementLIF": "10.0.0.1",
"sanType": "fcp",
"svm": "trident svm",
"username": "vsadmin",
"password": "password",
"useREST": true
}
ToHFERASAR RS

BT 2IAERREZ SN ~ EFElementiREE

IR

Endpoint

SVIP

TenantName
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https : <login> : <password> :
<mvip>/ json <element-version>

iISCSI IP{itEFNERE

B{FEAMSolidFireFIEE (JNR#HAR
2~ FE)

(NetApp HCI / SolidFire) Bf ~ tha] S LLEEIE o

)

https://admin:admin@192.168.160.
3/json-rpc/8.0

10.0.0.7 : 3260

docker



I sREA

InitiatorIFace HHSCSIERHIAIETER T E A
HIEETH

Types QoSHIt&

LegacyNamePrefix FARAR TridentZ 2889 E S © WRIE

fEF 1.3.2 ZAiIM Trident hikZs ~ it
EAIRAR Volume $ITHAR ~ BI)
WBRRTELLE ~ A BEFEUER

Volume %8752 ERYE Volume

‘solidfire-san BEREIFENAXIE Docker swarm ©

TTRRESHHREIEEE A

#if
default

B2 RUATESG

netappdvp-
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"version": 1,

"storageDriverName": "solidfire-san",
"Endpoint": "https://admin:admin@192.168.160.3/json-rpc/8.0",
"SVIP": "10.0.0.7:3260",
"TenantName": "docker",
"InitiatorIFace": "default",
"Types": [
{
"Type": "Bronze",
"Qos": {

"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000
}
b
{
"Type": "Silver",
"Qos": |
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000
}
b
{
"Type": "Gold",
"Qos": |
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

B &0 el RB B PR il
TEF8BC Docker {8 Trident BF ~ S EXIRIEMPEHIEVAERIE N ©

RERRF 4R Trident Docker VolumedMIE T £20.10 5 BHHR A ~ FERFARELN - BR
G4 IEEEtE 2o B EREEER o

KIFEsET
1. ERMIER o
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docker plugin disable —-f netapp:latest

2. BERIMIET ©

docker plugin rm -f netapp:latest
3. BRI BN T ZEEIMIER confige

docker plugin install netapp/trident-plugin:20.10 --alias netapp --grant

—all-permissions config=config.json

Volume&BRENEE/V2EFTT °

@ iE&Docker A P IHAIIRE o AP IR E—F o L iBRES Windows BE{E o "s52RiE5R
25773" o

Docker swarm BEFLITA « vI[hLE Trident EEEHFREMESHIERESPHIE
b o]

* Docker swarm B AifEFEVolume$ @ ~ MIEVolume IDAEM—AIVolumesii AIESE ©

* VolumeZ R GRFHEE EswarmazE PRI SEERRS o

* Volume 5MiMET (613E Trident) #7RTE swarm ERREEERL LD FIBIT - FHFS ONTAP BEEA
L~ LUK ontap-san BBENENRVEES T “ontap-nas ~ B EM —RELNTEE LIRHIEENEEN
& o

Hpn RS e BRI ERGERE > EREREHERE HX1 NERAT » AE—ERBEIKREWEE ;
40 > Element BB 2 FFHEEEEBRERBERRE ID BITHEE o

NetAppEEDockerE M E REER « ERBEMRKERIIIIR o

MREENEREENSEE « UNRFE_ENEEN— AN ZEESEEERENIISEEME
@ « BIFRIZ S —EHEEE - FlexGroup ONTAP FlexGroup FlexGroup FlexGroup
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