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kubectl get event -A --field-selector involvedObject.name=<Kubernetes node

name>

WRBIRREIRIARTS
Trident E&&5! Trident &i%4 CR LS EERARIARIARTS - EERRRREIMIART » F]IT !

tridentctl get node -o wide -n <Trident namespace>
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RHEL 8. t

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common
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* MNREFERRIREERED igroup (B 2004 & 23 HEEERF) - iISCSI BREER ZHE SCSI ERBEHHY
FEL] LUN ID EXEh SCSI EFrimt o
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“/etc/iscsi/iscsid.conf © JTE 12.7 IRHFEEE FIPS 1Z2#89 CHAP JE& 7% SHA1 ~ SHA-256
1 SHA3-256 o

sudo sed -i 's/”\(node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf

* EEAEAD iISCSI PV #1117 RHEL/Red Hat Enterprise Linux CoreOS ( RHCOS ) BT {EEIZLET > 557E
StorageClass HF#57E discard mountOption EITARERZERIEI - 5526 "Red Hat sRBASI 4" o


https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems

RHEL 814 £
1. ZRTINRGEN

sudo yum install -y lsscsi iscsi-initiator-utils device-mapper-
multipath

2. tgH&iscsite-initier-utilshR 4 B 75 #36.6.0.874-2.el 7S EHTARAS
rpom -gq iscsi-initiator-utils
3. MAZERK:
sudo mpathconf --enable --with multipathd y --find multipaths n
(D F&{R “/etc/multipath.conf &5 “find_multipaths no #E “defaults’ & ©
4. FETE Ciscsid #1 “multipathd IETE#T :
sudo systemctl enable --now iscsid multipathd

o. BHAFEE) iscsi ¢

sudo systemctl enable --now iscsi

Ubuntu
1. RETIRAREN .

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

2. 1B ISCSIIRA R E 52.0.874-5ubuntu? - 10 FHARA GEERLEEIR) 2.0.874-
7.1ubuntu6. 1 EFRRA CGERMNER)

dpkg -1 open-iscsi

3. RFHRATFH



sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4 BMAZERRK:

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ HE{R /etc/multipath.conf 85 “find_multipaths no’ 7 “defaults’# ©

S. FERE “open-iscsi' ERIFEF "multipath-tools’ #147 :

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi

@ 5 Ubuntu 18.04 ~ fRABFIRZRBEIEEIR iscsiadm » AEABE open-iscsi B
B iscst BEIED - MO LUYER “iscsi BRFEUBEIRNE) " iscside
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(D i ; AR iSCSI BRISEIARMTEE R ETEME - 7S ISCSI BRIEHD
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EEBLTHET iISCSI BRIEERT - B7E helm LB helm FHHARIEIE iscsiSelfHealingInterval
‘iscsiSelfHealingWaitTime 22 o

T E6I# iSCSI BREERIRRA 3 718 - MBEREESERFRRS 6 2 !
helm install trident trident-operator-100.2502.0.tgz --set

iscsiSelfHealingInterval=3m0Os --set iscsiSelfHealingWaitTime=6mOs -n
trident

g

LERTEHETE iISCSI BRBERTE  sAE LIS EH tridentct! HARE{EE "iscsi-self-healing-interval’ #
‘iscsi-self-healing-wait-time" 2 & o

LR HI# iISCSI BREERIRRA 3 1iE « MBREESERERS 6 718 !

tridentctl install --iscsi-self-healing-interval=3m0Os --iscsi-self
-healing-wait-time=6m0s -n trident

NVMe / TCP Wit &

ERBERNTEERRRLREZE NVMe T A ©

* NVMe 2 E RHEL 9 S{E#THRAs o

(D * Y05 Kubernetes EARERVIZIONRASKE ~ 3¢ NVMe EHEEZARIERIZORRES ~ R AEA B
£ NVMe EFSEIRERIIZORAE /A —1E

RHEL 9

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp
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cat /etc/nvme/hostngn

@ Trident BEEUL “ctrl_device_tmo™{& ~ B NVMe 7EMFER R B HEIRIE o S5/ B ILRTE o

FC W4f%& /Y SCSI

(CIRIE AT LB Trident (EAAYAEEE (FC) E%I%E » 72 ONTAP A% LAl S R EIRHEEE -
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BFE FC FREMARIRMENEEEE o

1. BSERAEN WWPN o IIFBFHMAEN « F2H "ERNAEER" o
2. ENfGRREDER (EH%) /TEAI WWPN o

FA2HHENERIEERFARRELN o
3. {EA A B1ZH WWPN 7£ FC TR FREDE o
INFEHMEA > B2 EMBA SRR X o
INBFARE N 0 FF2R TS ONTAP X :
° "Fibre ChannelflFCoE} &@4HE"
° "BRTE FC IEAM « FC-NVMe SAN FHHY57E"
R FC TA
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« EEAER FC PV $11T RHEL/Red Hat Enterprise Linux CoreOS ( RHCOS ) BT {EENZLES » 57
StorageClass F$§%E discard mountOption MAEITRIERZERIEIUK © 55288 "Red Hat sRBESCH" o
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RHEL 814 £
1. ZRTINRGEN

sudo yum install -y lsscsi device-mapper-multipath
2. ARZERK:

sudo mpathconf --enable --with multipathd y --find multipaths n

@ FE{R /etc/multipath.conf 85 “find_multipaths no 7 “defaults’§ ©

3. HEXE “multipathd #fTH :

sudo systemctl enable --now multipathd

Ubuntu
1. ZETIRREN -

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools
2. YA ERE

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}

EQOF

sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ FE{F “/etc/multipath.conf &5 “find_multipaths no7£ “defaults 1 ©

3. FEE multipath-tools’ B EY AL IE1E #4117 ¢

sudo systemctl status multipath-tools
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Trident & BEERIGIR BN SRHEFENFIERTRNFEEFE M - BRARNARERFRAN R

* "B EAzure NetApp Files —EZFEEEHH"

* "8%7E Google Cloud NetApp Volumes & if"

* "2’ Cloud Volumes Service #EF?Google Cloud Platform{& xR INAE"

* "&ENetApp HCI —{ER R 2IN8ERYSolidFire 1&x"

* "EFAONTAP IhEER—HICloud Volumes ONTAP NASERENFE = 2% i B I
* "{ERONTAP IIFER—HICloud Volumes ONTAP SANBBENTE = 3R 5% & £ i "
* "{2F2 Amazon FSX for NetApp ONTAP £/ Trident"

Azure NetApp Files

% EAzure NetApp Files —{EEF A IR

8B IA#& Azure NetApp Files s2E 2 Trident By o B LUER Azure NetApp Files %
imiEtE NFS 1 SMB HAHREE o Trident th32#8 88 Azure Kubernetes Services (aks) =
ENEE B DRI RETHEBIR °

Azure NetApp Files SEENTET{sE4AE T

Trident #2751 Azure NetApp Files #FERENTET « PTEREEITEN - TIEMNEFIIENNEIE :
ReadWriteOnce (rwo) - ReadOnlyMany ( ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod
(RWOP) o

BEEEL FE@tHE  Volumel®Ezx ZIRMIZFEURT SERAMERRY

azure-netapp-files NFSSMB 1EZ&4 Rwo ~ ROX ~ rwx » nfs > smb
RWOP

Z8

* Azure NetApp Files BRFEF321&/1\it 50 GiB RYMAIRE o N RERBU/ AR E « Trident & BEEIL 50-
GiB H4IR(& o

* Trident {£X1B# & E Windows E1Z5_ F#1THI Pod BY SMB FERER o

EEME A

Trident 323% "SEE 5 7355 "Azure Kubernetes fRFSE%E - B2 ERAEE S 2B FTRHERI(CUREIERINEE
T AR
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* {FF AKS ZFER Kubernetes =5
* 7 aks Kubernetes &5 & ENEE B 07
* Z4EM Trident » EFEIFE “cloudProvider 2457E "Azure™ By o

TridentiZE& F

BHEER Trident EHF L5 Trident ~ 554R%E tridentorchestrator cr.yaml URES
‘cloudProvider "Azure" ° Yl :

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent

cloudProvider: "Azure"

Ehe
MU T & ERIRIEE S Trident Set Z2E cloudProvider & Azure “SCP .

helm install trident trident-operator-100.2502.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code> YA </code>
TFEHIZLE Trident WAFFEIZERE cloudProvider 4 “Azure .

tridentctl install --cloud-provider="Azure" -n trident

AKS MEHRE D # 5
Eim B R I :E Kubernetes Pod WL T{E& &5 75855 2K1FH Azure B ~ TIEIRHLABFERY Azure 5338
EEE Azure PEAZIRS DA ~ SHNEERE -

* £/ AKS ZBERY Kubernetes 25
* 7£ OKS Kubernetes =5 F&EN T EE &8 5H0 oidc-cE1T &
* ZHEM Trident ~ EFE R “cloudProvider 57 "Azure" % “cloudldentity’ 3§ L& & 5 73 #5189
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TridentEE ¥

LS EFEA Trident BEH FZ4E Trident ~ 554%%8E tridentorchestrator cr.yaml URES
‘cloudProvider "Azure" » MiERTE cloudIdentity 7%
‘azure.workload.identity/client-1d: XXXXXXXX—XXKXX—XXXKXK—XXKXX-XXXKXKXXKXKXXKX ©

g0 -

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-

XXXX—XXXX-XXXXXXxxxxx' # Edit

Efe
ERATIIRIREHRTE * TinftEm (CP) *M*EiRZH#H (C1) *HEENE:

export CP="Azure"
export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—=XXXX—
XXRXXXRXXXXXX""

SCI'BRE “cloudIdentity :

helm install trident trident-operator-100.2502.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SCI"

<code> HY[A] </code>

ERATIIRIEHRE © DR * # * Tin IDENTITY * HERAIME :

i

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX—=XXXX—XXXX=
:$:9:9:9:9:9:0:0:0:0. &

LUTFEEFIE ZEE Trident MASTEIZERE cloud-provider % “SCP ™ # cloud-identity SCI :

tridentctl install --cloud-provider=$CP --cloud-identity="S$CI" -n
trident
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Z R EAzure NetApp Files —EINAEEE M E I

.|.

TR EAzure NetApp Files SE&IRINAEZ Al ~ A BERARFAE FHEXK o

NFS #1 SMB Hifitt& AN B4
MNRIEEHE—RER Azure NetApp Files ~ EJZET‘W?LE@% ~ BWAZESE T AR E ~ 7 BERRE Azure

ARE 56

NetApp Files M IZ NFS Volume © 552 "Azure : 52 EAzure NetApp Files THEELIEIINFS Volume" ©
EERTERMER "Azure NetApp Files"#&if « (MEETFIEE !

*clientID £ AKS =E LFHATEESDMAIEF » "subscriptionID ™ tenantID
@ “location' 1 “clientSecret 2EEARY ©

* tenantID “clientiD ] “clientSecret B1F AKS &£ _H{ERATRiHm 59 B RFRYEE A IHAE o

* REEE ° 5528 "Microsoft : % Azure NetApp Files B AEEE"
* &k4a Azure NetApp Files BYFH8EE o 52 "Microsoft © fFAEIEZI 4G Azure NetApp Files" o

* “subscriptionID #£ BB Azure NetApp Files B Azure sJEIAERS o

* Ml clientSecret 2REB Azure Active Directory BY"fEFFETEEM" tenantID - “clientiD'BEH
Azure NetApp Files IRFERVE SR - FEARE X B REMER TIIHAP—IE :

c ERENEREAR BAzUreTATER" ©

° "HE]EREA® " (assignableScopes (TEFTRIARA) > EBLUTHR » (ZFRAL Trident FTEEBIHER ©
BIUBiTABZE FRAzZure A\DMILIEREAE" > ©
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—_

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
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ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []

c GBEE/D—@ "ZIRBYFAE" "B Azure location ° ¢ Trident 22.01 BA%5 ~ It "location' 282 & IR4HRERE
Zix FEHNMERII - ERKRERERNHIEENMEE -

* B cloud Identity’ sAi "FHEEIERIEESDHA"EEN client ID WEFIEEZ ID
‘azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX-XXXX-XXXXXKXXXXXX ©
SMBHAIR &Y E TR
E I SMB Volume ~ {TXBER !

* Active Directory B EMEARZE Azure NetApp Files © B2 "Microsoft © EI7&EIE Azure NetApp Files
B9 Active Directory 4"

* Kubernetesz= S EFELinuxiZEHI23E08, « UK E D —E#TTWindows Server 202289Windows T {E&f
2 o Trident {232 #EH#MEZE Windows &iZ4_E#1THI Pod BY SMB HFEE o

* E/DE—@ Trident #2582 &Y Active Directory 5858 ~ LUE Azure NetApp Files SE#58:EE Active
Directory ° B4 smbcreds !

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* FREAWindowsARFEAISCSI Proxy o BEERTE csi-proxy » AR "GitHub : R WindowsAJSCSI
Proxy" ~ BE"GitHub : csi Proxy"f21E Windows _E#1THY Kubernetes &} o

5| R 1&g im0 RS ETEEL# 5l Azure NetApp Files

BEfZ Azure NetApp Files B NFS #1 SMB & iR4RAE5E1E WG EI4RRE SR o
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Trident SEFRBIRAR (FHERK « ERER « RBEERNMUE)  FRERUENTRTEEE LET Azure

NetApp Files Volume ~ YT SFTERBIBRTEE 4R A F4BER ©
() Trident FXEFH QoS FREE -

Azure NetApp Files & imiR S tE4AREETS o

Y 55 AA
version
storageDriverName EFRIIZENRTE

backendName EHEZ EdETeR Y

subscriptionID E1E AKS & FRIAFTE S D5
BF ~ Azure 51RBBYETRI ID A3 o

tenantID £ AKS F£E HFERFEE S DB
FEinF 0 #ARE - ERERNERN
fHE ID A&3ER o

clientID £ AKS & LFRFEES 7 #AIT
EimE AR - EARAEEMN
BAPRius ID AR o

clientSecret 1£ AKS 2E£E HEREE S DA
EimE 0 AR - EAREXEEMN
=)= Year=Yed s I

servicelLevel Premium ™ B{Z Ultra —
"Standard

location £ AKS & LRI E S D5
B ~ i TEE PRI FHIREER Azure
BB AER -

resourceGroups Eﬁ?ﬁﬁ%ﬂﬁ?ﬁﬁﬂgﬁﬁﬁﬁﬁ%
B

netappAccounts EREIRRERAINetApptR BB E

capacityPools Eﬁ?ﬁﬁ%ﬂﬁ?zﬁﬁﬁggﬁﬁgfﬁ
=1

virtualNetwork BT FERINERARAE

subnet HIRGE F AR T8
Microsoft.Netapp/volumes

networkFeatures Volume BY vnet THEEEFTLUZE

Basic @ ‘Standard ° MiIEFRE

& EIR AR INAE ~ BIREZBTE
FTRIRERA © $8%E
‘networkFeatures' THEE R B FAHYBF
R E & Volume BIRECE KRB o

HER
KBS

[Azure - NetApp-Files
EEEN B [ +BiFT

" (B)

M (EEREEes)

M (EEFEES)
My (EEREES - BEK)
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W

# 95 2

nfsMountOptions FEARIEHINFSHNE 5818 - SMBRERE  "nfsves=3"
&R - BEfE NFS 4.1 hk#
MR E  BELIESR D PRAVEEL
FEIBHEERNA nfsvers=4 -~ LUE
ENFS v4.1 o (EFEEEREPRTE
FE IR R E R T RIGAERPR
EHVHM TS o

limitVolumeSize MRERNHEFREA/NSIRILE s ™ FERAFERHEIHNIT)
AIERECE R
debugTraceFlags SEEBHRRFE AN EEER & null

Bl 2 \{"api": false,
"method": true,
"discovery": true} ° FRIEMIE
TEETRREE BRI B s ARV EC B%
EED ~ BRIE7IEALEINSGE ©

nasType SR ENFSESMBHAFRERIL © IH nfs
A nfs~ ‘smb'3g null © NFSEEHR
EHFER B AUl °

supportedTopologies RRILBIRFIZIRNEIRMEEE
B o YIFFHMER ~ 58 "R Tesith
) BRE -

() WBERIHAERBEEN 3558 EAzure NetApp Files M 1A E & HABRATHAE B0 o

VENERRAFR

MREERL PVC FUE| AR EEE) #:33 > EHNRAREEMAIELAERNLEZERNER (F48#
B B 0 REER) o MIREABMRIETIAE « Trident EaCikE I BIRFTFIERZREIN Azure BIR © FESDER
NEBREEE -

* netappAccounts capacityPools * ‘virtualNetwork #] "subnet B9{E ‘resourceGroups AJLAfEEFR G548
ERELWKIETE - TAZHIBERT « BRERATERLS - ERERBAINUNEZERBERNER

‘resourceGroups’ ‘netappAccounts
‘capacityPools EER—HERRIINERRHIICILHFER K AERNERES - JUERESEE
TE o SERBEEAMNT -

BiREEAE <& IREHAE>

NetAppikF BIRE4H//<NetApplik 5>

BREFRM BIREHE/<NetAppIR P >/<BEEIRM>
EHR AR RS BERBH AR/ < B R >

FHEES BIRBHAR/ < R ERE>/ < FHERR>
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VolumeE RECE

%EJLXE,%HEHEE@#%%EE%#EE"F@J%IE  BUEHITER A Volume BIRECE © 40 [#ERREH) HBFASEH « 552

2% AR TE=%

exportRule BE HH #TRARR (& RYFR A o r0.00.0.0/0]
“exportRule’ BB LAESR D IRIYE
B« HApF|H{EEIX CIDR FRiE
WY IPv4 (it IPv4 FAARSAR
B o SMBHAHRE BB o

snapshotDir PEHl . snapshotB %Y Al RE #1¥ NFSv3 B9 NFSv4 "false" %

"true"

size ARG RITERR A/ "100G"

unixPermissions FHGEEEAJUNIXEERR (4B)\EARL ™ FEEINRE ~ sTRRNEERRE)
#F) o SMBHARREEBEZHEL o

4HREEEH

THEGIERERERE  BARDS2BREFERE - ERERREREENSGIE -

R/VERE

EREHRENEIFAERE o FHALLAERE « Trident FIERIEEREMEPZRIRE Azure NetApp Files BIFRAE
NetApp 1RE - BEEEM T - MHEEERHEE EEP—EEEMN FHER L - BN « Bt
nasType nfs BERTERE  MEBIHEA NFS HMIREETERLIE

ECHIFAER Azure NetApp Files AR - BIRMABEIEBONERE - EER LEERERCFIECERN
MR & R HERSNVEEE] o

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus
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ETERIRAERE subscriptionID BHEME v “tenantID™ clientID 0
Bt E B o # 5 RFRYERINEE ©

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
— smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet

‘clientSecret  SLE2fE



AKS FYEixR & 55

EEBIMAHEEZAEIR - clientID M “clientSecret ™ & tenantlD BEAEiRE 955 RFAYE R TH
e
RE °

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
- smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus—-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

BAREEERERNEEREERER

B IRABRE SRR E N ETE Azure FINIE « WE eastus BREEEF "Ultra o Trident EEI;IFR
ZABEFZEIR4S Azure NetApp Files BYFRE FABEE ~ W BEMTE HP—(ERFEE _ M E LIRS o

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:

- application-group-1l/account-1/ultra-1

- application-group-1/account-1/ultra-2
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o

#ERS

IEBIREREFIE— D SR E N EHE R N EE—FHEK « TEERD VolumeBIRECETERE °

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: "true"
size: 200Gi

unixPermissions: "0777"



IR IHERRAIEE—ERPERZAREFER - ENFZEREEEXRARNRBER « MEBE
fEKubernetesF I R EB LR RIVFFLERR « BREA - ERNERANREED T

performance °

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelLevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2



S RBIIRERAERS

Trident AIRIBMEF AT MG - ZTFEEIRHELEIE o “supportedTopologies' It im4ERE RV E IR
BERREESERIENEIFMEINEE - IbRisENEIFMEINENBER S8 Kubernetes FEEEIRY F1ZH
&I &IGE - ELEEIRMEINRRAIEHEFENPIRHNASEBE - HNESRIGFiRHERIENE
%?%E’\Jﬁ%ﬁiﬁﬂu s Trident FTEFFE IS @I P2 AR o MNFEHAEA « 55 F8 lesithiE) "8

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:
- application—-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
supportedTopologies:
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-2

EFEE R
T35 "StorageClass' E& s LiiEFEIRM o

FRBEAUMNEZREH parameter.selector

£ ~ parameter.selector EAIUAANREHE volume NEREERERISTE

‘StorageClass © sZHiHE

EgEFMENERNTERSERE -
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

SMBH R & FY E 2= &5 5

ﬁfﬁanasType‘ node—stage—secret—name\$ﬂ ‘node-stage-secret-namespace ’
HERE & W IR P EERY Active Directory 5355 ©

1R

on

BJLUIEE SMB
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: "default"

SEmRERERRENEE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

SEMRE ERRREE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}
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@ nasType: smb 1E sMB MiEERIEEEFEESS © "nasType: nfs 8 "nasType: null
NFS EERVEFESS o

FERVAE- Yy
BIABIGABEZE - BRIT MG -
tridentctl create backend -f <backend-file>
MRBIREILKLYN - RNBIRAERARE o I UBIT < RKigRacEk ~ UHIETNRE -

tridentctl logs

AL AEFARRSIERIRIREZ 8 ~ ERIUBR#TTcreatedn < ©
Google Cloud NetApp Volumes

%7€ Google Cloud NetApp Volumes &

RIRTERI LAE Google Cloud NetApp Volumes &€ Trident AY1& 1% o &R LAEA Google
Cloud NetApp Volumes & im2RHif0 NFS #1 SMB #4iR&E o

Google Cloud NetApp Volumes SEENFENEAHE R}

Trident $2f "google-cloud-netapp-volumes' Ei 2 £ iE TV BRENTZE TN o TIRMIFEUEN E13E | ReadWriteOnce
(rwo) ~ ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod ( RWOP) o

LI FE@tnE  Volumel®Ex ZIRMIEFEUET S ERIERERS
google-cloud- NFS SMB  [EZE#R4 Rwo + ROX ~ rwx » nfs > smb
netapp-volumes RWOP

GKE MZim & 5335

Eih £ 7385 PJ 38 Kubernetes Pod U T & 85 7358582k FEY Google Cloud &R ~ MIERMHBAFER Google
Cloud & 533884 °

EE7E Google Cloud FERERS DA ~ CHBEEMRE :
* £/ GKE ZfZE8J Kubernetes &% ©
* EEIRMERE LRTEH GKE 5 GKE F#EZ AR ERENTIEaHE DA
* B% Google Cloud NetApp Volumes BIZE (A / NetApp ° BIF) ABIBE:IARH GCP RFEIRE

* 28R Trident €3 cloudProvider » BJ3§%E [ GCP J # cloudldentity » MA3EEFTEY GCP BRFEIRE o AT
E—{EEH
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TridentEE ¥

LS EFEA Trident BEH FZ4E Trident ~ 554%%8E tridentorchestrator cr.yaml URES
‘cloudProvider "GCP" ~ W& cloudIdentity A “iam.gke.io/gcp-service-
account: cloudvolumes-admin-sal@mygcpproject.iam.gserviceaccount.com®

g0 -

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sal@mygcpproject.iam.gserviceaccount.com'

Zfe
FRATIIRIEEHZTE * DinftErs (CP) M * xS H#HA (Cl) *HEENE:
export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sa@mygcpproject.iam.gserviceaccount.com""

LUT & HERIRIEEBIZLEE Trident WERE cloudProvider & GCP “s$CP ~ W{FAIRIEEE
SANNOTATION 5 ‘cloudIdentity :

helm install trident trident-operator-100.2502.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SANNOTATION"

<code> HY[A] </code>

ER T IRIFEHERTE

i

IREERg * 0 * Zim IDENTITY * iEERE :

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

LUTFEEFIE ZEE Trident WA TEIZERE cloud-provider 4 “SCP ™ # cloud-identity

SANNOTATION .

tridentctl install --cloud-provider=$CP --cloud
-identity="$SANNOTATION" -n trident



MR E Google Cloud NetApp Volumes i
TR E Google Cloud NetApp Volumes &IfZ A ~ EABHERAE FHIENRK ©

NFS Volume BN E (4t

QD%‘S% —R{EA Google Cloud NetApp Volumes ~ SLEEMIEFER « BIREEIT —EVRRTE ~ A HesR
T Google Cloud NetApp Volumes #2317 NFS Volume °© s8R "FHiGZ A" ©
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2 R FE=R
version Kz
storageDriverName EEREIEN LTS BME

storageDriverName %
BIe%E# T googoogle &
% -NetApp-Volumes | ©

backendName (ER) #ERRENBIRE EEEpf2{afE+ T 1 +API
SR —ED
storagePools ER2% - ARt AR BRI MEENHEEERA
projectNumber Google CloudtRF B Z475% o tb{ERIEGoogle Cloud
AOREEHEKE -
location Trident #1Z GCNV Volume B89 Google Cloud I & °

7 EE&iE Kubernetes &R « TR EIIHEE
location AJAAREEZE Google Cloud EIFHRVEREL £
HRENTITEESH - BEERAESZELTEINEE -
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apiKey BB ILABR Google Cloud IRFSIREH AP| £18
netapp.admin ° EFEEGoogle CloudiRFEIR A FA
BERER (BFERIRIHARE) AIISON-EXRA
B o apikey WEBE TIERHNERERY
“type project id»™ ™ client email®
client id™ auth uri token uri
auth provider x509 cert url™#l
client x509 cert urle

nfsMountOptions FEARIEHINFS IS - “nfsves=3"
limitVolumeSize MREBRVHEFREANSRIE « IEREERK - ™ (FERAREINT)
servicelLevel RBEMREERENRFEER - SLEEEIE flex

standard > premium' 3 ‘extreme °
network F GCNV Volume BY Google Cloud 482 o
debugTraceFlags RERE PRI 28 ARV REEIEAR o 880 : null

{"api":false, "method":true} ° FRIEMIEEE
ﬁr&ﬁﬁ}?tﬁ@jﬁ%E%ﬁEE’J%‘EﬁﬁEEﬂ ~ BRIEEDEBILET)
BE °

nasType R ENFST{SMBHAIREE L o EIEA nfs » 'smb'@, nfs
null o NFSEARERRITERR{ERR AUl

supportedTopologies MRILBIRFIZIENEIFMEIHFTE o NFFAEM -
i8 "EA Tesithiz) "2/ - flun
supportedTopologies:
- topology.kubernetes.io/region: asia-
eastl
topology.kubernetes.io/zone: asia-eastl-
a

Volume&E RACE IR

R U TEAEREAE SRV & B RIERITERRAY Volume BIRFCE defaults ©

2% AR fE5%
exportRule IR ERELRR o MBRELUGE  10.00.0.0/01
SESFRAVE IPv4 (HIHAEETREE
snapshotDir 77HY ".snapshot’ B ## #H¥ NFSv3 B9 NFSv4 "false" 2
"true"
snapshotReserve REBLAIRIBIHEE B DL " (BZTERMEO0)
unixPermissions HHEEERUNIXIERR (4@ /& "
HF) o
4HREEE S

THSEABRTERERE « BABDSHFRERRE - ERERBRIHEREENTTE -
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ERBHRENRIGERE c B TEEAERE « Trident BIFREERENMEPZRIKE Google Cloud NetApp
Volumes MIFRBfETFAM ~ MBI TR EREREP—EEE L - AREE » ALt nasType nfs BEH
TE%1E - MBS A NFS MitRETERAE

2 1ERMIBEEER Google Cloud NetApp Volumes Wis R  SIE4HREIF IR « (HEER LIGRUIAERES
ISFRBCE MY Volume IRILZEIMNIEEE o
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
XsYgogyxy4zg701lwWgLwGa==\n

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



SMB FE& AY4E AR

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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IRIFEEEEE—EZEPTEEZEEREER - EREERTE—HPER storage - ENAZEREER
TEABNRTEELR « M EEEETE Kubernetes I KRB LEERIFEFIERR « BLEINREMERHR ©
EREEEZBEANEDSER - fIt0 ~ ETERAERFIP - performance 12, servicelLevel $8RZH

REDERER °

THAIURRELEEREREABEANMEEREER « UBREREREENTERE © £ 585 F
snapshotReserve * fiz exportRule HAFEEREBNTERE °

ARG 3 "EE R 2 o

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£fc700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zqg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prodlmy-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
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auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

GKE M Eixm & 755!

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml
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Trident AIRIBMEF AT MG - ZTFEEIRHELEIE o “supportedTopologies' It im4ERE RV E IR
BERREESERIENEIFMEINEE - IbRisENEIFMEINENBER S8 Kubernetes FEEEIRY F1ZH
&I &IGE - ELEEIRMEINRRAIEHEFENPIRHNASEBE - HNESRIGFiRHERIENE
%?%W%ﬁﬁ%*TMaﬂ@EﬁﬁEﬁﬂ@ﬁ¢@ﬁ%ﬁ@°m%ﬁﬂﬁﬁ*%W@ﬁRNE%J@g

version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: asia-eastl
servicelLevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-Db

ETERE ?
BUBIKEREZR BT TIEG<

o

kubectl create -f <backend-file>

ERDEBERINEL  FITTIIHS

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID

PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fdl1ff9-b234-477e-88fd-713913294f65
Bound Success

MRBIHEILKW ~ RTBIFAEEME o EAUERR<RKMMEL kubectl get
tridentbackendconfig <backend-name> * BT F7dr< K R sciz U FEIREA :

36
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A MAEEAAREAERRIEZ & ~ SR UAMIFRR LG « AR BRIIT create 85 < ©

HEFERIE &

TR LEiEiHENELR StorageClass T o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

s ERBMNEHER parameter.selector © *

fEF « parameter.selector A UAREMNEEE Volume WEEISE StorageClass "EHER"  ZHIEE

SHEMENE RN P ERSERR
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:

selector: performance=extreme

backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: premium-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

NEHFERNFAEN 55 "B FETFERSH -

SMBHHR&E FY E 2= & 45

f£F nasType * node-stage-secret-name ] ‘node-stage-secret-namespace * ERJLISE SMB

MR & AR PR EERY Active Directory 5358 o R B AT / EREBRAY Active Directory {ERE / ISR 0] AR EN
REPRESENS ©
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"
SE st = E AR ERHE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

SEMRE ERRREE

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

S{pvc.namespace}

csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret-namespace:

S{pvc.namespace}
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(D nasType: smb 1E sMB MiEERIEEEFEESS © "nasType: nfs 8 "nasType: null
NFS EERVEFESS o

PVC E& |

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

AEE PVC BERIR  FIT Ma< ¢

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY

ACCESS MODES STORAGECLASS AGE

gecnv-nfs-pve Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb79%9a213 100Gi

RWX gcnv-—nfs-sc 1m

&2 ECloud Volumes Service ATt Google Cloud&imEIINEE
BE AR LN (eI f5E FRR LAV EEHI4ERE ~ #& NetApp Cloud Volumes Service for Google Cloud &€
7 Trident ZHEAV1B R ©

Google Cloud SRENTEFFAHE I

Trident 1214 "gcp-cvs AR @A RIEEENIET - IR EFEUEINEIE | ReadWriteOnce (rwo) -~
ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod (RWOP) o

EREIFET, BHIE VolumetdE® HIEMNEZEUER SERIERERL
gcp-cvs NFS EERG Rwo » ROX ~ rwx » nfs
RWOP

BEfZ Trident 2#& Cloud Volumes Service for Google Cloud
Trident AIATE"ARFFIEE " A T RAEHR RV E P —FEHEIL Cloud Volumes Service Volume :
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* *CVS-Performance * : 5% Trident IRFFLEE! « ERENERECHRFEERBESEAMENEREET
EE &) - CVSHAEIRTSAE! B —TEhEREEEIA « AIHIER/V\00 GIBA/NHHAERE o K] LUEE = BRI 4R"
THIEF—IF :

° standard
° premium

° extreme

* *CVS ! CVSIRBHEE R DB AE « (BMAESFRERNPE o CVSIRFFIRIZ —TEIASEIA « AR
FHEIRMESE/NE1 GBHMIRE - #EFERNRZSFAIEIS0EMRE - HRFrAHIRe g _HARERM
B EMMAEE - ERILUEE WEARFE R FHHP—IR

° standardsw

° zoneredundantstandardsw

* Google Cloudtk B B & ENetApp Cloud Volumes Service Ih5E

* Google CloudifkF I Z4R5E

* EFIEAEH Google Cloud Service 1RF netappcloudvolumes.admin
* APIE$&1EZE ~ f#Cloud Volumes Service f&HII5HE HRA

% Un ARG EEIR

=\

BERIHEEEE—Google Cloud@HTREMIRE - HERTHMENRIUMIFE « ErIUERH B o

2% Sk 8%
version KizA1
storageDriverName HBFEEENTE AT TGCP-CVS]
backendName B %I EFE R Eespf2z{afE+ 11 +API
EWH—E D
storageClass ARIEECVSIRTZAEMERZE - AR software’
B cvs RFBEER! - BH) > Trident MEERA
CVS-Performance Hﬁﬁiﬁﬁg(‘hardware) °
storagePools {ZFRCVSHRFFLRE! - AR Y « AisE AN EIL R
BENEEFEERM o
projectNumber Google Cloudik BB ZE4R3% o ILL{EREGoogle Cloud

ADFEIEEERE -

hostProjectNumber  WIRFERAHZVPCHEEE » AIBMEIEH ° EILEZEAIH
projectNumber * EIRFEEZE
“hostProjectNumber th 2 T 4 o
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W

#

apiRegion

apiKey

proxyURL

nfsMountOptions
limitVolumeSize

serviceLevel

network

debugTraceFlags

allowedTopologies

VolumeX RECEEIE

=R EH

Trident #1317 Cloud Volumes Service Volume BY
Google Cloud &g - EiIE&IE Kubernetes F5EMF
EHE LR E "apiRegion' B] IR 5% 1@ Google

Cloud BIEIRVERRS EHFEM TIFEH - BERIEHEEE

EERINRRA ©

BAILA®ER Google Cloud ARFSIREHI APl £58
netappcloudvolumes.admin ° ﬁ':l:'@’é“Google
CloudBRFSIRFMEEIRIER (BFERIBIREREE
) B9JSON-IBHXAZR °

Proxy URL (U1RFEZEProxyfalfRasA SEERECVSIR
F) o ProxyfaliR2§FIAZHTTP Proxys{HTTPS
Proxy o 5FAHTTPS Proxy - B BB/REER:E « AT
EProxyfAlfResPEE EHEZBNESE - FZIRERE
ER=8HIProxyfalIRES ©

FEARIEHINF SH &S -
MREBRVEFEEANSRILE « IEREEERK -

FERARHHIEEICVSHBEKCVSIRTBE AR © CVS-
Performance {E8#E standard » premium 3
‘extreme ° CVS {BE standardsw’ 3§
‘zoneredundantstandardsw °

TR UTEAAREE R VB B EHITERAY Volume BIRFECE defaults ©

W

#

exportRule

snapshotDir

snapshotReserve
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"nfsves=3"
" (FERASRHEIEIT)

CVSMpETER A M1E
£ o CVSTERA MM
£y o

Google Cloud#48#&AH*Cloud Volumes Service f#JRE "FER"
I REAIRIRE o
SR HHRR B A EBIEE o #f) - null
\{"api":false, "method":true} ° BRIEMEIETE
EITRREHERR N 5 B AAAVECERAEED ~ T[RIGEZIEBILE
INBE ©
EERAEEEFE « B9 StorageClass E&
allowedTopologies WABEEFIEME - U0 :
‘- key: topology.kubernetes.io/region
values:
- us-eastl
- europe-westl
SlE Ta5%
iR ERIEE L ARA o HBRMIE  10.00.0.0/01
RAPRARE « LICIDRERTIESH
FRBEBIPvA{iI it SR IPv4 48R 4B
s o
7ZEY ".snapshot’ B &% "R
REBHERBIIMIEE T 2L " (3FXCVSTEREAO)



28 55 AA 6

size HMHERBAIA/) - CVSHRERIE ~ CVSHAERRFBRERS T
#5100 GiB o CVSE{&#1 GiB © 100GiB) ° CVSIRESEREIIRERE
ERE - BELFE1GB-

CVSHAERRFSERZLEE A
THIEAIRHMCVSAAEARTS AT RIS HIAERE o
O : SEMHERR

EEEAER MRE) RBERITARCVSHIERF AN REBIHAER -

version: 1

storageDriverName: gcp-cvs

projectNumber: "012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: <id value>
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: "123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
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512 : RSB RAERE

AEHFRPARIRMERSEIR « BIEIRFE RN VolumeTRER(E ©

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelLevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti1i
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A 3 | EREEHERR

IEEERBIMER “storage G EEHRER « LUK "StorageClasses A EHRBEFIMN - :F2R[HFEES
MBRRREEFENNERS ©

IR EHEFE EREER TR EHNTERE « 8% 5%  #§:5% snapshotReserve % ‘exportRule
0.0.0.0/0 ° EREERTE—HIPEE storage ° HEEREREEMETEITESR servicelevel » Bt
EEEESTERE c ERMMERBARIREN protection BOM “performance ©

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sa@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/ocauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/v1l/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:

snapshotReserve: '5'

exportRule: 0.0.0.0/0
labels:

cloud: gcp
region: us-west2
storage:
- labels:

performance: extreme
protection: extra
servicelevel: extreme
defaults:

snapshotDir: 'true'
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snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:
performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard

HEFERE R

T%StorageClassE&E AN EHREEHAEE S o £ "parameters.selector B ~ KA LA AS1E StorageClass
IEEAREIEHEENERER - ZHEETEFMENE RIFTERSERT °
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs—-standard
provisioner: csi.trident.netapp.io

parameters:
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selector: performance=standard

allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs—-extra-protection

provisioner: csi.trident.netapp.io

parameters:
selector: protection=extra

allowVolumeExpansion: true

* First StorageClass (cvs-extreme-extra-protection) BREIE|FE—EEEM o S —IRHIBRERL

fE ~ REBRBERR10%NE R o

* Last StorageClass (cvs-extra-protection (Ef&—1@E StorageClass ) FAAEfIIEM 10% #
f#E7EM o Trident 8 AT ZENMMEERER « TRERSREBEHREEK -

CVSHRF AT B4
THEEHIRMHCVSERFS AR RS HIAERE o
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g1 RIRAERR

E=FRIERE CVS IRFFERFTERRFFE R standardsw BRIERIRAARE “storageClass ©

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-eastd
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com

servicelevel: standardsw



#HH2 : FEFERNER

It B ImAEREE B “storagePools & Ef# 7t ©

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079'
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"

private key: |-

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396'
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelLevel: Standardsw

ETRRIE?
BiRIREREZR - FRITTIE< -

tridentctl create backend -f <backend-file>

MRBIHEILKN ~ RTBIHERARRE © AT e < RIGMRCE: « UHETREA :
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tridentctl logs

A MAEEAAREAERREEZ & ~ ERI BRI Tcreatedn < ©

= ENetApp HCl —{ER R EINFERISolidFire &in
BRERUNMRITE Trident ZEAHPE I MERTTERIR °

RS EER

Trident $Ef#t “solidfire-san #7ZEREITE NN BB EE5BET o TIRMNEFEUER BIE ¢ ReadWriteOnce (rwo)
ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod ( RWOP) o

‘solidfire-san fEFREINTENZIZE file M block MHIRERT o HL "Filesystem’
volemode  Trident BEI—E volume WEIIERZRL - ERARERR
StorageClass&tEE °

EEEpiET FHwminE Volumet#z{ SZHENEFERER SERINERARR
solidfire-san iSCSI & 158 Rwo + ROX ~ rwx EREZEZRL - RIE&E

~ RWOP IRAEE o
solidfire-san iSCSI BERGR RWO -~ RWOP xfs ext3 ™ ~ extd
BHtGZ Al

TERITRBIRZA - CEETHIEE -

* TIERNHEERL - ATHITElementdifE o
* 124 NetApp HCI / SolidFire £ EIR Bl A EAE RS - UBIEHIIEE o
* RFRBEBIKubernetes TEEIBLERFEZ ZEE B EMIISCSIT A - ;520 "TEE B EFEE " o

28 s ER fa®

version KizA1

storageDriverName HEREIEN LTS 7kiZ% I SolidFire - SAN |

backendName B LB HEFRIR I SolidFire _ 1 + f#7F (iSCSI)
IP i1k

Endpoint MVIP ~ R SolidFire #XFETEA R

BN E AR SHRRNEE
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SVIP 7R (iISCSI) IP{UitFNEZE
labels ERIHSEENERISON-EZRE "
B EE o
TenantName EFERANELRSE (WRHRAE ~
SAEEIL)
InitiatorIFace RSCSIMERFIERENEE T "Taxk"
UseCHAP M CHAP %% iSCSI © Trident ff 289
FH CHAP o
AccessGroups EFANEFEEHHIDFE SRS T Trident 1 BYTFENEF4E
ID
Types QoS#It&
limitVolumeSize MREREIEEARNSRIE ~ ™ (FERARGEIEIT)
=Pl
debugTraceFlags SEPHRR EEANEEEZE o 5 null
-~ {"api" : false > "method"
. true}

(D WIECEEE TR R HEFARRATIRIAE « TRIS/IEM debugTraceFlags ©
#h1 | AR =BHREERNEESHIENBIRAER solidfire-san

IEsE IR fEACHAPER RV RIRIESE « WEILABEQoSHFREH =T Volume ERIRH! o [KRAISES MM
7R 2 BURE RH#FER - WEAHEPRSEE I0PS 485
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

g2 | AAEREE ZRHEXNRIRMHEEZIERER solidfire-san
LA EAERERNRENRIFEERE - URBRELEFRMAStorageClass ©

Trident SEERECER - @0 LAVRBERIRiR{HT LUN - KT HEER « REEESIUHESERE
RERNERRE « WKREAFERE DA

A TEERHNERFEERET « THEMAERFIRERENERE « EEMRFUERR type & Silver
o EREBEA—HTER storage ° FUHFT « FEFEFERMITEITREEE  FEERMAEER
LR ©

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260

TenantName: <tenant>

UseCHAP: true
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Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minTOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: "4"
zone: us-east-la
type: Gold
- labels:
performance: silver
cost: "3"
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: "2"
zone: us-east-1c
type: Bronze
- labels:
performance: silver
cost: "1"

zone: us-east-1d

T%!StorageClassEE#& =5 LS E IR o AL "parameters.selector {#iI ~ &1{E StorageClass &3 & 1A
ML B EE A AR EEHIRE o iR E R EEMENERE RPN ERZEEmE °

25— StorageClass (solidfire-gold-four) IFMEEIE—EELEM - ERE—IEHESRVENEER
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Volume Type QoS ° Last StorageClass (solidfire-silver (B —1@ StorageClass) :EAEAIZHER
FEMERERVTEREAM © Trident B RAEEENMEERER « THRETEHEFERK

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold; cost=4

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=3
fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze; cost=2

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=1
fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:



name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

fsType: ext4d
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"
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HKubernetes /f#FEIEEMIT ©
E&Fﬁ’%uﬁi%ﬁ
IR ANBIEE LUERRE « THEONTAP ZEIHET - BiEEETE—([ARH -
* BEm&E | AR Im/&:ENBaseb44RE(E ©
* AR ImAEEIR | B ZE $i81IBase644RIE(E o

* {S1EBYCACertifate : Z{S1ECAREHIBasec44RiSE(E o WNRERSERICA ~ BIABIRHIEBE - TR KRER
{S1ERICA ~ BIR] ZBEIERIRE -

HANTERIZEIE TP

1. %E%ﬁﬁ%?ﬁ%ﬁ%ﬂﬁﬁ% o BEXR  5AigCommon Name (CN) (—fg®#E (CN) ) RESONTAP Bzt S

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"
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2. BISERICAREITIZONTAP ER(EEE - ErIscEHHEAFEERERIE - MRKREREENCA ~ BB

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 7EONTAP ZiE#EE FZERFRIRRENER (PR1) o

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HEE2 ONTAP Z2EAHBXIE cert BEsE A% o

security login create -user-or-group-name admin -application ontapi
—authentication-method cert

security login create -user-or-group-name admin -application http
—authentication-method cert

S. EAEENRTAIFERE - LLONTAP Management LIF IPFISVME&FBENX<SfManagement LIF>F1<vserver
name> °

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. {EFBaseb44RiE /&S - £IRMSEMNICARS ©

base64 -w 0 k8senv.pem >> cert baseb64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca baset4

7. ERR L —TEISHER I B o
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cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fosssssssssssscscssssssasososs====

from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl
online | 0 |

fessmmmmeme== frememesessess==== R
f=mm==== fememema== +

EHERE T A E R B

1R

ANy

AILEMIRA R « UERRRNEERE S A REETRER - EMERARAITT | ERERELE/ZE

W& im el ERTAERRE ; ERRENERIR EMAERERRZENE - BEEEM - CUERRIRAENEEER
7~ ABIMEEREE 5L c REBEEIHITIMERMNEN RN json &2 tridentctl backend update °
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

SIS « (HFERALALBHONTAP EAENEE (f1BI0S) - BEREHE
() # - GEEEEN RS EESNEEERE - ARERERLUSRRIES « 2%
HEONTAP ZEEMIFRERYERE

FHRIEATHEH B 2 HEENFR - AR E X BB IUNBEEELR - IR IREHRT Trident
AL ONTAP #&imi@sf - WERIER A Volume {EZ o

# Trident F£1ZH5] ONTAP &2

R LUFE B RE Privileges 2K3EI ONTAP Z2EAE « EERMAEE(ER ONTAP BEEEAEKHIT Trident
MIEE o ERTE Trident BiRAHREF A SERELTEE « Trident FERKIEILR ONTAP ZEEABRKHNITIE

TR Trident EI3TAEATANEM « BB Trident B ABELR" -
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an

{§£F3 ONTAP CLI
1. FRTYGSERIUIMAE !

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. 2 Trident EAE R FHESRE .

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. BAGHEEFRE !

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

fEFSystem Manager
7£ ONTAP RAEEIEEPMIT FHIPER

1. BiUBRTAR "
a AEARERRBIBTAG - FEN " RE>RE " °
(8) EE7E SVM EBREZIBIAR « FEN * #FRMHE > 77 VM > > required SVMRE >
fEREHEATE - -
b. 3EHY * ERENAR * EHFHEESR (*—*) o
C. 7 * A * TEE +Add °
d ERABHRA - ABRE—T*f#EFE" o
2. * RAEHEE Trident A& * | +7E [ EREEAG ) RELHITTIDER
a. 1 * fERE * TEBGEER + ©
b. EEVFRRAVEAERTE « A%RE * A * WTMIXIIERPENAS
CH—T T f@EEF"1 o

FHAEN  F2RTYER :

* "AREE ONTAP B TAR "N EX B A/"
c "EABNERESE

fERAERCHAPERRELR

Tr

ident ATLAERA ontap-san-economy " SEBIIZNAVE R crap BBEE iscsT TEREER “ontap-sanc iz

BEMEGISTRTRA useCHAP A 8% true'BS + Trident Bi§ SVM MITEREBIBZ S MR EA LM
CHAP - Mt (& SRR B E IRIERS o NetAppRSIfEFE W IEICHAPIRERIIELS « 200 T5I4BRERN)
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version: 1
storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135
svm: ontap iscsi svm
useCHAP: true

username: vsadmin

password: password

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkeslpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ ‘useCHAP 22 MEIE « H

RAR o

o FARER MR - FHRAtruez B ~ EMEERHE

b5~ chapInitiatorSecret © chapTargetInitiatorSecret N chapTargetUsername‘*ﬂ

‘chapUsername " it

“tridentctl update°

BIEA

REEESERRTE

FERVAE I A

* f£SVM_EERECHAP :

° YNR SVM BRI E SR L2 MmN AR (?Enxj% rﬂﬁJ )
Trident i TERZ 24 FEEIERA CHAP ~ MAEERR

‘useCHAP=true" Z‘?E@E?’_Tﬁ /rf%q:'

‘useCHAP 7 true ~ 357 Trident 7T 2R

BITRIERRE » JUESRE

FRTE CHAP - E8ET3IER !

* B * HEERRBETELEERN LUN ~ 8
E CHAP Ei@hzstl B2 ERE L BAEE -

° 18R SVM 85 LUN - Trident A~ E7E SVM LB CHAP o ErBERARH% SVM EBEFER

LUN BY7£EY ©

RECHAPR BB BRERERWBNINE ; BLEERVUATERK

#HRERISE (W EFRR) o
Trident @2 HEM tridentbackend CRD -~ % CHAP R F(ERELEBHTFES

Kubernetes % o Trident TEILRIFIRIIAIPRAE PV #Z @ CHAP BRI o

TeEEER R E R R R

/|\
N

‘tridentctl update™ #5 < 2K [ BRIE LEEAEE o
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cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o Fom e
- o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

e —— e — e e ettt
t——— R +

RAEEGIEREIRE ; (1R Trident 7£ SVM EF#ENE « RIS LEEEFEBERFER AR o SNVEGRER
EHTREERER - MIRANEREEEREERT - PEEPVRERIL EIER - REEAEMIEIEERR o

FI|ZASANABREZEIHELEE 5| ONTAP

BERZN{aI7E Trident S2EEFEEI Ko ffEF ONTAP SAN ERENFED, o AENIRHE InAARR &I
BB IREIFEE StorageClasses FISFAREE S o

2% SRR Fa®

version KB4

storageDrive {EFEIFIZNHE ontap-san 8 ‘ontap-san-
rName economy
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2¥ Sk EEY

backendName HiJ%BHFHAERIR EEENTZN %8 + "_" + dataLIF
managementLI #E&5{ SVM 12 LIF 89 IP {idit o "10.0.0.1" »

F "[2001:1234:abcd::fefe]

TR MiEE MR LTE (FQDN) -

WNRERA IPv6 FEAZZRLEE Trident ~ BRI R EAFER
IPv6 {iztik o IPv6 it 7B 5 EINER > B0
[28e8:d9fb:a825:b7bf:69%9a8:d02f:9e7b:355
5] ¢

mnE ’ﬁﬁﬁ MetroCluster Z IRV E i@ MetroCluster &
'@J nﬁ £ Fﬁﬁ °

MNREEAMZ [ vsadmin 1 53:% > A
WAZEZ SVM BYE8 managementLIF 58

() S mREMHR T adnin ) B8 A
B ERREE

"managementLIF ©

datalIF EERELIFBIIPALIL o YNR{ER IPv6 FEIZ L JRESVM
Trident ~ BIRI:2EAEA IPv6 (il o IPv6 iit#47E
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svm TR EEIL33{EM * BRIB MetroCluster o *:5%& WNERIEE SVM BIFT4E
BMetroCluster #3fjl] o managementLIF
useCHAP £ FACHAPEZEiISCSIIU{EONTAP i%TSEJ%E’JSAN%E false

iR EA[FMIE] © 322 true ~ 3B Trident :RE L A{E
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ESEMME C A2 -

chapInitiato CHAPEXENZZZHE o MBI useCHAP=true "
rSecret

labels ERFIHIREESISON-EINCIREE "

chapTargetIn CHAPBEZEIEIZIEE o MEEMY useCHAP=true "
itiatorSecre

t
chapUsername fEAFAELTE o WEEH useCHAP=true "
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B RAFT IR A E QoS IR A B AR - EIZFERE "
£ & /B IENE D —{EqosPolicygiadaptiveQosPolicy ©
Y&BC Trident (£ QoS RAIEF4HTEZE ONTAP 9 8 (&
¥Rz o e EAIEH AR QoS RAIBHA ~ MR
BRI RAEHEERESERE - £Z QoS [RAIEHH
SRFIMITRIE TIFESAEEIEEN LR -

BI5IAAFTR I IR & ARE M QoSIRAIBHAE - Eigs "
EfEEFEE&/ZHHNEFR—{EqosPolicy
Z{adaptiveQosPolicy

REBBRIBIEIEEB DL - * 55708 ASAR2Y = WIR%A ME) ~AIBTO

snapshotPolicy ] ~&BHIA [
BB AR  (EHAREARDEIEA "R"

TEEHEREE EERA NetApp Volume Encryption ( NVE "false" * S1RERE » :AEHE ASA
) > TEERA false o VBERE HIREEWEANVE - R2*HEHRES true©

7 BE(E R LEEETE o NRERIHEUE NAE ~ Bl Trident

FPECE YR Volume EBHGEUE NAE  INEEZE

& ~ A2 "Trident ¥N1AIEE NVE F1 NAE $EECE(E"

EXRLUKSINE ° 5526 “EALInuxit—=iRERE #TH ASAR2 5% false ©

(LUKS) "o

DREIRAILER TE) * B/0EERAN ASAR2: °

B B TR & R FBRYEEAS o

Volume & REC & £
UTREETERENEHS
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev?2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default

snapshotReserve: '10'

HiMERREEREIIMFABEMIEE ontap-san ~ Trident 73 FlexVol ZBSMEAN 10% A
@ = UBH LUN REEE o LUNIYERE A/NEEREZEEPVCHRERBA/NTEHERE o Trident 4%

10% #IEE FlexVol (£ ONTAP HEETRATAA)) o FREERETUBEMERNTRER

£ o ILEE A IELUNRAM:E « BRIEFTBETRBE R 2F A c ERBEANONTAP-sanfSE R o

HINEEBEIR snapshotReserve » Trident U T AR EEHIAN ©

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 ZE85M 10% BY Trident FTIZE FlexVol ~ UAH LUN FAEE R ° B snapshotReserve =5% - HPVC E
3k = 5GiB ~ BI4E Volume K/)\%& 5.79GiB ~ Al A/\A 5.5GIiB © 'volume show &< FERE B LEEEBIRVEE
5.

Aggregate State Size Available Used%

_pvc_89flcl56_3801_4ded_9f9d_034d54c39514
online RW 18GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd

online RW 5.79GB 5.508GB
_pvc_eB372153_9ad9_474a_951a_0B8aelS5elclba
online RW 1GB 511.8MB

3 entries were displayed.

BAl - REREA/N ~ AR ERRIRAR Volume
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RIEAERSHEM)
THEHIERERERE  BARDSBREBFERE - ERERREREENSGIE -

@ YR ITIE NetApp ONTAP LEHEEC Trident 58 Amazon FSX > NetApp E&IEIEELE
DNS %478 > M IP {itk o

ONTAP SAN 34

EefFREEENHNE AR ontap-san ©

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

MetroCluster 15

TAIURERIR"SVM ERHEER" « LUBREVRBRFHENRIRES « WEHAMLNHEA

EEEEUIAMTE > AERT A svm 2#FKIEE SVM "managementLIF o /40 :

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

O
Gl

L

By
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ONTAP SAN

KT e )

1

storageDriverName:

version:

managementLIF:
svm: svm_iscsi eco
username: vsadmin

password: <password

REERLERE S

72

EiEEE A
‘trustedCACertlflcate
R BRI 1ERY CA RED

10.0.

ontap-san-economy
0.1

>

(UNRFERE1ERY CA ~
base64 4RH5{E ©

HEEEEHIA clientCertificate ~ v clientPrivateKey #

BA%EA) g9 BEA backend.json' B F i

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulIGNsYXNz

RYTT)
\

LL1 > =7.\'<
/ =25
/\i.\ Axz

N



& CHAP #if)

EEE’@@J@EE@% ~ if useCHAP H%%«,*—i’, “truec©°
ONTAP SAN CHAP #5fj

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SAN #&5% CHAP &34l

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe / TCP &5

CAZETE ONTAP &im _E5RE NVMe BY SVM

version: 1

NVMeBackend
storageDriverName: ontap-san
10.0.0.1

backendName:

managementLIF:
Svm: Svm_nvme
username: vsadmin

password: password
sanType: nvme

useREST: true

SCSlover FC (FCP) &if3l

RAJB7E ONTAP BimsREHRAE FC B SVM ¢ ER FC IWEA&IRA

version: 1
backendName: fcp-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1
svm: svm_fc
username: vsadmin

password: password
sanType: fcp

useREST: true
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version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:
nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\
lume.RequestName} } "
labels:
cluster: ClusterA
PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

formatOptions ONTAP - SAN 4575 R EREN T2 T &5 151

version: 1
storageDriverName: ontap-san—-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:

method: true

api: true
defaults:

formatOptions: -E nodiscard

EREENRIREA

EELERIGEREHLTP - FHHFAEREEFENRTERENTERE  HIU spaceReserve Ml ~
spaceAllocation MR1 # encryption MRl ° ERERNEEREFEERPESRMN o

Trident 7 TER) BUPREERECEIZR ° 7 FlexVol volume Trident L3R EMRE SR ERER LMNFE

REENINFERECERNHTHRE - KT HEER  FEESIUHHSAERERIEERRE « LKRIEHR
IR & 4E o
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TELEEMF « ALHEEFEERNEBITRE spaceReserve ~ #l “encryption’ {8 - “spaceAllocation' L& R
MG BERTERE ©
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version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"



ONTAP SAN #7547k &1 45

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"



zone: us_east lc

defaults:
spaceAllocation: "true"
encryption: "false"

NVMe / TCP &5

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"

encryption: "false"

# & in ¥ FEE StorageClass

AR StorageClass EZxA 2R [EHEENEIREG] o SEFLL "parameters.selector' {#1iL ~ F1E StorageClass
SO LE B EE @ A AR E IR E - IS ER EEMMENEREFAPERZEERE -

* protection-gold StorageClass EHEERIFNE —EEREE ontap-san - EEM—IREEHR
RENER o
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* protection-not-gold StorageClass BHEEFRIHMNE _EMBE=EEHRER ontap-san°is

RHE—IRHTRUIMRERRNER -

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* app-mysgldb StorageClass FHEEZRENE=EEREE ontap-san-economy ° %&eME—%

mysqldb $AE EAR R HE#FHERNEE -

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

/, 2l

* protection-silver-creditpoints-20k StorageClass EHHEERIH

‘ontap-san ° &M —IRHIRARIREF 20000 ES AREHE R o

HE _EERER
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apiVersion: storage.k8s.io/vl
kind: StorageClass

metadata:

name: protection-silver-creditpoints-20k

provisioner: csi.trident.netapp.io

parameters:

selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* creditpoints-5k StorageClass HHEZRIHENEZFAERER - UWKBIHNE
EE#EE ontap-san-economy ° iEM—H 5000 EEHARENERHE o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* my-test-app-sc StorageClass WfERMEIE] " testarp FRENER

M ontap-san °c EEM—IRHEMNEIREMN testApp ©

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Trident EREZENMEERER « WRFATSHEEK -

ONTAP NAS EEENFET(

ONTAP NAS EEShF2 TR

“sanType:

‘ontap-san” M

nvme * PRYER

R A BRI EFAONTAP IhsE M INAEIENASEESN 2 TU 2R E ThAE 1RV B iR « ONTAP

Cloud Volumes ONTAP
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ONTAP NAS SEFNFEHE R

Trident #2115 NAS f#FRRENTESX « F1EL ONTAP REETEN - TIENFEUERXEIE | ReadWriteOnce  (
rwo) ~ ReadOnlyMany ( ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod ( RWOP) o

EEhiE B8HBE  VolumetZX ZIRHIFEUER SIERERRA

ontap-nas NFS SMB  [EZER# Rwo » ROX ~ rwx * "nfs v > smb
RWOP

ontap-nas—-economy NFS SMB ERAR Rwo ~ ROX ~ rwx » "nfs >~ ~ smb
RWOP

ontap-nas-flexgroup NFSSMB {EZER# Rwo + ROX ~ rwx * "nfs ~ > smb
RWOP

* “ontap-san-economy £ EFHER EFAETHTEHREIN "2 #EHY ONTAP Volume EH!|"BFA {#
ﬂa o

c EEFEMEEFREAEERENA ontap-san-economy AP RREREN R A 28
@ Y ONTAP Volume PRHI"{ERH ‘ontap-nas-economy °

* NRICTEHIREERMRE - KH#IME1TENN ~ 570EA ontap-nas-economy °©

* NetApp RE:RTEFTA ONTAP EEENFEX AR ERE FlexVol BEIEFE © ONTAP SAN B&4bh o fEA
RIFEIEHE > Trident TIBFEARIBARE » WIFIULIETT FlexVol FARREE o

fEREER

Trident TEHAZ LA ONTAP Z SVM EIEEMN BN #HIT - BEFEREEMFEREDN vsadmin SVM ERE ~ 2 E
F "admin EEHEEA BN ARRELBIFERZE o

AR NetApp ONTAP ZBZRJ Amazon FSX + Trident TEEAE L ONTAP 8 SVM BI2EM SN « FHESE

ERAES vsadmin SVM EAE « 2 EEHREACNARLBIFERERKPIT fsxadmin o “fsxadmin
EREARMERNKEETIEFERE

WREEALL limitAggregateUsage 28 ~ BIEEEREEEIEHIE o & Amazon FSX for NetApp
@ ONTAP $3#C Trident /S ~ LIt “limitAggregateUsage 280G 5 A “fsxadmin EAERE B
fic “vsadmin £/ o MNRICIETEUL D E ~ AREEER TR o

EEPAT IATE ONTAP REZ U EARGIMNAE ~ 5 Trident BEBNTZNAI UL ~ BIRFIRERERM © Tridenthy
ARZHRIRZASERE ML ZRSMVAPI ~ TIEEAPIKEAZE E « EAREFHRBESZ M o

ZEEFEFHONTAP A S NASHEREIFZR 2R E E R iR
BRAR(EF ONTAP NAS EEENFZTNERE ONTAP BRI ER « EesBEIafE X [=E o

* HILFA ONTAP #&if > Trident EXRE/DF—ER S DEC4E SYM o
* AT SERSNE MRS E A —EmS —ErEFERR o fIa0 ~ LRI E EREEERY
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Gold 87! ontap-nas ~ UK EHZEERIH Bronze $85!] ontap-nas-economy ©
* PR BERIKubernetes TEENRLEB A B LI ERNINFST A o M55 1512 "HeHEEN ~ 520 o

* Trident £ Windows BB EHI1TH) Pod ) SMB RIBEE - 1 EERESVBRILE Fe@E -
Y

EGZE ONTAP &l
Trident 12 EMTEERE ONTAP BimRIER o

© R [ RIUEEE ONTAP BinES EHMVER - ERCERRTELERNEZE2E A A BRI
F ~ 40 “admin'g « “vsadmin' W{FE{REL ONTAP RRZAHIBRAAER K

* R IR R BT R IRZERE « Trident 7558 ONTAP JREEH - LA « BInERLACI AR
IH/REE « TIMREENCARE (BEER) HIBase64iRiE(E

TRIUEMRA R « WEEDRENERESAZERE - 7 - —RAZE—ERRLE - E2MER
ERERE T A « MR R IREREPBIRIRA LA

@ MREEARRHEM IR B0 « BIREII RN - LEARBEPIRHZSBERE L E
EYFAsR R BY BT
Trident BE SVM #[E / 2EHETIEERIETEE « 758 ONTAP BinidE: - BERERZENTALEEAE -
B30 admin 8 “vsadmin ° YNULETFE(REARZK ONTAP FRASBIRIFBAEA Y « BLEARASEISEE ARAARIK Trident
hRZASFR{EFRYIHAE APl o BE]Z 2B AABBEEBILWIEAC Trident EF ~ (BEREZRER

BIRE R TR
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",
"username": "vsadmin",

"password": "password"

AT« BImEREM — AN FEHEDENAE - BiUBIKZ % « FHELE/ZEEE L Base64iRhs « Wi #1F
AKubernetest%® o 1 /EHE IS —EBMETETERNNTER - it - E2— BT IESRE
HKubernetes {#ZEIEE#IT ©
B R /RsE B RS
HEFIRANEB ST LUERES « LEONTAP B EH - BIEEETE=—([ARY -

* ARIH/&E | AP IR/&ENBaseb44RI5(E o

* AR ImALEEIE | FABALZ I8 Baseb44RIE(E ©

* {S1ERICACertifate : ZSECAREHIBase64mbS(E - MRFERSERICA ~ RILRIRMHILS R - MRKER
S1ERICA ~ RIRT /BB ILRTRE o

HAN TERIZEE TSR o
&“ Eﬁi

1. %E%ﬁﬁﬁ”ﬁ?ﬁ%ﬁ%ﬂﬁﬁ% o %R » 5§ Common Name (CN) (—#%%# (CN) ) REAONTAP Bg:d 5
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. BEEMICAREMIEONTAP EREHRE FEEHRREFEESRE - MRKERGENCA -« FRBE -

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. 7EONTAP X iEH&E F AR Im/&ENEE P81 o

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true

4. 3 ONTAP REBABBHIE cert BT o

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. EAEENREAIFERE - LLONTAP Management LIF IPFISVM&TEBE X <SfManagement LIF>F<vserver
name> o fEAZAME(R LIF BIARTFSRRISE S default-data-management ©

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. {£FBaseb44RiE/&:E - £IRFSERICARKS °

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. fER E—SEUSHERII B o
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cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o —— o et ettt it
o +—— +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

o —— e e it ittt et P
+————— - +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214

online | 9 |

o f——————_ Rt et L P
o t———————— +

EERE T A e E B

eI EMIRE N R - WERAREIMNEREH A EEEHIE B c EMREREEAITT | FREREREBZH
R iR ERAERRE ; ERARENRIR] EMAERELRE/EN - EE2EEM B ARRIRAENRER
VR RBFMLERTE S £ - AR FERESHITIESENEHRIR Jjson &2 tridentctl update backend°

cat cert-backend-updated.json
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{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e ittt e ittt b o
T e i+

| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

R fremememessess==== fessmssee s se s o s s s e e
f======== fmmmmeme=s “F

SCHEEIES « (7 BIERLALEHONTAP BABNER (11NBI0S) - HEEENRE
() # - mEEESES RS EEBFEERRE - ARTHEBUSRNIES - 2 &0
HONTAP S R EHTRE -

EHBIGASHEH BRI ZHMIEENER - AR E X BB WHIEEELR o flIINRIFEIRT Trident
AJLLEL ONTAP & imd@s ~ WERIER A Volume {EX o

# Trident Z1ZH:] ONTAP A&

fEA AfE AR K Privileges ZIEL_L ONTAP E£E£AT « EHRMAEEMEA ONTAP BIEEAGAAHIT Trident 1
E’JT’E¥ o BIRIE Trident BipsHRE T A SEAERTER « Trident SEAKEEIIA ONTAP EEABKRNITIE

=<

UNFEEEIL Trident BEJABFHHEE « 552 E Trident B BEEESS" ©
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{§£F3 ONTAP CLI
1. FRTYGSERIUIMAE !

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. 2 Trident EAE R FHESRE .

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. BAGHEEFRE !

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

fEFSystem Manager
7£ ONTAP RAEEIEEPMIT FHIPER

1. BiUBRTAR "
a AEARERRBIBTAG - FEN " RE>RE " °

(30) EBfE SVM BRRIESTAE - FHBI * (7R > f7 VM > > required svi BE >
ERERAE .

b. B * EREMAE * ENHBET (—) o

C. 75 * At " TIRIE +Add ©

A EHAEIIRA  REE—T * fE o

2. " WAEHEE Tident BAE* © + & [ EAERAE" | BELRTTHSH

a 1 * (A% * TREEEET + -

b. BENFREAIERERTE BT A - W THAERPEREE o

c. #H—TF [ o

EFHMEEN  F2HRTIER !

* "AIREE ONTAP NE AR EEB I HE"
c "EABNERESE

EIENFSEEHREA

Trident f£F8 NFS BEH/RRIZRIZHI S HFAECE 2 IR B RITFEN
Trident 7E{52 A EE LH /R A FHR My (B 2878
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* Trident AIUBNREEIRELRRIAS ; FUILFERN S « FEEEGEEARAIER IP (3K CIDR &R
BE o Trident SR MR B BB G LEHERERAER 1P MEEEL/RR - 5(F ~ MRKHEE CIDR
Al 2R MRIR EFRTEENRE LI EIRVFRA 2 E B E R EE P NS EEH/REA -

* REFEESTUBIENRR - WFEFIERA o BRIFEARPIEEARNVELRR%HE « [R) Trident &
fERERELRR -

BEEIEE LR

Trident FEHENEEIE ONTAP RiREE i RABIINGE - B Al EHEFEEE S TIFERIPIEE AFFRIIALZER] « T
IFFBERAEAVRA - EHABHCELRIER ; EMELRIFTBRETFFRELETFHNA UL
fgt F EEPNREEFRENFIIRMERSERE BisEHERE IP W IFER - UXEFEEEHENE

@ EFRENRREELRRAIE SR/ E AR AIEEE (NAT) o £/ NAT B « EFEH SRS B EIRIR
NAT fiik ~ MIFEER IP ML « FIEELRA DA ZBFTIRE R « SEEEFN o

Lyl
RERAMEARSEE c UTERIHEREDFG

version: 1
storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135
svm: svml
username: vsadmin
password: password
autoExportCIDRs:
- 192.168.0.0/24
autokExportPolicy: true

EFRLETHAERS ~ A BRERSVMAPRIREREE A B SoRiZ I ELRE « W AB AFFEECIDRE
1R (FIENTERELRR) RIELHFRRY o sEFEETE NetApp EEHIREBHEMUE « & SVM EAR
Trident °

LUT R A L s AR ThARE VB S I

* autoExportPolicy BRIEA true ° &7%n Trident @AFEAILEIFA SVM #iEEE Volume EBILE
HIRA) svml ~ WEAAIIEE R REEIEFRABVFTIGAIMIER autoexportCIDRs o TEHARE NN EENRLZ A
ZHRE EEARERANTEELRR « U LERKENFIGEHEE o ERIREZMHEERS Trident B -
BEU—EELRR - HELBEE 315 CIDR BIRAEIR IP B9ERE qtree 1H[E] o ZLE IP hEFMIEER
FlexVol volume Ffi{sFRYEE H /R Al

° fln
* &% UUID 403b5326-8482-40der-96d0-d83fb3f4daec

" autoExportPolicy 8REA true
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* #FFHE trident
» PVC UUID a79bcf5f-7b6d-4a40-9876-62551f159¢1c

" gtree %F874 Trident _PVC_a79bcf5f 7b6d_4a40 9876 _e2551f159c1c FlexVol ~ EA#R%HY gtree
EITEHER - AHEH qtree #EI7FE trident-403b5326-8482-40db96d0-d83fb3f4daec’
HEA -

‘trident pvc a79bcf5f Tb6d 4a40 9876 e2551f159clc MUKRIE svM LEaEHIZEaE
HEE trident empty © FlexVol EHERIBRANER qtree BEHIREIFRE & BOEIREIA0E
& o RMIMAE AL EE S B EATHELERE -

* "autoExportCIDRs B Z (i EIREEE o ILHEAIAZERMAL ~ T34 10.00.0.0/01 ~ T:/01  WRKE
& ~ Trident LA LERIRL_ EIXEIRI I S0 E BB RSB AL ~ WIRHHARY) ©

7EUESEEFIR 192.168.0.0/24 ~ ﬁ?xﬁf A HEZERE o BRI UCAIEEE AR Kubernetes Bk IP 82 H Y
GHIEE Trident PRI VEH R o & Trident BIFEMITHIENELR » ©TEEEIEIEAEY P {3k > WHERARH
B @ IRIEITIEE autoExportCIDRs © TEEEMRRF » TEERE IP 218 » Trident @A EFIZEMHENFABIE IS IP
EIEHRERIFRA o

AT LUFEENL B B #T autoExportPolicy ' & “autoExportCIDRs MU EBIRER o (K] UABENSIE M

FRIRA CIDRIVRIRMINNFTBICIDR o MIBRCIDRIFATSAGEIE - UEFRAZ RENIRAHVELR o S DUSIEH

gﬁﬁﬁﬁﬁ ‘autoExportPolicy ® 7*1§IEI§U¥§JL_LE’J|:$J_E'J ERETRIRARRPHKE exportPolicy’ &

Trident B S EFRBIH 2% ~ ] UFEHRAEER tridentbackend CRD Ki@E &R tridentctl -

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export

chapInitiatorSecret:

mwn

chapTargetInitiatorSecret:

chapTargetUsername:
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>

fileSystemType: ext4

TEPRENELET « Trident FHREFAAELRE « ASIRE RN ERNEFIGRR] - AR EERIFAELRRFE
PRULEARS IP ~ Trident AIBG LIRS EHNE « FROFREFRENREEEERLL IP o
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BRI EM B « EHAEHRBIE tridentctl update backend BIFE{R Trident HEIEIEEH/RE - EEHEE
ERFE I ME L BIG UUID  gtree $atBan % 0FTEE L RA o Bin VIR E S eI 0908 R R EN S S5
HEzE ~ FREEER -

@ fErEABFERELRIERE - REMFEBEIMNELRE - MREMBIULRL - BIEHE
HIR AR « WEBGEIMAELRA o

UNRENBFENEERY IP (M EEH ~ EABEITEIES_ EEFHENE Trident Pod o ZA% Trident @ E#HELRA ~ LU
EHFFEEN IP &5 o

B ESMBHIEE

RETHENESE ~ ERseFRESIIZNRECE SMB HEE ontap-nas ©

{5 /BTE SVM EFIBSERTE NFS Al SMB/CIFS MBSIRRE » 75E% ONTAP uRisiB s iR
(D ontap-nas-economy SMB Volume © £k HME—MERGE - 55 SMB RERE R
SR o

@ “autoExportPolicy’ £z & SMB Volume °

RG22 Al
ZECE SMB HiERE 2 AT ~ M EEHF THIIER

* Kubernetes#& £ B ELinuxiZHI2Z 802, « UKRZE/D—EHITWindows Server 202289Windows T {E&
2E o Trident £X1BH#EE Windows EiZ5_EH11THY Pod BY SMB FERERE

* =/ DF—E Trident #Z 8 Z M Active Directory 33:% o EEIER smbereds -

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* BREAWindowsHRFSHISCSI Proxy ° BERTE csi-proxy * :B2RIH "GitHub © AR WindowsHISCSI
Proxy" ~ BE"GitHub : csi Proxy"f#7E Windows E#1THY Kubernetes &i%f o

1. HHIAEREFE ONTAP ~ REJLUEERE M7 SMB H/ ~ 5% Trident BJ A &3 SMB A o

@ Amazon FSX for ONTAP % SMB = o

e LEREABERI KRR AN EIEE T fER ONTAP CLI ~ UM AR z—E SMB EIESH
F"Microsoft EI2F#EE" o« HE(FFHONTAP CLIZEIISMBHA :

a. MAKE  FEUHBHBEREERE -

<Y ‘vserver cifs share create TEEIL H FFIRE -path BIEFIEEMERE - NRISEMBEREE
Alano &Rl -

b. #Z37BiEFESVMIERIMNSMBE AR :

92


https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. MERHAEBEEIT :
vserver cifs share show -share-name share name

() wEsmEEs  #SMEISVBREE" «

2. B BIEE ~ N ESTE THEBRMISESMB Volume © AR ONTAP & in4HRSEEIERIFRA FSX "FSXIE
HONTAP BIE4HREEIBFNEEF" B2 ©

By Stz g
smbShare e LIFEE THEAF—IF . /8 Microsoft EIEF T  smb-share
AT ONTAP CLI 3#11H) SMB HR%78 ; sF
Trident £317 SMB £E8%E ; HFBHEREZTZEU
B LEH ARG o HIRAEPEEE ONTAP ~ LE2# %
EEFHIEE o Amazon FSX EE B AEL1E
ONTAP #&if ~ BEARIAZEY ©
nasType * NBRRTE A smb *INRE null > BIRREIE nfs © smb
securityStyle HigEEMZ 2T o * MEKRES ntfs SMB ntfs B “mixed SMB

Volume 3 mixed o * Volume

unixPermissions HHEENER - SMBEEE* N BEREATEH > "

HISANASZRREETEEAEE | ONTAP

BEARUN{AITE Trident L4 hE 7 KA ONTAP NAS EEENTET o ANENIRHBIR4AREEEHI K
BB IREIFEE StorageClasses MIFAAE K o

B ImAERRETE

MBRIFERREE - S5F2RA TR

2% SRR A

version KiEZA1

storageDrive EFRHENLTE ontap-nas > ontap-nas-

rName economy B ‘ontap-nas-
flexgroup

backendName BF]ABHFH#F RN EREniE(%aHE + "_" + dataLIF
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: "10"

¥ ontap-nas M ‘ontap-nas-flexgroups > Trident IRIEFERAFAVTES I « FEfR FlexVol B K/ E
B ~ WifEF snapshotReserve B4 LEH] PVC  EFEBEERMEH PVC B+ Trident 2Bt EKREILAE
ELIEEREMIEL FlexVol o b5tBE IR EREE KA EREGIEPIESFSERNVI S AZR- - BZEREAS/NIRET
ERAIZER] o 1Ev21.07281 ~ EFEEEEREBPVC (H05GiB) ~ REBREBERIS0%H ~ I R 5E%E
152.5GIBMIAI B AR o EAAFEREMERNEE(E Volume ~ ME snapshotReserve @EAHERD
Eb o A Trident 21.07 K~ ERAEERWEIBAZER M Trident BIZHBETEE
‘snapshotReserve BEE volume HIBESLE c EARWAN “ontap-nas-economy © 5526 FEEHILL
BRARILEINRERVEEIES X -

HEARAT :

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

HtsnapshotReserve = 50% ~ MPVcEK= 5GiB - Wik &E42K/\A5/0.5 = 10GiB » A lAA/NA5GIB ~ EEF
BEEPVCERPERMA/I o “volume show s S FEEEIBL LS FHIRVAE R -
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Vserver Volume qurpgatp

_pvc_89f1cl56 3831 4ded4 9f9d_©834d54c395f74
online RwW 18GB

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW 1GB

2 entries were displayed.

FH4R Trident BF ~ SR ZEEMNIRE R IGS GUFI XA EHIEE « §REARZAFEIIEEE « [GREZAR
HER@ R/ ~ UERREE - i ~ EARFERAR 2GiB PVC §EE—ERM 1GiB
snapshotReserve=50 A]5 AZEHY Volume o BN ~ #§HARRE K/)\FAEEZA3GIB ~ AI:EEATENTE6 GiBHARE
& _F#EA3GIBIAI B AZER] ©

RIEAERSHEM)
THEHBTRESER - BAMLD SHEARERERE - ERERBIRRBENTIE

(D AR ITTENetApp ONTAP Z1ETridentfINetAppsz ik _EfFHAmazon FSX ~ & TIEEIIfsHIDNS
%78 ~ MIEIPALE ©

ONTAP NAS 47558 2 8251

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroup #ifl

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroCluster 5

TRAIERERIR" SYM EREER"  IBREMBFHENRIFES « LEHARBR -

EEEBETNIAMYIA « SAFERT A datalLlIF M " svm 2#KIEE SVM "managementLIF o FIU0 :

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB Volume il

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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V)

AR

BB/ MEBIHBRES] o clientCertificate M “trustedCACertificate (VMIREAEFERN
CA -+ “clientPrivateKey BI|&#EMAH) 29 5EA "backend.json’ AEIH/&:E « AR EASEM CA REM

Riggsasifl

base64 4RHIE{E

BE

ZEHIEREBIN{AIIET Trident EARENREEHRAIZKEENRE L R EEEHER] o f ontap-nas-

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.15

svm: nfs svm
clientCertificate: ZXR0ZXJwYXB
clientPrivateKey: vciwKIyAgZG.
trustedCACertificate: zcyBbaG.

storagePrefix: myPrefix

B i R R g 451

...ICMgJ3BhcGVyc?2
. .0cnksIGR1c2NyaX
. .b3Igb3duIGNsYXNz

flexgroup" EEHEEESNER ontap—-nas-economy °

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

labels:

k8scluster: test-cluster-east-la

backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4
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IPv6 i ik&E 15

It EEFIEET "managementLIF &R IPv6 firdit o

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_1ipv6 svm
username: vsadmin

password: password

Amazon FSX for ONTAP {£F SMB Volume 315

£ SMB HAFRER) ONTAP EFERY FSX FELL "'smbShare 28 o

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
storagePrefix: myPrefix
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version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

EREENRIKES

T TEHETHRREZRESRLF - FHEMARFNRERENTERE » HIU spaceReserve ] »
spaceAllocation Miz) #0 encryption MRy - ERERNEEHEERRDPERMW o

Trident 7F TER1 BUPKREERECERE ° FERTE FlexVol for 3% FlexGroup for ontap-nas-
flexgroup £ ontap-nas ° Trident EEEREEER « HERER LB ERERNEIRERIEE - A7
HEER ~ #EFEESUHHESEERERIERER « LKEBRRUIEE DA -

TELEEHMIT « ALEEERNEBITRTE spaceReserve ~ Fl “encryption’{& ~ “spaceAllocation B LEE &t
AgESTERME °
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ONTAP NAS 54

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: "false"
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: "100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: "true"
unixPermissions: "0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: "75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
department: legal
creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"
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ONTAP NAS FlexGroup &l

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: "50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"
zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"
zone: us_east Ic
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze
creditpoints: "10000"
zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: "false"

unixPermissions: "0775"
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ONTAP NAS #7534 zx &1 451

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

& IR ¥ FEE StorageClass

LUF StorageClass E& A2 R[EHEENEIREDH]) o AL "parameters.selector {#iL ~ £ StorageClass
IR EREE AN EIEHMIEE - MEER EEMENEREFAPEESERRT -

* protection-gold StorageClass BHEERIKNFE—EME _EEREE ontap-nas-
flexgroup ° EeE—IREERFRENEIRA

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* protection-not-gold StorageClass BHEERIFNE=(EMFEEERER ontap-nas-
flexgroup ° EEM—IRHESRUIMRER RBIFIRAM o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* app-mysqldb StorageClass GHEZRIHFENEEEERE ontap-nas ° EM—2 mysqldb $8
B AR URMRHEFNARHER -
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* tprotection-silver-creditpoints-20k StorageClass ¥ EERIRIE =EERER ontap-
nas-flexgroup ° M —IRHIRARREF] 20000 1E(S AREAVE IR ©

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* creditpoints-5k StorageClass EHEEZERIENE=ZFEEREE « UKEBIHENSE ontap-nas '
EE#HEE ontap-nas-economy ° iEM—¥HA 5000 EE ARENERHE o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:

selector: "creditpoints=5000"

fsType: "ext4d"

Trident ' REZENMEEREER « WRFRTSHEFEFEK -

EVIRERE R BT dataLIF

TAIATEIAREREE datalIF > 777AZHIT FFen< » IERRY datalIF I2AHTRYE IR JSON 1E5E -

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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@ R PVCS E1EF—EzZ1E Pod » S ERIEAPRE HFERY Pod > SAREENE) > #7189 datalIF
AEEMK -

Amazon FSX for NetApp ONTAP E &

2fZ Amazon FSX for NetApp ONTAP &8 Trident

"Amazon FSX for NetApp ONTAP Efn"E—IHTE2FEER AWS iRFS ~ AlZRZ P REIAR#H

17 NetApp ONTAP EFIEE R AT ZIEHIIER R4 o FSX for ONTAP VMware ] ;B {32 %

AEHINetAppIIFE ~ MEEAEIRINGE « FERF D FIEREFAWSERNBZ 14 « 8UEE -
2MMIEFT M o FSX for ONTAP Sforsz#EONTAP Isfiit 18R AR IHAEFIEIEAPI ©

&R LA Amazon FSX for NetApp ONTAP 122 £ 4 5E Trident 24  LUFE{RTE Amazon Elastic Kubernetes
Service (EKS) AR#11THY Kubernetes EREEFIECE HH ONTAP H{4 V@RS RIFEHIRE o

EERFEAMazon FSXHWEEE R « F2LIONTAP MAZEHEN—EZEE - ESESVMEP ~ eI LR —(Eg
ZEAHRE « L E RHEFEREARPIERNERKER A - Amazon FSX for NetApp ONTAP #IUE
LB R AR BN RIR M - FHEEARKLEETES NetApp ONTAP Sing* ©

fEEF Trident ¥2EC Amazon FSX for NetApp ONTAP ~ & B LUFE{R7E Amazon Elastic Kubernetes Service (
EKS ) H#11789 Kubernetes & RJ AR ONTAP IR EIRMAERFHE IR

BT "Trident =3R" « BERERAT ONTAP B FSX £ Trident B & ~ (IREE ©

* IRBEH Amazon EKS £ FHELZENBEHEIE Kubernetes =5 kubectl ©
© AL T EENELTZENAYIRA Amazon FSX for NetApp ONTAP IS Z A4 ETFERI%32 (SVM) o
© EEF AR TEERE"NFSELISCSI"

@ R EKS AMI $88Y ~ FE{RIE1E Amazon Linux # Ubuntu  (Amis ) FREEpERELEERE
HER "Amazont2SRR" o

ot
il

* SMB Volume :
° SMB Wit E(EB(FF “ontap-nas BEENFER o
° Trident EKS Mi0cHFR3z#5 SMB Volume ©

° Tndent B EHEHZE Windows EiZ5_ EHITHI Pod Y SMB REHEE o § "EEFALE SMBIAFEER" TBeF4AE
uﬂ uﬁ £ B!ﬁ °

* 7E Trident 24.02 Z 7 ~ EERFA BEHE{DBI Amazon FsSX ERAM LRI IEE « BIAR Trident ﬂﬂ'J
BR o FHETE Trident 24.02 SUEHThRAPE RULREIE « 557F AWS FSX for ONTAP By R IniHREAE S FIEE
fsxFilesystemID > AWS apiRegion > AWS apikey #l AWS secretKey ©

@ MREER IAM BBISEL Trident ~ BIRJLAEB&HE « “apiKey # “secretKey {#IFBEIEE
“apiRegion’ 44 Trident o WIEEEFAHE N ~ 57 "FSXIRHONTAP B E4HRCEEIEFEF 2/ -
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https://docs.netapp.com/zh-tw/trident-2502/trident-use/trident-fsx-examples.html

Trident $EHMEEREIET ©

* 088 (JB38) ' 7 AWS Secrets Manager REE2MIEFRE o A UBERERRIERZR - AEFEH
fsxadmin vsadmin 2 SVM s&ERNFERE

Trident FELL SVM £ E N EEHREIABZ AEABIERE S DHIT vsadmin ¢ Amazon
@ FSX for NetApp ONTAP B fsxadmin ' fEFE{ZAEARMENE ONTAP *admin &G
#E o B FaFIEERIBEC Trident £ vsadmin ©

* REEE [ Trident #$EMA SVM L REERYREE ~ B FSX R LA SVM 3B ©
MERAEENFEEN  A2RCHREEN R ¢

* "ONTAP NAS E&:5"

* "ZIESANERFEONTAP"
23854 Amazon Machine B#{& ( Amis )

EKS BEXERBEERL » B AWS BEHE AL EKS R{E(EFELE Amazon Machine & (Amis) o 7%
Amis B3@838 Trident 24.10 Al o

Ami NAS NAS 46 SAN SAN #EH
AL2023 x86 64 ST 2y 28 =1 =89
ANDARD

AL2_x86_64 =21 21 2 =
BOTTLEROCKET x £+ 28 REA REH
86_64

AL2023 ARM 64 S 2 28 =M =0
TANDARD

AL2_ARM_64 =28y =2Hy B ok 2o
BOTTLEROCKET A £+ 21 RiEH rEH
RM_64

* * BTERMEEIEPREA "nolock” ©

o EOE T R E RN ENE LAY IE L T RIBR PV

@ WMRIEERYEEEERN AMI » TARTAZIE » RRFRTHEFAR o IWEEEABEMEXRN
Amis 15/ °

* B BUTEYRIR ¢

* EKS h#s @ 1.30

s ZHEEFE 1 helm F AWS Minnrc

* #7° NAS > NFSv3 # NFSv4.1 #8E£&5E Al o
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* {£5H% SAN #47 iSCSI 5 » IE NVMe B o

* BRITAVRIE *

* 17 f#F4ER) > PVC > Pod

* MiB% : Pod > PVC (—f% > qgtree /LUN -7 > NAS 128 AWS #15)
MTHAE B2

* "Amazon FSX for NetApp ONTAP H9sZ 4B {4"

* "Amazon FSX for NetApp ONTAP HZRS& IR S E"

I IAM 65 AWS Zh5

REI LU Kubernetes Pod 32 E AU AWS IAM A #E1TERRE ~ MIEIRHAERER AWS 22
55 s UFELAWS BJR ©

(D =26 AWS IAM BEE(TERE « TAARER EKS H1E Kubemetes 4 ©

#2317 AWS Secrets Manager

AL Trident & &t¥f FSX Vserver 17 APl » UEA K EIRHEFRE » RILHET B SEEEM o FIRELERE
HNLZ AR AWS Secrets Manager Z05 o FIE » IR ERLE > MASHEIL AWS Secrets Manager 2
15 » HhEE vsadmin IREAIER:E ©

IEEERIZR I AWS Secrets Manager ZBHEH{#7F Trident CSI 5935 :
aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials"\

-—-secret-string
"{\"username\":\"vsadmin\", \"password\" :\"<svmpassword>\"}"

B3 1AM [RE
Trident W& E AWS #ERA SEIEFEHIT © FHLt » MHREEZI—ERE - 52 Trident #EBFRERAIERR ©
% FIfER AWS CLI #2137 1AM JRE :
aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy
—-document file://policy.json

—-—-description "This policy grants access to Trident CSI to FSxN and
Secrets manager"

* SR JSON #8f1 * -
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"Statement": [
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "*"
by
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager—-name>*"
}

1y
"Version": "2012-10-17"

AIRFEREAEIL IAM BAE
BIURAZ % 0 ARSI Trident iE1E FHIER FTRITHIRFSIR B AV A GBS -
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AWS CLI

aws lam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

* [S1ERA{% json 182 : *

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-
provider/<oidc provider>"
by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

}

EHERPIITIME trust-relationship.json :
* * <account_id> * - &Y AWS 1RF ID

* * <oidc_provider> * - EKS #£8) OIDC e f&aI L 1T 75!18 B 2KEX4S oidc_provider :

aws eks describe-cluster --name my-cluster --query
"cluster.identity.oidc.issuer"\
--output text | sed -e "s/“https:\/\///"

* {8 IAM [RAUKTIN IAM B * -
BuAaek > AFERAUTHSEERR (LTS BPEL) WNEAE :
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aws liam attach-role-policy --role-name my-role —--policy-arn <IAM policy
ARN>
* a5 OICD RItE BTSSRI * ¢

HESRIGHY OIDC A& ERITRY SR EEABRARG o [NeT LAER T3 dn < 2R BT !
aws ilam list-open-id-connect-providers | grep $Soidc id | cut -d "/" -£f4

NRWMHABZE > FFEATIIESH IAM OIDC S35 17 Rif s

eksctl utils associate-iam-oidc-provider --cluster Scluster name
--approve

eksctl

LT A7 EKS FRIRRISIRAZIL IAM B8

eksctl create iamserviceaccount --name trident-controller --namespace
trident \

--cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole
--role-only \

--attach-policy-arn <IAM-Policy ARN> --approve

Z#ETrident

Trident 5167 Kubernetes F3E Y NetApp ONTAP EZEIEAJ Amazon FSX - :ERH3E
AENEIEESENETNERAERIE o

EAI U ER T EAR—FE 75 7A K% EE Trident
* Efe
* EKS Mmoot

MNRIEIAEEFRRIRINAE > 55% 8 CSI Snapshot 1ZHIZZMNTTH - NFFAE « 5526 "RUAE CSI Volume
HUERBRINBE" ©

538 helm Z2EE Trident
1. F& Trident ZEREREM

Trident ZERREGFE I ZFE Trident BEEIZLEE Trident FAEM—1] o 1 GitHub BY Assets @ E& T &3l
KNG FThRZNBY Trident 42, ©
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wget
https://github.com/NetApp/trident/releases/download/v25.02.0/trident-
installer-25.02.0.tar.gz

tar -xf trident-installer-25.02.0.tar.gz

cd trident-installer

2. EATHIRIRSRRTE * TinfthEm * # * Tk IDENTITY * FHIRAE !

LUT &6 2 &8 Trident M AFFEIZERE cloud-provider A “SCP ™ fl cloud-identity $CI ©

helm install trident trident-operator-100.2502.0.tgz \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam: :<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

—-—Create—-namespace

ISR LUER “helm list sn 1R 285 E R » HIANGTE » SR ZEf » B3R & k8 > FERRERAREFIEETHR
4RI ©

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14 14:31:22.463122
+0300 IDT deployed trident-operator-100.2502.0 25.02.0

Zi EKS Ko %% Trident

Trident EKS it B2 &MBILZEMEEMIZI « SERIELE « WATIB AWS %Aua ~ B1E4 Amazon EKS 1&EC(E
FH EKS MiAnTci el 3BEHRHEREIR Amazon EKS %%t&%*ﬁﬁ SRR S BRIE KRBT PRRR I

SRIEM
TEERTE AWS EKS B9 Trident MiiiNrc 2 Al ~ seHEELER F51EE .

* BEEMNETRIA Amazon EKS #E&EIRSE
* AWS ¥t AWS TISHIHER :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe
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* AMI #88Y : Amazon Linux 2 (AL2_x86_64 ) =% Amazon Linux 2ARM (ARM 64 )
* ERELFEEY ¢ AMD Z{ ARM
* IREH Amazon FSX for NetApp ONTAP 1&ZE A4%

EXFd AWS B9 Trident Mii07c4
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eksctl
T5EFEr S = L4 Trident EKS MMl -

eksctl create addon --name netapp trident-operator --cluster

<cluster name> \
--service-account-role-arn arn:aws:iam::<account id>:role/<role name>

--force

BEFES
1. BAEY Amazon EKS 4 : https://console.aws.amazon.com/eks/home#/clusters °
2. EARAIEREET > B2 Clusters ©
3. TS ERTE NetApp Trident CSI MM ERTE o
4. ZEEY * Mth0TTE ¢ o SATREEER * BUSE S MY ¢
S. 7f * EEMIITH * BEEL > BUTTFIIENE !
a. £ AWS Marketplace EKS-addons &E&H ~ #EEY * Trident by NetApp * #ZEXU5 1 ©
b. BEET—%* o
6. 7 * REEIMMMITH * REEE L ~ BUTTFIILSER
a. FEELEFERMN * hRAE - -
b. #5% * EEEL IAM A * ~ 5BRE * RRE * ©

C. HE1E * MYINITAABREZRAE * > Wi * HARNE * BRR LRV ESBREALEL—ESEPRELHN
AE2Y (EEATIER

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'"

MRIEAFEBRGEER BR) ~ AIREMNTHN—ZERE I LAER Amazon EKS [t
MTHREES o NREKRERAIEEE - Eﬁifﬁﬁ EAEEFEE ~ AFERTERM - KeILUERE
FRIEEERT S R ER S HEARME ZE o IEULIEIB 2 A « 55 E Amazon EKS it AE EREEEE
BITEIEMNRTE °

7.3 ETFT—%* o

8. 1£ * IRARIMIE Bl - SBE B~ o

N RETHAE « EEBIIERENWMTH

AWS CLI
1. #17 add-on.json g% :
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https://console.aws.amazon.com/eks/home#/clusters

"clusterName": "<eks-cluster>",

"addonName": "netapp trident-operator",
"addonVersion": "v25.02.1-eksbuild.1",
"serviceAccountRoleArn": "<role ARN>",
"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

(D mft <role ARN> BI— S BFFER Y A 50 ARN

2. 224t Trident EKS MiANTTH o

aws eks create-addon --cli-input-json file://add-on.json

3 Trident EKS Fih0c

120



eksctl

m

* 1®& FSxN Trident CSI F{NTTHBIEATARZS o AFEELTBEA my-cluster ©

eksctl get addon --name netapp trident-operator --cluster my-cluster

* EHgs -

NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES

netapp trident-operator v25.02.1-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role—-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* RMINTT A B E (B B th o P B E AP BRI AYAR A o

eksctl update addon --name netapp trident-operator --version
v25.02.1-eksbuild.l --cluster my-cluster --force

RITIEPRIL --force IR « BEfA] Amazon EKS Mtfilof s E B TIRAMNRE Z &R « AIEH

Amazon EKS Mt & RN ; EEUREIFERAR  HENEHERER - TEIEEILETRZ AT ~ sAHEE

Amazon EKS It A EEREREZEENRTE  IRELERTEGLULERER - MEIRENEME

18

RUEFARERT > FB2E "M o 15 Amazon EKS Kubernetes IRIZEIBRVEFAAE « B2

"Kubernetes IRIZEIE" o

BEFER

1

. ¥TBA Amazon EKS $Z#l#2 https://console.aws.amazon.com/eks/homet/clusters ©

2. EARAIERMEET > B2 Clusters ©

3. EEVEEEH NetApp Trident CSI Mo RIEERTE o

4. JEEY * MymNTTH * REIRHE -

5. 3EHY * Trident by NetApp * » A8 #EEY * 4ReEE * o

6. 7£ * Configure Trident by NetApp * BE_E ~ $11T F5ILER :
a. FEELEFERMN * hRAE* o
b. ER * BERAMBRERTE * > URBEELL -
C. EEEVMHEFEE o

AWS CLI

THIEEHIER EKS Mo :

121


https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://console.aws.amazon.com/eks/home#/clusters

aws eks update-addon --cluster-name my-cluster netapp trident-operator
vpc—-cni --addon-version v25.02.1-eksbuild.l \

--service-account-role-arn <role-ARN> --configuration-values '({}'
--resolve-conflicts --preserve

fRIG&Z24E | #5142 Trident EKS MifNrc
1B MIEREFR Amazon EKS HINToiAEIE !

* Y (REEE FRIMIINERES * —IIEBEIBE R Amazon EKS ¥HERIERENEIE - Bt @ R Amazon EKS B4
CEAVINGE ~ WECENENE#118 BB EFT Amazon EKS Mo - 748 ~» EERE=E_LMIINEES o
IEEIE R EMI N o A B IR E IR ZEE ~ MIE Amazon EKS Mol - B 7 EEEEIE ~ NcHmi g
=1 o {REE - -preserve MTHHVEBLURBHIIOTH ©

* * IERESTERIRMINEES * - NetApp ERERAERE LRAEEMHEBERNERT » AREERK
Amazon EKS Mot o /e < FiEER --preserve #IH delete URBFRMIMTTH ©

() mmMmITAAEIERE 1AM BB - BIRGTR 1AM IRE o
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eksctl
T2 L RERRZEE Trident EKS MiINTT -

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

BEFES

1. BAEX Amazon EKS 4 : https://console.aws.amazon.com/eks/home#/clusters °
2. TABEEER o EIRE T o

3. BEEUECERPR NetApp Trident CSI Ml cFBIEERLTE ©

4. 31E Add-ons 12H > FATRERE Trident by NetApp * © *

S. LR o
6. £ * P& NetApp_trident $R1ESFESE * HWEEHIRF ~ AT TIIPER ©

a. NRIEHEE Amazon EKS EIEEIRMIINTHBIRE ~ sBEIN * REERE * L o MREHEERE R
& FROMIINEREE « LUEBTEEMMTHNFIERE « SBHRITIEENE o

b. #i A NetApp_trident — operer ©°
C. EE PR o

AWS CLI
HZELTBEYC my-cluster ~ ABHIT YGRS

aws eks delete-addon --cluster-name my-cluster --addon-name
netapp trident-operator --preserve
REHF RIS

S SANFINASEEENTETLONTAP
EEEVHFRE  KEELL JSON I YAML B ITAHEIER - iEREBIECEBENHEFEEE (NAS 5

SAN) - ERARMN SVM > A SEILRENS » LURINfEIERRE - LU TEAERBRINFAIER NAS BUHFRME » MUk
eI AWS ESREEE#EFECE-ERN SUM !
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YAML

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name"

type: awsarn

JSON
{
"apiVersion": "trident.netapp.io/v1l",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
"namespace": "trident"
by
"spec": {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name": "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name",
"type": "awsarn"
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1T TS LUEI KR E8EE Trident Bim4ERE (TBC)

* ¢ yaml 82 1L Trident BiIm4HRE (TBC) » ABRPITFIIG< -

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

* ESTEERINERIT Trident &iIE4RRE ( TBC)

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-£f96d916acbe9 Bound Success

BT ONTAP ERENFENEFARERIAY FSX
ERI AfEA T EEENFZT, ~ #5F Trident £2 Amazon FSX for NetApp ONTAP 24 :

* ontap-san : BLBERIEE PV FE2HR E Amazon FSX 189 LUN (A NetApp ONTAP Volume ) ©
EAREREE -

* ontap-nas : ECEMEE PV #B2 NetApp ONTAP Volume Y522 Amazon FSX o Z:&FAH NFS #1 SMB

o

* ontap-san-economy - &E PV ECERY LUN ZBE NetApp ONTAP Volume FY%&E Amazon FSX BEE B
EHEH/I LUN o

* ontap-nas-econonmy . SEBEER PV #E qtree ~ =& Amazon FSX B89 NetApp ONTAP Volume A]

REHEM qtree ©
* ontap-nas-flexgroup - BcEMEE PV #5:2 NetApp ONTAP FlexGroup Volume HI52% Amazon FSX

MEEHEFAER  FF2RNAS BRENFZ0FI"SAN FESFZTL" ©

RITBREE » SEAITILRS  1E EKS RER :

kubectl create -f configuration file

ARERHARS > SEITILE S ¢
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kubectl get tbc -n trident

NAME
PHASE STATUS
backend-fsx-ontap-nas

£2£f4c87£a629 Bound

& imE RS AR S A

B EISEREE « B2 TR
2¥
version

storageDriverName

backendName

managementLIF

126

BACKEND NAME

backend-fsx-ontap-nas

Success

=R EH

HFEREE T\ 8

ERIEZY AL ZER JT

#EE SVM BIE LIF B9 IP izhta]
LUSETRME % (FQDN) o
ANRER IPv6 FEIRZREE Trident ~
BRI EAER IPv6 itk o IPV6Ii
W B IEINREZ ~ FIEN[28e8
. dofb : a825 : b7bf : 69a8 . d02f
: 9e7b : 3555] o NRIEIEMA T
aws " Heftt ~ A
‘fsxFilesystemID REEIR
£+ ‘managementLIF A%
Trident B¢ aws HEEX svM
‘managementLIF Bl o ALt ~ &
WAZETE SVM TeEERERERE (
I8N © vsadmin) ~ BfERENE
BHiZ vsadnin A o

BACKEND UUID

7a551921-997c-4c37-aldl-

0]

KBRS

ontap—-nas > » ontap-nas-
economy ontap-nas-flexgroup

ontap-san ™ ontap-san-
economy

EREniE\f@ + " " + dataLIF

"10.0.0.1" »
"[2001:1234:abcd::fefe]



W
st

datalLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

username

password

svm

storagePrefix

=R EH

FEEIFELIFAYIPALIL - * ONTAP
NAS EEEIF2Tt * | NetApp Bi&is
7€ dataLIF o NERKkig(H > Trident
Bt SVM #fEY dataLIFs ° f&a]IL
feE eI EfE (FQDN) » 1Y
FBRR NFS E8iE% » ZEELBEIR
DNS » LUE1EZ%1E dataLIFs Z &%
TEEHTE - AIEVIRREZ B
B o AR o (SANEREIFER | 5
MISEFISCSI) ONTAP

o Trident f/8 ONTAP 2 LUN
HERIFRBUIZSERE TR
FREERY iSCI £ 6n o YNREAREE
FdatalLIF ~ SIEELEZESE - MR
F 1Pv6 FEAZZ2EE Trident ~ BIAJER
EAEH IPv6 {3k o IPve{iuit4E
IR EZ ~ FN[28e8 : d9fb
: 2825 : b7bf : 69a8 : d02f : 9e7b
: 3555] °

RS FA EEh0E B R BRI R SBR[ A
{E] ° A "autoExportPolicy
“autoExportCIDRs %18 ~ Trident
U BEEEELRR o

1 Kubernetes &%t P EHETERUE
BFHY CIDR JBEE
autoExportPolicy °
“autoExportPolicy /1
‘autoExportCIDRs 318 ~ Trident
AU EEEIEELERR] o

ERIHMEENEREISON-EIE
T E

AR EENBaseb44REE - AR
Y S i RA ) )
AEIRTAZ £ igHIBase644RIE(E ©
AR /RERERS
SE{ECAREHIBaseb44RIE(E o 58
A o BR/RERIERE o

BT EENSVMAERELRE -
AR sR:E R EREE o IR0 ~ vsadmin ©
HAE T HRERSVMBIZREE o AR
FHREREE o

BF AN EERISES

ESVMARED B Frhid it & R PR {E R Y
AIERE c EATERENBEBN EE

BRLSH - ERBEUMIIER
u‘fﬁ o

g

false

"["0.0.0/O" 9 ll:/oll]"

FEESVMEIRLIFFRITE

trident

127



W

#

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

nasType

gtreesPerFlexvol

smbShare
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siLPH eyl

* FHIN3EE Amazon FSX for NetApp sB70{£EH ©
ONTAP ° *#Z{H##Y “fsxadmin'Fl

‘vsadmin' REZ{EH Trident #EX
%ﬁ%ﬁﬁﬁ%ﬂﬁmuﬁﬁﬁ%%ﬁ%ﬂ’ﬂg

MRERVEEE A NSHIUMEE ~ ™ (FERFEEIHIT)
AIEREERN - HERHIHEIE

gtree 1 LUN B KHABR& K/ »

MBIt “qgtreesPerFlexvol SEIE R :E

18 B5T4S1E FlexVol volume BIER A

gtree H(=

1@ FlexVol volume BI&A LUN £ “100”
WAZETE [50 > 200] EEEIR o 1£R
SAN o

SREPHRNSEEANEEEER - f  null
a0 ~ BRIEISIETRIEITRR B BEAR I R
EFBRVECERAEED ~ BB { "api” :
false » "method" : true} Rf&EFA
debugTraceFlags °

LU SRS FRARINFSHMEIES "
B8 o Kubernetes-Persistent VVolume
N SEERE B EMAEER P

E ~ (BNREFEFENPRIEER &
#2158 ~ Al Trident BE11EAERHEE
BIRAHREAE RPN EETR o

W R EFEER S AARIERPRIETE
{F{AIHPEEEIE « Trident i AL 1ERE
Eﬁgmﬁ%mﬁl@t?&iﬁcﬁﬁrﬁ%

R ENFST{SMBRAFRE I o 3EIH nfs
B35 nfs~ smb 3 null o *

SMB Volume WZEE%72A smb°
*NFSHEFR & I TEERER Anull ©

1@ FlexVol volume FYE K gtree  "200"
BUNZBTEEIE [50 » 300]

EaI e TYIEHP—I8 © FH smb-share
Microsoft EIEFFH 5, ONTAP CLI

BEIIRY SMB HALTE - B A

Trident 17 SMB A%

8 o ONTAP f&i%HY Amazon FSX

EEBH -



W
st

useREST

aws

credentials

RANE R EMIRE R IRAERR
TR U RERE R PG EEERIEFITAR ERACE defaults o YIFHA ~ 5SR THIHERRER) o

W

#

spaceAllocation

spaceReserve

snapshotPolicy

gosPolicy

siLPH eyl

fEFIONTAP Isrest APIBY##A22 false
2o Ezj% true B+ Trident Hé_’r

f£F ONTAP REST API EABiHE

M o EIhEEEEoNTAP EREHIR
RBYRRZS © tES ~ BT oNTAP
FABENEEERAREFIE

‘ontap °© EETASTEENA G

ME vsadmin cluster-admin

By o

&BILUTE AWS FSX for ONTAP B
MAREAEPIEE THIIER ¢ -
fsxFilesystemID : {57 AWS mn
FSX IERZRMM ID © - apiRegion ""
. AWS AP| @i5{$4#8 © - apikey : ""

AWS AP| %48 © - secretKey :

AWS MEELE ©

FeEEETEIE AWS Secrets
Manager Y FSX SVM 53:% ©
name . %89 Amazon ﬁlll_\%ﬁﬂ (
ARN) ~ HArEE SVM BIET05% o -
type : 8874y awsarn ° YIEFHE
&~ sA2R "1 AWS Secrets
Manager ZH§" o

=B T
LUNBYZERI 2B true
TEREREEN ; M| (B none
g I Volume ; (#H)

E(FHAISnapshotRH none

B RAAFT IR AR ERIQoSIRA] "
B o EESEARGEEERRIRN
Hrh—{EqosPolicy
g{adaptiveQosPolicy © &g Trident
£ QoS [RHIE#HEE ONTAP 9 8
IR o CREZERIFL AN
QoS JRAIE#AE ~ iltﬁﬁﬁﬂilﬂ']ﬂ‘—:l?ﬁ']
HAERESERE - = QoS R
BB AE g RBIITIA LIEa HAR
FEIEERY LR o
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W

% 55 AA 6

adaptiveQosPolicy B RAAFT IR L PR @& BR5E !
MQoSRAIEHH - BEIEFERTEE
& & imAYE P —{EqosPolicy
Z{adaptiveQosPolicy ©
FONTAP-NAS-#EHE L 1% ©

snapshotReserve ARBREBMEEFZEE T01 ¥R snapshotPolicy & “none
’ else

splitOnClone FRALEAES ~ RHAERDEE/A false

encryption TEEbERE® EERA NetApp Volume  false

Encryption (NVE) ; f8:%%4
false o WBEERE LIRENEL
FANVE ~ 7 SEfFFEItEEETE - UNR7E
#ImENFE NAE ~ BY Trident HECE
BY1E{ Volume EBiGELA NAE ° 40l
EEZEM ~ F2B " Trident {2
NVE F1 NAE $5EREB1E" © o

luksEncryption EXYFALUKSHNZR o :5288 "EHLinux "
m—EmRE (LUKS) "o ER
SAN o
tieringPolicy EFEANDEREE] none
unixPermissions R ENEL - IR ESMBRARE "
& FBREER o
securityStyle MR ERNZ 2RI o NFS iR NFS F85& 74 unix °© SMB T84

‘mixed #l “unix 2 c SMB X ntfs e
& "mixed 1 "ntfs' Z2HER ©

#(E I E SMBREFLE
S A EFAERENTERACE SMB HARE&E ontap-nas © 52l FAIF R ZA1EE & SANFINASEREIFZTLONTAP ©

FsaZ A
EIRERRESNTENKRECE SMB HREE ZHi ontap-nas ~ S BEETER

* Kubernetesz= S B LinuxiZEHIZZE0E, « LURZE/D—EHITWindows Server 201989Windows T {E&f
2h o Trident 23232 # 8 E Windows #1245 E#11THY Pod BY SMB HAREE o

* E/DB—@ Trident #2288 =589 Active Directory 5358 © E4 % smbereds !

kubectl create secret generic smbcreds --from-literal username=user

—-—from-literal password='password'

* FBEAWindowsIRFEHISCSI Proxy ° BERE csi-proxy * sAZREE"GitHub : # A WindowsfISCS|
Proxy" ~ BE"GitHub : csi Proxy"f#7f Windows E#{THY Kubernetes Bi% o

130


../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://docs.netapp.com/zh-tw/trident-2502/trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy

1. BIISMBHARE - el U EREAER KA EIEETIEA ONTAP CLI ~ MURiEAR Z—E1L SMB
EIEEHA " Microsoft BEIZFES" o« ZE(FHONTAP CLIZEIZSMBHA :

a. MAXE « FEUHARBERERISER -

@0 Y® vserver cifs share create E I HAKEE -path EEPIEENRE - MRIEENREREFE
Alen gk -

b. #3785 FESVMIERARSMBEAE :

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]

[other attributes] [-comment text]

vserver cifs share show -share-name share name

() om=mwmEy - #S0EISVBLAE .

2. BB ~ S ERE FHIIEE UIEESMB Volume © B ONTAP & iGARRSEIERIFIA FSX "FSXiZ
HONTAP HiBMERZEIBEMSEH" « 5526 -

2% A8 &5
smbShare A IEE T EF—IE : {FH smb-share
Microsoft EIEF1F &5 5 ONTAP
CLI E1IHY SMB HA%HE « 2
S Trident 3L SMB A%
78 o ONTAP &% Amazon FSX
EEI2# -
nasType * NERRTEA sb  MIRE null » smb
BIZRETE nfs ©
securityStyle HHEEMNZ 2RI o * MEKRE ntfs I “mixed SMB Volume
2 ntfs SMB Volume Bf mixed °
unixPermissions I EMNER o SMBREIEE % "

BREREH "

REREFERF PVC

R E Kubernetes StorageClass #J{4 i2 37 fETZ48 R ~ LIS Trident d0RIACEMAFE(E o 22
3L PersistentVolume Claim (PVC) - {EA&ER Kubernetes StorageClass Z:3K72EX
PV ° 7R%& ~ ISR LUR PV #18E Pod o
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FERVAE FE2 Y]l

:2 7€ Kubernetes StorageClass #7{4

B K

& "Kubernetes StorageClass #){4"#& Trident #5225 RIFIEANEREERER « WIS Trident W{AIEIRAC
& Volume o 40 :

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
provisioningType: "thin"
snapshots: "true"

HETE AWS Bottlerocket L NFSv3 HAIRE > SBAF R ERIFTIE “mountOptions’ Ef#TF4ER! :

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
mountOptions:
- nfsvers=3

- nolock

WE AU B B 84S PersistentVolumeClaim ~ MAKIES Trident BC B EHRE ~ 52
B"KubernetesF Trident4{4" o

FERVALZER SRl

1. &2 Kubernetes ¥4 ~ EtLsEEA "kubect! 7 Kubernetes FR#£1T ©

kubectl create -f storage-class-ontapnas.yaml

2. IRFIRFEZETE Kubernetes # Trident PEEFEF| * base-csi* #7485 ~ M Trident FEZ BT BIE HIER
FIELER o

132


https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h
1 PVC

https://kubernetes.io/docs/concepts/storage/persistent-
volumes [" PersistentVolume Claim""] ( pvc ) BEFEEEL persistentvVolume

HYZEK o

A# PVC SREABERFERENNRERER - EEEE S o LUFEAMERARY StorageClass ZRIEHIER
PersistentVolume KX/NIFEUETNEIRER ~ BIUNMBETARTS B4R ©

BII PVC 218 > SRR EEEA Pod o

HHENBE

PersistentVolume £ & /58

It EE BB BB RRREL StorageClass 8RR 10Gi 4 PV basic-csi ©

apiVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: ontap-gold
capacity:
storage: 10Gi
accessModes:
- ReadWriteMany
hostPath:
path: "/my/host/path"
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PersistentVolume Claim £ & ;58

B HIFEMERN PVC AHRREEIR o

A77EX RWX f9 PVC
ILEEHZETREE rwx FEUERNEZR PVC ~ BT84 StorageClass 18RAHE basic-csi ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

%M NVMe / TCP BJ PVC

LEEEHEE R NVMe / TCP B9EZA PVC » i rwx 7EY > B840 StorageClass FEREH#
protection-golde

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteMany
resources:

requests:

storage: 300Mi

storageClassName: protection-gold

#3iL PV 1 PVC

$HER
1. #37 PVC o

kubectl create -f pvc.yaml
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2. FEED PVC #REE o

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE

pvc-storage Bound pv-name 2Gi RWO

5m

UNEAFENNAE T FHAVFAE PersistentVolumeClaim ~» LAKIES] Trident BLBLIEEIZH - :52

B"KubernetesH TridentJ{4" o

Trident B4

BLESHBRAERERAWLTridentsEEHFERREER ERENHIFE -

Bt g =L BE BE B
YHEE1A 3= HDD * JB& BRMNEIIE fSEERER
I » SSD BIAIRES - RS
ARTME
BRicERE 3= weE-E8 PoolZEILE R IIEENERICE
=W FE
BintER o ONTAP-NAS  &£EBRILER STkl
~ ONTAP-NAS- gyigis
g
B « ONTAP-
NAS-flexgroup
» ONTAP-
SAN -~ solidfire-
san » GCP-
CVS ~ azure-
NetApp-Files
» ONTAP-san&&
7
TRER g E I EELEAEFR EBEEERE

FRRVRERR & HJVolume

ZiRE
ONTAP-NAS

~ ONTAP-NAS-
AL « ONTAP-
NAS-flexgroup

» ONTAP-

SAN - solidfire-
san

E : 20NTAP 2
N
ONTAP 2

EII]]

N

ES
i& N ~
%\
e

N N

.38
PR EER A2

Wl 5 i
[

N N

ONTAP-NAS

» ONTAP-

SAN -~ Solidfire-
SAN » GCP-CVS
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B4 L BfE (- A XEE

B g E N 71 BRAMZEER BREBER ONTAP-NAS
HIR&E AVolume + ONTAP-

SAN - Solidfire-
SAN ~ GCP-CVS

iz mim E I BRNZENE BRAMmE ONTAP-NAS
MR & #JVolume « ONTAP-NAS-
KT ~ ONTAP-
NAS-
FlexGroups ~ ON
TAP-SAN
IOPS AER IFE# EEAEHREFLL  VolumefRiBiE  solidfire-san

FEERMIOPS  LEIOPS
. ONTAP Select 7= 1E

EpEHHIEAERN

PR ETFAERIF] PVC B > I&ATLUE PV #1808 Pod © ZKER%|HEEFIss S FI4ERE » LU PV
MINZE Pod o

1. KR @EEA Pod ©

kubectl create -f pv-pod.yaml

B EHIRETIS PVC HNIZE Pod BYEASARRS © * BAERS * -
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kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"

name: pv-storage

@ EoI LU B E kubectl get pod --watche
e

2. B%

AR

B E R HEEEHEE L /my/mount /path ©

kubectl exec -it pv-pod -- df -h /my/mount/path

Filesystem Size
Used Avail Use% Mounted on
192.168.188.78:/trident pvc ae45ed05 3ace 4e7c 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

ICIRTERILAMIER Pod © Pod FERRERNRABEE ~ EZRMRENERE

kubectl delete pod pv-pod

7f EKS #£ L35 Trident EKS Ko

NetApp Trident 15T Kubernetes FR3E R NetApp ONTAP f#FEIERY Amazon FSX >

EFEASMNEIESEME N EREREE o NetApp Trident EKS Mt E =R

Z2MEMIE - FBIRMEIE > WARIE AWS BEsE > nTEd Amazon EKS 1EECE A o EKS Hii0

;5#1?5 RRITYFETE(R Amazon EKS EEZ21ETE ~ W/ %8 ~ SREKREMMIITHE
T{E= o
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FORIG
TESRE AWS EKS B Trident N7t Z AT ~ SEREELERE THIEE -

* BEMMTHERERAR Amazon EKS BEIRE o 552/ "Amazon EKS FfiNc"
* AWS ¥t AWS THIRBIHERR -

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI #88Y : Amazon Linux 2 (AL2_x86_64 ) =% Amazon Linux 2ARM (ARM 64 )
* EREREERY ¢ AMD 3 ARM
* IFER Amazon FSX for NetApp ONTAP 1EZE R4

B

1. BRI IAM B EF AWS ZHE » 52 EKS Pod AE$977EX AWS ZIR - BREREE » s8R E1 IAM A6l
AWS ZZHE" o

2. 7T EKS Kubernetes &% F » BIB=E * MiiiNcH * R 1EHK

tri'e“\f"eks @ ( Delete cluster ) ( Upgrade version )
[ (@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more Upgrade now

information, see the pricing page [7.

¥ Cluster info i

Status Kubernetes version Info Support period Provider
© Active 130 @ Standard support until July 28, 2025 EKS
Cluster health issues Upgrade insights

@0 @0

Overview Resources Compute Networking Add-ons [§) Access Observability Update history Tags

[ (@ New versions are available for 1 add-on.

Add-ons (2) infe | View details Edit Remove {

[Q Find add-on ] [ Any categ... ¥ ] [ Any status ¥ ] 3 matches <1

3. HifE * AWS Marketplace Mol * MEEHE storage FEH! o
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AWS Marketplace add-ons (1) @

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

[ Q  Find add-on ]

Filtering options

(J\ny category ¥ ] [ NetApp, Inc. ¥ ] [Any pricing model ¥ ) ( Clear filters )

NetApp, Inc, X < 1 >
n NetApp NetApp Triden_t _ O
NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and
administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for organizati king efficient containerized ge workflows. Product details [?
—_—
Category Listed by Supported versions Pricing starting at
storage NetApp, Inc. [2 1.31, 1.30, 1.29, 1.28, View pricing details [
1.27,1.26, 1.25, 1.24,
1.23

4. % * NetApp Trident * i EEEY Trident MINNTCAAVIZER S HR » RABI— T * FT—% * o
5. BEEPFRERARAHVMI N T ©

MNetApp Trident Remove add-an
Listed by Category Status
I NetApp: storage {Z) Ready to install
You're subscribed to this software View subscription X
You can view the terms and pricing details for this product or choose
anather offer if one is available.
Versian
Select the verson for this add-on,
| v24.10.0-eksbuild.1 v |
Select 1AM role
Select an |AM role to use with this add-on. To create a new custom role, follow the instructions in the Amazon EKS User Guide [,
Not set M | l C |

¥ Optional configuration settings

Cancel Previous -
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6. BEHY IAM A SRR R o

Review and add

Step 1: Select add-ons

Selected add-ons (1)

| Q Find add-on | 1
Add-on name Y Type v Status
netapp_trident-operator storage & Ready to install

Step 2: Configure selected add-ons settings

Selected add-ons version (1)

Add-on name 'y Version v IAM role for service account (IRSA)

netapp_trident-operator v24.10.0-eksbuild.1 Mot set

EKS Pod Identity (0)
Add-on name A 1AM role [& v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

Cancel Previous |_‘- y ;m i

7. #B1E Add-on 4BAEZ24E * > A *Configuration valus —&1 FAERE(ES R EATEL—ELE T8 1
) PEINAR - EERA TN

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'"

MREAERBRFEAER BR1 ~ AREMIMNTHEN—HZER E_JLXEFH Amazon

@ EKS MincHsRERE o MR KREHAILLEIE « BEIRARTEZEEE - AIFERTELK -
EaI U fE R EE TR uﬂ%\)&&ﬁ&ﬁm@ﬁm SERVILIEIE 7 A ~ 55FEE Amazon EKS HiinsT
HFAEERECEEGITEERIRE °
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¥ Optional configuration settings

Add-on configuration schema
Refer to the JSON schema below. The configuration values entered in the code editor will be validated against this schema.

(VL TRV IV U St ¥

"examples": [
{
"cloudIdentity": ""
1
15

"properties”: {

"cloudIdentity": {
"defoult": "",
"examples": [
1,
"title": "The cloudIdentity Schema",
"type": "string”

}

Configuration values  Info
Specify any additional JSON or YAML configurations that should be applied to the add-on.

iv {
"cloudIdentity”: "'eks.omazonaws.com/role-arn: arn:aws:iam
: 1186785786363 : role/tri-env-eks—trident-controller-rolel' "

8. 3#1B* Create (EiI) ©
9. FESDMINNTTHAIARBE S Active ©

Add-ons (1) View details Edit Remove
L Q netapp X } L Any categ... ¥ J [ Any status ¥ | 1 match 1
NNetapp  NetApp Trident o

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let yaur pers and administrators focus on application FSx for

ONTAF flexibility, ity, and integrat ilities make it the ideal chaice for organizations seeking efficient containerized starage warkflows. Product details [

Category Status Version EKS Pod Identity 1AM role for service account

storage @ Active v24.10.0-eksbuild.1 - (IRSA)

Not set
Listed by

NetApp, Inc. [3

10. }1T T3S > MREE L EIEREZREE Trident

kubectl get pods -n trident

- MEERE N R E HEF R - MBAEEN » F2R "RERMFRIR" -

fE/ CLI %8 | fR#pxZ5E Trident EKS ihNrcié

£ CLI %% NetApp Trident EKS Moty :
T3 & Hen S L4 Trident EKS MiMNTTH -

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.02.1-eksbuild.l (SZEMHRZE)

£ CLI 2% % NetApp Trident EKS Mihnscls :
T5eh S S EPRZEE Trident EKS MiNTTH -
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eksctl delete addon --cluster K8s-arm --name netapp trident-operator

{EBkubecliE &

BIFER Trident BifEEFERFAZ EBIRAR o ©ERTridenttI{RI Bz EEFE R 4@ ~ U

K TridentW A% E R RECEMIRE o Z28E Trident 218 ~ T—PBEILEBIS ©
‘TridentBackendConfig' B:T&REZ (CRD) FI:EEHRESEE Kubernetes NMEEIL K
BIE Trident 7 o WATLUERIEMA CLI TAK “kubect! #41T Kubernetes 2 o

TridentBackendConfig

(/7

TridentBackendConfig(tbc > tbconfig ™ tbackendconfig) ZAHilH * 85dh CRD ~ AIEXEREIE
Trident &K kubectl ° Kubernetes M{#FEIESIRTE AU EREB Kubernetes CLI I EIR R I
(tridentctl ~ MABREZANGLH 2ARAREX) o

EIAIY)HEF TridentBackendConfig » B84 TF3IER -

* Trident ERIRECIRMEAVAARE BB LB IR © BEREPRTE A TridentBackend (tbe
tridentbackend) CR ©

* TridentBackendConfig B2 Trident EIIMM—4E TridentBackend©

&{E#R TridentBackendConfiqg {FRM#E—H—HME TridentBackend ° A& eiRMAFERAENN T
FRREIFRE R ; BEE Trident RREBERHMENAR o

(D TridentBackend CRS f2H Trident B#EIL o B+ REZERELIEE - IREIEEE
g ~ sAECUFLEEITERN TridentBackendConfig®

FH2R T3 CR #ENEH TridentBackendConfig :

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svim: trident svm

credentials:

name: backend-tbc-ontap-san-secret

THEIXEFBEPR "TridentZ 2120880 « UEUSFIRFHFT S / BRFSRIEEHIHERE o
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‘spec RARIBEEBZE o T_ﬂitﬁﬁﬁuq:"@iﬂﬁﬁﬁﬁﬁ ‘ontap-
san FEIFEEEIFET, « MAFEFAILLERSHBIAERE 28 - INFEFAE 1%@%[@%{%’3 MHRREIETRE A2
nk:backends.html [ "ﬁ%ﬁ%@@ﬁﬁﬁﬁ’ﬁﬁmﬂu S

& “spec’ —Eith & & “credentials’ 1 "deletionPolicy 111l ~ ELLEM (B CR F#fHL TridentBackendConfig®
B :

* credentials : ILBHAMER - B85 BNREREFER ff/ﬁﬁ?%ﬂ'];?uﬁ o bR EAFRAERIL
BIKubernetes Secret © 5958 B RHEZ LA FI8 VB ~ Rt g E4E S

* deletionPolicy : ItFEREZEMIBREFAESE LR TridentBackendConfig 1t o BISEEEMIE R SEMIEZ —

° delete : EZEFFMIPR TridentBackendConfig CR MiHEAMZ IR © SETHR1E

° retain ! TridentBackendConfig fHlff cr & ~ BIHERNEEE B AEE
“tridentctl © BHBRFRRIKRES retain’ AFERBRKEEZERERE ( 2004 £ 1 B 21 BZ
A1) ~ WREEIIRIE o ILHEAUERERIIEERN TridentBackendConfig e

BIFHATBEERRE spec.backendName "By © ﬂﬂ%ﬂi? | BInM B E R AMHLTE
@ ‘TridentBackendConfig ( metadata.name) HF AR ERIR%TE

spec.backendName °

EREIAEIR tridentetl BB "TridentBackendConfig ¥ o EAILUEIL CR
K ‘TridentBackendConfig ZEBIBILIERIE kubectl o MIEFEISEMEREVAHRESE

()40 spec.backendName * * spec.storagePrefix * spec.storageDriverName 5§

) °Trident EEEFHMEILNBIRELHEFENRRESE "TridentBackendConfig®

i%%nvuﬁ.
HEFERARILIMIER xubect] ~ TEZIT THIENE -

1. 337 "KubernetestéZ" o BIEEIS Trident BAE1FEE | RIS @A EAERE
2. 317 "TridentBackendConfig ¥4 - Eh B S A EFEE/RFFAEHEEN « W2E F—PBIUAIEE o

By BiRZE - KU ERBRBIRAIRAE kubect]l get tbc <tbc-name> -n <trident-
namespace>» WUEH MEFAE R

851 . EIiIKubernetest%®

B SRInFIERINE - ERSERFIRE T aFrBarITIsE - #HMWT :

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml
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apiVersion: vl
kind: Secret

metadata:

name: backend-tbc-ontap-san-secret

type: Opaque

stringData:

username: cluster-admin

password: password

TRBESRASERE TR E LS

EEFFatEm AR
Azure NetApp Files

A GCP Cloud Volumes
Service

A GCP Cloud Volumes
Service

7t%& (NetApp HCI / SolidFire)

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP
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AE RN

ClientID

Private2$&ID

Private &8

fERERTE

TS

FRRInERER

chapfEf &4

chaplnitiator 2z

EETL
FEREN MR R KD

FAZ LMD - GCPIRIEIRAAPIE
& —af4 - EBCVSEIEEAR

AR E18 | GCPERFEIRE APIEIRNY
—%n - EECVSEEEAR®

MVIP ~ 3EF SolidFire SRFETER R
ENASEEENEHENESE

?i%%/ SVMHERERTE - A
|:vL. n;.gg:%A g

ERERE/ SYMNES - FARSNE
BiBRSE

BEIRTAZ £ igRIBase644RIE(E ©
}Eﬁfj\ fﬁnﬁi%ﬁﬁﬂ

BAFERELE W
RuseCHAP=trueBIIEE - AN

ontap-san “# ‘ontap-san-
economy

CHAPESEN2SZEHE o UM
RuseCHAP=truefI|ZEE - FAMN
ontap-san M ‘ontap-san-
economy



HETFE R (IsREA M HE{IERER

ONTAP chapTargetUsername BiEFERELTE - U
RuseCHAP=trueBI|EE - FAM
ontap-san M ‘ontap-san-
economy

ONTAP chapTargetInitiatori& %% CHAPE1ZRIENESI4ZR o Ul
RuseCHAP=truefIIZFE - BRAMN
ontap—san\ﬁﬂ ‘ontap-san-
economy

b BB AR ST IR & 12 T — 1B 5 BR P i L B4 - 1L TridentBackendConfig" FR2ER

"spec.credentials ©

#E% 2 ! }£3 TridentBackendConfig CR

TIRTE B BRI TridentBackendConfig CR T o TEULEEHIAH ~ FEREIHIZNEIEIG ontap-san &fF
BT "TridentBackendConfig :

kubectl -n trident create -f backend-tbc-ontap-san.yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svim: trident svm

credentials:

name: backend-tbc-ontap-san-secret

B 3 | HEs¥ CR BYHKRE TridentBackendConfig

IREMEIEI TridentBackendConfig CR ~ AJTLABREEAREE o 52 B T A :

145



kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

BRI BRI E4E TridentBackendConfig CR ©
PEELRI AR A A E AP —{E(E -

* Bound : TridentBackendConfig CR E21&ImiERAR: - BRIREE configRef RES
‘TridentBackendConfig CR BY uid BYIEH °

* Unbound : B " o "TridentBackendConfig ¥R B4EE &% © IRIETER ~ FIAEMTEILAY CRS #F
“TridentBackendConfig" BEAR LEREES o PEEREEE 2 & ~ pLEEABMIEAUnbound (GREBRE) ©

* Deleting . TridentBackendConfig CR deletionPolicy Ei&EZMIER o fMIfk CR #&
TridentBackendConfig® CEERE MR AKEE o

s MBRIGAFEFEUITEEES (PVCS) - fff TridentBackendConfig #&EE Trident fil
Ff1&iU%A " TridentBackendConfig CR ©

° NR%EIE LB —EHZEPVCS ~ BIZEAMBRIRAE © TridentBackendConfig CR BEEEEAM
PRIEEL - RBMIFRFAE pvcs 218 ~ A EMIFREERHM "TridentBackendConfige

* Lost . ¥ CR tHRAAYE IR TridentBackendConfig #WEIMNKZIEMIFR « " TridentBackendConfig
CR HEEMIREBIRAIZRER © TridentBackendConfig Him{EAM ~ HAIMBER CR "deletionPolicy

* Unknown . Trident #EAFETE B CR BEIHBVRIGAIARRETEIE TridentBackendConfig o YN ~ Y1 API
{AlAR2S2ECIFE - B tridentbackends.trident.netapp.io CRD &% o BRIFEEETA ©

FEULRSER © PUMRRITE I | BE BRI PO BB E R RIS o
(2E) 84 BEBSHAEN

AT LAAIT T 5 8n < REVS A R ImAYFEER -

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8efo-
bab2699e6ab8 Bound Success ontap-san delete

LtESh ~ &t BT LAERASHY YAML/JSON fEE] TridentBackendConfig ©
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kubectl -n trident get tbc backend-tbc-ontap-san -o yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
storageDriverName: ontap-san
svim: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B Z[EME cr FREII&IF TridentBackendConfig By “backendName  H]
‘backendUUID ° Ilt lastOperationStatus A& crR LRIBIERVARRE " TridentBackendConfig®
AIHEAEEZ (P~ EREETPEEIRE spec) A Trident &3 (FIMN0 ~ 7£ Trident EXTRAENHAR) © 7]
fE® TRRIh) 3k M5By o phase"f‘%i% CR &% BRARIKRE ‘TridentBackendConfigOT:T:J:E'E%'@
fBIFh ~ phase BERRE - "R "TridentBackendConfig CR E&imtERAR o

RBI AT "kubectl -n trident describe tbc <tbc-cr-name>" 85 % MBS S 40U AE K o

@ fE L FER B MRE S MEREYIMHE tridentctl BIBIE "TridentBackendConfig o BEfE
78 TridentBackendConfig ZRIVHAFMSRMIPTER “tridentctl ~ "sE2RILLE" ©
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backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html

ERRIR
LIKECBECVLE TR IHEIE

BEARANEIE AT RIREIR(ESR kubectl ©

LlERED

fi|f% TridentBackendConfig & ~ &SR Trident bR / REBEIE (IRIE "deletionPolicy) ©
EEMPREIG « FAEED deletionPolicy RESMIR - BEEMIPR TridentBackendConfig ™ sAFERE
B deletionPolicy REAMY o SrIBFREBIHNEE » Lol FAETERE tridentctlo

RITFFHS
kubectl delete tbc <tbc-name> -n trident

Trident A& MIFREATH Kubernetes #%% TridentBackendConfig © KubernetesfE & & & EMILE o f
PR ZBREAZENND c ABERIRREAMKZE - ZTFEMPRELLHE o

BRRANER R
HITTAEa< -

kubectl get tbc -n trident

MBI BIT tridentctl get backend -n trident B{ ‘tridentctl get backend -o yaml -n
trident BUSFENMARINEE o IEEHNEEVSEAREIMNBIG tridentctlo

EHR
ERIRFIEAZSRERA !

* RBIERAREERNCEE - EETHEE - WEEMYHHFERR Kubernetes Secret
TridentBackendConfig ° Trident EfFRIRHEIRINE - BENEMRIG c T TFIGRSTUE
#Kubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

* FEONTAP EM2H (FIMERKISVMERTE) o
EAIUER T 6% « BEiEER Kubernetes B “TridentBackendConfig #f5 :

kubectl apply -f <updated-backend-file.yaml>

o HE ~ B AIUFERA TG STEFIRER TridentBackendConfig CR
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kubectl edit tbc <tbc-name> -n trident

* MRBIHEMKRY  BinHFEEEFEREBEMVAER o ERIUBITH kubectl
describe tbc <tbc-name> -n trident  3RIBRECEE ~ UFIENREA kubectl get
<:> tbc <tbc-name> -o yaml -n trident?®

* HRIIEEAERGAERVREIREZ & ~ IR EH#1Tupdateds < o

{EBtridentctl TR IHEIE

BRI R E R MITRIREIER(FS tridentetl o

Bz ®"EinHERRE" > BFPIT TSRS !
tridentctl create backend -f <backend-file> -n trident

MR BIREIIKRE ~ RNBIFHERBRRE o EETUIIT T < RIgE50E « FIERE
tridentctl logs -n trident

A EARENEEZE - REBRAITHSHA create ©

BT i
EHEL Trident fpRE IR AT TITER :
1. $EENBIRTE

tridentctl get backend -n trident
2. MipRiELS

tridentctl delete backend <backend-name> -n trident

@ g1R Trident ERUE ERIGMHRMBEREM R ~ EZRIFTFE « BIMFRER HR R IR E
REGEITHE - BiniEETER TRHIBR) ARRE -

BARRA MR
AB@ A TridentXERIRIR « BT FHIDER
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backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html

* AERSHE  FRIT MW

tridentctl get backend -n trident

* AEREUSFRAAER  SFRIT TS !

tridentctl get backend -o json -n trident

EHR
BN RImERREZ R « BT e !

tridentctl update backend <backend-name> -f <backend-file> -n trident

Il[l%?ﬁ mEM A« RTRIFHEARE - HREESR T EMBIER - LA LT T < RIHRECE: « LFIER

tridentctl logs -n trident

A EARENEREZE - REBRPITHSEA update ©

a5l (55 A B im A (17 48R

EEA LUER JSON REIZHMIELEEEEF) « IERIER tridentctl 2R IEMHEL - ESFER jq KEELE
2R o

tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

EMERARERRZIMNEI TridentBackendConfig ©

TERInEIRERZ Mk

BRARTE Trident PEEBIHRINARR S o

BB IHAVEER

BEERIML TridentBackendConfig ’» BIEBREAMEETHGEARER R - EEIRE TFIME !

c FREINEBIREEA tridentctl E—#EEIE "TridentBackendConfig?

* EREIMBIFAILL "TridentBackendConfig (R EIE “tridentct! 1 ?
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EFREIE tridentctl ¥ " TridentBackendConfig

AERIBEEEII M ~ BiFEB Kubernetes NHEIZKEIEEEI TridentBackendConfig MRIHFTEERID B
“tridentctl°

ERERR TS

* FALEENRRE - BASFHBEILM tridentctl 7 8F "TridentBackendConfig ©
* FREIAIFEI tridentctl ~ MEM TridentBackendConfig ¥4 BITETE ©

EEmEER T ~ MHRELIREBL « WE Trident HFZHIEE HEF - AR EIEEAMERIEZ— !

* HERER tridentctl REEERACE LRI

* BMERAENBIREL tridentctl "B TridentBackendConfig ¥t o BIRMIEEKRERIFARE
BMmIE “tridentctl ZHKEE “kubectl®

EEFHEIETESEFENRIR kubect 1 ~ MBI "TridentBackendConfig' B1IR G B ImELALR o LI 21
EEREE

1. #iIKubernetesté®® o 2 E 3 Trident Bl{H#ZHE / IRFSIBFTIEMSIE o
2. #3137 TridentBackendConfig ¥ff - HPESERAMEERE / IRIGIEHEEN - 2EF F—T I

& o WEIRIEENERVERZE (Flun ‘spec.backendName‘ v spec.storagePrefix®
“spec.storageDriverName %) ° “spec.backendName /B E AR R IRIVETE

RO © AR

AERUBEEIRARIRAY » TridentBackendConfig I RENIF B IRAERS o TEULEHITF « (RRERA TFJsonE
REIUBIR :

tridentctl get backend ontap-nas-backend -n trident

e e

e ettt R - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

o o ——
e o t——— +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

e e

o - fomm - Fomm - +

cat ontap-nas-backend.json

151



"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"datalLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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81 . EIIKubernetest%®

BB SR ImEEIME ~ N TEFIFR -

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident

secret/backend-tbc-ontap-san-secret created

B 2 | 1 TridentBackendConfig CR

T—# 2 —1E TridentBackendConfig CR * 8% CR Z EHENELS

WAFHIFTR) o BARNE THEX !

* HERER THEENEIFATE spec.backendName ©
A2 HERIERIHER o
* EREREM (B8) RERFEFRBBRIRERNIERS
* HERIREBKubernetes SecretiZfit ~ MIELUALSTFIR1H ©

EEBIBERT « TridentBackendConfig i &40 FFA7 T :

cat backend-tbc-ontap-nas.yaml

EFAHRIFER ontap-nas-backend (
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

S$EE 3 | HESY CR BUAKRAE TridentBackendConfig

J£3 21 TridentBackendConfig > HEERMBR Bound ° EHEKRMMEIIRE BiHHERNZIFZBAUUID o
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

BIRIRERFERYHRTE2EIRE tbec-ontap-nas-backend TridentBackendConfig ©

{FFEIE TridentBackendConfig #if “tridentctl

‘tridentctl  AIRYHERRIINE R

"TridentBackendConfig’ ° 5k » RAEEIE St n] LUEIEE B MIFRIEE
‘spec.deletionPolicy 8&EA ‘retain ' ‘TridentBackendConfig e BIEELEEIH
“tridentctl” °

SERO : R BE

fan ~ B TR nEFEAEILMN TridentBackendConfig
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

gt « 5% TridentBackendConfig' BRI IHEEIL M BRAE =R IR [ BRZREIHAY UUID ] ©

W1 [ Hs¥ deletionPolicy EREA “retain

ERPIZREBBEE deletionPolicy ° EREHRS retain o YNItE AT FE{RMIFR CR BF
TridentBackendConfig * BIRERINEFRE W olFEBEETEE tridentctl o

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

(D BEREA retain » TABMRBERTF—ESH deletionpolicy °
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WEE 2 : fIBR TridentBackendConfig CR

R1%&—% MIB& TridentBackendConfig CR ° f#
AEMmIPR -

Srien
w?..J\nRL-E

7 retain Z#% ‘“deletionPolicy ™ fERJLA4E

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fosessssssssssas==== R e
e e et fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fom fom e
R R fomsmm==== +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

fosesssssssasmas==== fosssssmss==sms=a
fessssssssssssesessosssssasssssssasaaaa femmmm=== fommmmm=a= 4

R4 TridentBackendConfig ™ Trident ©

L_LEZ EE1H%T¥ BIJ
BIIf#FLER!

QAEREBZER - MAE

BEREMPR RIS

#E Kubernetes StorageClass 44l 32 7 #7485 ~ IUFER Trident NEIAC EMLFEE o

?45*

7 Kubernetes StorageClass #J{4

g "Kubernetes StorageClass ¥){+"#& Trident 5% % BRI PFAEANEREERE » M5 Trident MN{AIEREC

& Volume ° #5340 :

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: <Name>
provisioner: csi.trident.netapp.io
mountOptions: <Mount Options>
parameters:

<Trident Parameters>
allowVolumeExpansion: true

volumeBindingMode: Immediate

MERFENNAEEFHAFAE PersistentVolumeClaim ~ LABIES! Trident BB AR EAYZ

>

=

>

=

2
A=
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https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/

B"Kubernetes# Trident#J{4" o

B EEER
#2137 StorageClass ¥ 2% ~ BRI ZBILfHFEER o (18R &0 I t— LA n] LUE A SR B A& 5 o

HER
1. 52 Kubernetes ¥4 ~ EIEE5(FE B "kubect! £ Kubernetes FIE17 o

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. IRTFIRFEZZETE Kubernetes # Trident REIEFEF| * base-csi* 12485 ~ M Trident FEZ DT BIE HIER
P ELEERE o

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json
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../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html

"items": [

{

"Config": {
"version": "1",
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"

by
"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggrz",
"aggr3",
"aggrd"

Eaczbll ot
Trident 121t IS E R IRAI S EETFEIER"

& ~ (BRI LA4REE sample-input/storage-class-csi
I GBIV * BACKEND TYPE°

.yaml.templ  ZEFEXBEHHUIER L LUEE
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./tridentctl -n trident get backend

e o T bt
o t————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

EIRHEFRR!

%ﬂuﬁﬁﬁﬁmﬁﬁﬁ%~%Eﬁ%%%ﬁﬁ%~ﬁ%%ﬁﬁ%@%\u&m%%§ﬁ
B o

BRIRENREFEER
* HEERIAMKubernetes{#F4ER ~ FHIT TGS ©

kubectl get storageclass

* BEMREKubernetesfFLEREHAER « SBBHIT RIS ¢

kubectl get storageclass <storage-class> -o json

* BERA Trident BIRIP HTFLER « FHITFIaA< ¢

tridentctl get storageclass

© BERAR Trident MRS HEFHEMFMEER « SFRIT GRS !

tridentctl get storageclass <storage-class> -0 json
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Tas #F R

Kubernetes 1.6#1% 7 52 E TER A7 AR - MREAERT FHEHIREES) (Pvc) HisE—@E - Al
IREFENGANEKE HEHIRE) -

s EREFENEETRIERA true ~ LIEERTERI#TE storageclass.kubernetes.io/is-default-class $85!] © 1R
B~ EEMERAFENEE S RESR o

* AR TGS « RERANREFRNREATERNHEFER -

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

* B~ SR UER TS e L B ERTAR HFARR R ¢

kubectl patch storageclass <storage-class—-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

TridentZEBENEHF R A I ULHIEERSEH) o

(D FBEP—RAEE—(EFERFETFLER o KubernetesTERAlT L4t ARG HES ZERFLER « BE
BITRAAMMETERE AR HFERN—% -

Eallle e shill | fe v

LxE'E TRILAERS JSON ZREIZRIEIELEREEH) ~ HERIRE “tridentct G # ¥ Trident Bim4H L - S (A i’
AIRERBALENARREN °

tridentctl get storageclass -o json | jg '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’

i BT B
EEKubernetesiB#{#FLER ~ BT FIIEH< ¢

kubectl delete storageclass <storage-class>

“<storage-class> FEE A A RV ETELER] o
BRI AR BN ARHEME B E B RIFRE « Trident REETIRELHEE o

Trident ¥ EH B WHEE RBIFHITER £sType © ¥70 iISCSI & « %1 StorageClass &
(i)  ®H8T parameters. £5Type * MAERMIIAN StorageClasses ~ ABERISENHRE
HiE M parameters. fsType ©
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HRiCE A ERHIRE

BCE Volume

#237 PersistentVolume Claim (PVC) - f£EFHERER Kubernetes StorageClass ZX7F
PV o 2418 ~ IERILAAE PV 18 E Pod °

O

https://kubernetes.io/docs/concepts/storage/persistent-
volumes[" PersistentVolume Claim""] ( pvc ) BEFEEEEL persistentVolume

BYEK o
A PVC BREABRFBEFREX/NHERIEL - BESIES LRI StorageClass ZKRiTHIFBE
PersistentVolume A/NFIFEURTNRVERR ~ FIGNSEHARTS B4R ©
I PVC 218 (BRI LU EEE A Pod o

#1371 PVC

$HER
1. 3L PVC o

kubectl create -f pvc.yaml
2. FEER PVC #REE o

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 1G1i RWO 5m

1. MR &EEA Pod o

kubectl create -f pv-pod.yaml

@ EoI LU B E kubectl get pod --watche

2. B RRERHMIEEREHE L /my/mount /path ©
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kubectl exec -it task-pv-pod -- df -h /my/mount/path

3. fTIRTERILAMIER Pod © Pod FEFER R FBFE « BZHIFERNERE -

kubectl delete pod pv-pod

HHOENBE
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PersistentVolume Claim £ & ;58

BB EAR PVC AHRRHEEIE o

AJ77EY RWO 1 PVC
IEEHEERER rwo FEERNEZK PVC ~ B4 F8ABY StorageClass HHRfH basic-csi ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

XF NVMe / TCP BY PVC
LEEEHIZETR NVMe / TCP FIEZ PVC ~ Wi HEI4 #8407 StorageClass HHEFHKEY rwo 1FEX

protection-gold°

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold
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Pod E:fiEE A
BELESHIFRTI PVC B E Pod BIEZNAHRE o
BAAERG

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: storage
persistentVolumeClaim:
claimName: pvc-storage
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: storage

E7ZK NVMe / TCP #H%E

apiVersion: vl
kind: Pod
metadata:

name: pod-nginx
spec:

volumes:

- name: basic-pvc
persistentVolumeClaim:

claimName: pvc-san-nvme
containers:

- name: task-pv-container
image: nginx
volumeMounts:

- mountPath: "/my/mount/path"
name: basic-pvc

B E AR N B G BhpYF4AEE T PersistentVolumeClaim ~ MAIZES Trident B EAREE IR EL ~
B"KubernetesF Trident4{4" o

-
i
W
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ERfVolume

Trident FJ3Z Kubernetes (E BT EHEE 2 BIBEFTHA S o BBEAEIEF iSCSI » NFS
# FC M EFrEERAHREE ©
ERHiSCSI Volume

AR TSCSIBERIERT RIBFRISCSIHFHEHIFE (PV) o

@ iSCSI Volume €7t * ~ solidfire-san BBEIFETNZIE “ontap-san ™ ‘ontap-san-
economy EZE Kubernetes 1.16 K EHHRZs

HER1 . 33 E StorageClassL{ZEVolumelE 7

#REE StorageClass EZELUGHNIERE allowVolumeExpansion 4 “true ©

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

BN BETFERY StorageClass ~ saAREELANNA "allowVolumeExpansion 2 o

$ER2 | [FREEIIAStorageClass B —{EK A R 7R E
4REE PVC E&E W EH « “spec.resources.requests.storage’ MR BFFHIFIEER T « ZR T BARBRBR T ©

cat pvc-ontapsan.yaml
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident §E171F48 Volume (PV) -~ WG HEBERFEE Volume Claim (PVC ) #8RgE# o

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885dbo71 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s

FER3 | EE—(EEIZEPVcHYPod
& PV MI0ZE Pod ~ LUEREE K/ o FAEEISCSI PV K/ NEMEB R -

* Y0R PV HMIANZE Pod - Trident EEFFRIGRTHMIZEE « EMFHER « TRARERRRBIAR)
* BEEFABARMI PV BYX/NE « Trident EERFRIFIEITHIRE o EROK A EREIRHE EPodz

& ~ Trident@ EXTFIHERE W EHFHEERRMAIAR o 8% + KubernetesETERITIFEMINTEME ~ B

HPVeA/ o
TELEEERFIP > FEI(ERM Pod san-pvc ©
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

SHER 4 . R PV

EEAEN 1Gi BiLF 2Gi B9 PV K/ ~ :84REE PVC E&Z W AFEHT spec.resources.requests.storage' 2 2Gi

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

TR  EREIRTE
TE A& PVC ~ PV # Trident Volume YA/ ~ UUBSSEIBTR S B IEHENE
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

ERIFC Volume

eI LUER CSI BERARERRNAKIET FC 1548 Volume (PV) o

@ EEFNFTZ 4B FC Volume #% ontap-san * BE Kubernetes 1.16 KEHRRZS o

HEF1 | BRTEStorageClass{Z1EVolumelE st

4R%E StorageClass EEUBRMIERE allowVolumeExpansion A “true °

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True
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HIEF1ERY StorageClass ~ saAmEEANA "allowVolumeExpansion' 2# o

HER2 | [FREEIIAStorageClassE Y —{EK A B H1FRE

4REE PVC E&E W EH « “spec.resources.requests.storage’ MR BFFHIFIEER T « 2R T BEARBRBR T ©

cat pvc-ontapsan.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident E#171F48 Volume (PV) ~ IiiGEE IS Volume Claim (PVC ) #EREAH o

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

FER3 | EE—(EEEEPVCHIPod
& PV HANZE Pod ~ UEEEE A/ - 58E FC PV NAX/NVEREIFR :
* YNR PV MIINZE Pod ~ Trident @EREFRIGIREITHIRE « EMFHEE « WRABEZRFEK)

* BESAEKRNN PV BIARNEE » Trident BERFERIGETHMIEE o Eif kA ERELIEHEEPodZ

% ~ TridentG EMFHEE L EHABIERRAHIA/) ° A% ~ KubernetesETEIRITIEEMINTTRE ~ &

HPVeK/I o
EULEHIF > FEILFAMN Pod san-pve ©
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

SHER 4 . R PV

EEAEN 1Gi BiLF 2Gi B9 PV K/ ~ :84REE PVC E&Z W AFEHT spec.resources.requests.storage' 2 2Gi

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

TR  EREIRTE
TE A& PVC ~ PV # Trident Volume YA/ ~ UUBSSEIBTR S B IEHENE
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

JERINFS Volume

Trident 32#& NFS PV B Volume &7 ~ BFZH? ontap-nas * ontap-nas-economy  ontap-nas-
flexgroup ‘gcp-cvs # “azure-netapp-files &l ©

SER1 : 3R 7EStorageClass Az #EVolumelE 7t

EEFE NFS PV IR/ ~ BEERERALFRIURES true » URERBFEANUAFRTHEIEE

allowVolumeExpansion .

cat storageclass-ontapnas.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true
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MREEERIL TRAIUERNGHEFER - REBERARERARFFER « BIAJET kubectl edit

storageclass Volume &7 ©

SER2 | [FRIEEII A StorageClassE Y —{EK A R HFRE

cat pvc-ontapnas.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Trident FEA 1Lt PVC 331 20MiB NFS PV

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi

RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£f3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2m42s

HEE3 [ BB PV
BRI 20MiB PV :B%% 1GIB - 354548 PVC 138 E "spec.resources.requests.storage’ 2 1GiB :

kubectl edit pvc ontapnas20mb
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
#

TER 4 ERERTE
E A& PVC ~ PV # Trident Volume BYA/ ~ UUBSEE AR /N T IEREFE
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |

PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
et ittt L fommm - fom e
fom - oo fom - e +

PEARLRE

ERIUERBIRE HEHEEE A% Kubernetes PV tridentctl import ©

fEEE S
RO LU HEFREEE A Trident ~ L& :
* BEAREAARME - EEMERAERANERNSE
* HHHERFF AR ERAERENER
© EEMIEN Kubernetes #55
* EXEEERERAEER

Z&
EEA Volume Z 7 « 557ciRBI FHIZEHIA o

* Trident RAEEEA RW (GEE) #EF!AY ONTAP Volume o DP (BkHR#E) HEAMIEES SnapMirror BAi
HARR&E o IERERZ AP ERIRSIRAZ « BiSHEREE A Trident o
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* HFIEZRCTERAERPERNER TEAMKE - SZ2EAERTPH Volume - 558 Z Volume ~ 241
HUTEA o

@ EHEREREERIEE « A% Kubernetes FEAIELEIAVELRR ~ MBRRZRBER TR
IEEHMIINEI Pod o ER]REERERIRIE o

* BEPANZETE PVC L3587 ~ 1B StorageClass Trident 7EE A BRI A ERAILRE - B HIEERFEER G
F4ER ~ BEBEFEFER MR ENERFERN - ANZKEEE ELKEFT  RILEEARBEAETEEIEFE
& o At ~ BN IR EFFER B PVC PISEMRBEFIERNAEFTNRIFHER - EAtAZ RN o

* HAW Volume ANETE PVC FREMBRER e fTFHRENITZIEAMIRE 2% « PVELPVcHIClaimRefi2
AR

o EIRE—RAIRE1E PV FRES retain © Kubernetesp{THE4E T PVCHIPVZE ~ R EEIIRER
BT & REFER B EIYRR
° MNRFAFIERMEIULERERIZ - Bl “delete kR PV B ~ H#FHAEE S S MIER o

* RIFFERR > Trident EEIE PVC M EFHip%&i% LR FlexVol volume #1 LUN o f&RTLUEIE --no
-manage ' JERRREA RS EIEMMERE - MREFEE --no-manage ~ Trident Y ERERRFAEE
PVC 5 PV EHITEAEMIEE - Mk PV A RIRMEFEHEE « 2 ZREMIZCE « FIE0 Volume

Clone #1 Volume resize °

NIRRT E RS Kubernetes AN B ELIEEH « (EREEEKubernetes AIMEAFHIRERIE
aniEHA ~ BIILEIRIFEEH -

* REERRIEEPVCHIPY « EEMEAR - RMEBEAMRE « UREBEIETPVCHIPY o REEEIEHBIRILL
PY5E o

fEA Volume
& B MAfEA “tridentctl import EE A Volume

1. #1i75kA Volume Claim (PVC) #&Z (i pvc.yaml) ~ FAREI PVC ° PVC XHEEE name
namespace ¥ accessModes ' “storageClassName ° {EHAILUTE PVC EEHIEE
unixPermissions °

MU RRERERIEH

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: my claim

namespace: my namespace
spec:

accessModes:

- ReadWriteOnce

storageClassName: my storage class
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(D smasnmsy - fim Py 2HES Voume A/ - BETEGEREARSKK -

2. {§ “tridentctl import B3 L IERE Trident BIRHIHTE « ZBIHESHEE - UM —#FEEFELHEER
2% (40 : ONTAP FlexVol * Element Volume ~ Cloud Volumes Service (1) o "-f EEZ|HKIETE
PVC tEZRYERIE o

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

#451
AZ2E T Volume EBEAESH ~ BRAEZIZRIEESNTZT o
ONTAP NAS 71 ONTAP NAS FlexGroup

Trident SZ3&{FF#] ontap-nas-flexgroup  EBBIFETNETIT Volume EEA “ontap-nas-e°

@ * “ontap-nas-economy EREIFE A EA KR EIE gtree ©
* “ontap-nas'# “ontap-nas-flexgroup EBENTZ T A A EF EE LR & B F8 o

EFERENE NI AR EER ontap-nas’ = ONTAP #E A FlexvVol volume o {FREREIEXEA
FlexVol W4HRE “ontap-nas BYEEATNHERE c ONTAP FELFBEFEN Flexvol Volume HEAD
‘ontap-nas PVC e [El#&#h « FlexGroup Vols 1A] A A% ontap-nas-flexgroup PVCS °

ONTAP NAS &5
T 2EEE Volume F1IEEEE Volume FE ARYEEH o
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5t& Volume
UTEHHEEATRANRBIGLE ontap nas #%M Volume ‘managed volume :

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

e tomm - fom -
fomm - o e pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom e
fomm o fomm fo—m +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fo—m fom -
fomm o fomm - fomm - +

JEZEE Volume

£/ "--no-manage ' 5|#EF « Trident A EHF i BHEE o

THEHIEEEA unmanaged volume “ontap_nas & :

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o fom— - Fomm -
fom - o e fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
o fomm - fomm e
Fommcmmomo= B e Fommcomo= oo +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6ad-b052-423b-80d4-8fb491aldaz22 | online | false |
o Fomm - Fomm -
fom - o fom e +

SAN ONTAP

Trident SZ3&{FF#] ontap-san-economy ' EBENFZN#ETT volume FEA “ontap-sanc©

Trident AT EA B ZE— LUN B9 ONTAP SAN FlexVol BHR& o ZEEEENFEN—2 ontap-san * A% FlexVol
volume FBYEE PVC F1 LUN %37 FlexVol volume © Trident &€& A FlexVol volume > IifGHEEL PVC E&HE
A o

ONTAP SAN 54
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LUTF25EE Volume F1IEEEE Volume EEABVEEH o

£& Volume

HNEEEE » Trident 1§ FlexVol volume EinABI& > MiAF FlexVol volume HEY LUN 1un0 BB

pvc-<uuid> °

THIESEHIEEA ontap-san-managed #if LA FlexVol volume ‘ontap san default :

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

fossssssssssssesessssssesososssassasssssa=s femmmm=== fommsmssmemaaa=
fremsmm=a==s L e e e X
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

frosssscesms s oo s e n e s s s s e e froccscssmemeea==
fe========c R fe======s e +
| pvc-dbeedf54-4e40-4454-92£fd-d00£c228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5cedca’57 | online | true |
foss==s=ss=ssscsessssssssosossssss=s=ssss=s Fem=m==== fosssessme=a====
fmmmmmmmaaa e fmmmmmaae fommmemaae +

JEZEE Volume

T5|EHIEEA unmanaged _example volume ‘ontap_san &l :

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
ARttt Fosmmmmmes Focoscsmsmsmsoss
Pommmmmmm== e et Pommmmm== o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
LBttt P o=
Fommmmmomoe Fommemererrorerrrrrrresersrreee e s s Fommmmmoe e +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | e3275890-7d80-4af6-90cc-c7a0759f555a | online | false |
Fommmmmmmmomeorrrrrrrr e re e e mm o e Fommmememesemos
Pommmmmmm== ettt Pommmmm== o= +

1R LUN HEZEE Kubernetes 25 IQN £/ 1QN 89 igroup ~ BIZUWEIFEEREIE © LUN already mapped
to initiator(s) in this group ° {SEERIREIEIESTEUHEE LUN ~ 7 SEEABIRE o
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0

unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

avE S

Trident SZ1B{FEFAEESNFZTLHY NetApp Element ERESF] NetApp HCI Volume EEA solidfire-san ©

@ ElementiEENTZ TN IR FEHIVolume 418 o 748 ~ MR EFENHFEE LTS « Trident ZE([E]EE
iR o AIFEFSTE S EMIEE « IRHM—HIRERTE - AREAERWHMIRE o

e &)
UTRAMEERIHEA element-managed & “element default ©

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

P msmssesese s s s s e e o= Fommmmmmememem=
Fommmmmmmoe B e e Fommmmmoe Fommmmomos +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e Fommmmom= Fommmmmmemoomo=s
Fommmmmmmme ettt Fommmmmme Fommmmmme= +
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
Fommmmcmcosmsosssrsrss e e e e Ee E e a S S Fommmmmms Fommmmmmcmsmsmss
Pommmmmmm== ettt Pommmmm== P +

Google Cloud Platform

Trident Z1R{EFAERBNFEZLETT Volume EEA gep-cvs ©

HE7E Google Cloud Platform HFE A LL NetApp Cloud Volumes Service 2 /&8 Volume - 35

@ fRE Volume B&1Z:75Z Volume © Volume B&1SBRERK & BB H BRI —EB D ~ Uit Z& :/ o Bl
o NREHRREA > B/ 10.0.0.1: /adroit-jolly-swift HHRERREA “adroit-
jolly-swift e

Google Cloud Platform i
T EHIEERIT gcpevs YEppr "M volume BETREEA “gcp-cvs Volume adroit-jolly-swift ©
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tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I

| pvc-ad6ccab7-44aa-4433-94bl-e47£fc8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
fossssssssss s e se s s oses oo sssssss s s R e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Azure NetApp Files

Trident S22 {F AERENFETNETT Volume FEA azure-netapp-files ©

EEFEA Azure NetApp Files Volume ~ sEfREEIR & BRI A sZFABR & © Volume B8 B HEREE BB
() RESEEM—E55 A2 </ o U > MRHELESESR > AU 10.0.0.2:/importvoll  HEE
B importvoll °

Azure NetApp Files &34
MUTTRBIERERE importvoll "8 A “azure-netapp-files &k L&

‘azurenetappfiles 40517 °

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

Fommmmmmmmsmoososorreromemememe oo me oo e Fomcmmemememonos
Fommmmmomo= o memeressrrrrrrrrssercreeee e me s Fommmomoe e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

et oo Fommmemememeoes
Fommmmmmm== e mes e s s s s s s s ee s Fommmmm== o= +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%ab5le | online | true |

Fommmmmmemsmesesese s s s s e o= o=
Fommmomomme Fommomemeressrsreemenessosoeseeoomomoms Fomommmme e e +

Google Cloud NetApp Volumes
Trident Z1EEFAEEEHFZNETT Volume EEA google-cloud-netapp-volumes ©

Google Cloud NetApp Volumes &3l
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UTFRAIHEER Volume testvoleasiaeastl E&IHEA—E google-cloud-netapp-volumes Volume
backend-tbc-gcnvl °

tridentctl import volume backend-tbc-gcnvl "testvoleasiaeastl" -f < path-
to-pvc> -n trident

i L e

R e Femmm=e==== fess===s=s=sssesessososassssssssssssa=s
Fommmomoe e +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
e fommmemaae
fosssssmseme e e e N fressssseee e e me s oo s s s e e e
e e T

| pvc-a69cdal9-218c-4caf%9-a%41-aeal5ddl3dcO | 10 GiB | gcnv-nfs-sc-
identity | file | 8c1l8cdfl-0770-4bc0-bcc5-c6295fe6d837 | online | true
|

e fommmemeae
frossssssssmes e s e fremsmem==== fressmssee e me s o s s e e
f======== fememe===s 4

TEEH ZEMBEEIRE R B —E&EHREEA google-cloud-netapp-volumes Volume :

tridentctl import volume backend-tbc-gcnvl
"projects/123456789100/1locations/asia-eastl-a/volumes/testvoleasiaeastl"
-f <path-to-pvc> -n trident

o e mssssessss s s s e e e e o=
Fommemmmmmememeoeoemom= e Fommmmmmrosocrrrrrrrre e me e e e e e
Fommmmm== P +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmememsmsseseses s s e e P

o essesesesees o= Bt et
Fomomomoe Fromoooomo= +

| pvc-a69cdal9-218c-4ca%-a%41-aeal05ddl3dcO | 10 GiB | gcnv-nfs-sc-—
identity | file | 8cl8cdfl-0770-4bcO0-bcc5-c6295fe6d837 | online | true
|

Fommmmmmemsmssesesese s s s s e o=
Fommmmmmmmonooeososmoms Fromcomomoms Fommmmmmemoososorreresmemememeoememmm o
Fomomomoe Fromcomcomo= +
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B R &R BT

BT Trident ~ &FARAIUA I NEEEIS KA EENLBMNIZEE - SHEBIIEHR I E
SRS EHEE R B Kubernetes iR (PVCS) o &t UAERIRE 4K E%%B
K~ DB B THIRE AN ETIER ; KEL - EAZERNEAHIEEE TE
BN o
BB Z HI
AT B:TH Volume &TBFEH LB .
1. Volume Z17 ~ [BEARIEREE -
2. 7 ONTAP NAS #&EERSIFZNAVIE R T ~ R A Qtree Volume FIZTBRI S ATBEIZA o
3. £ ONTAP SAN &ZERERSIZXAIIBER T - RF LUN LIBRSLIBE L -

PRI

1. AT EETHHEIE R 2 TR 281 ONTAP AP ZEREFZES
2. ABE7HY Volume &iBAERANIRAER Volume ©

FJE5] Volume LBV EEITH

1. MMRLEEARPHEEBYMERKRY ~ WRHETERK - BR - MREBAEARLLHK « WERERE
HYan S B G R R R & o

2. NRFHBIGEENLRBEAHRHUEE - AINBRHEENEN c TAMENREF TEHIUEIENEE
A o

BB ANIREA R mrHRR SR
B BRI RN / NEERERESE °
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RIE AR

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"defaults": {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} } "

by

"labels": {
"cluster": "ClusterA",
"PVC": "{{.volume.Namespace}} {{.volume.RequestName}}"
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EEE KM

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",

"username": "<admin>",

"password": "<password>",

"useREST": true,

"storage": [
{
"labels": {
"labelname": "labell",
"name": "{{ .volume.Name }}"

}o
"defaults": {

"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster
1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by
{

"labels": {
"cluster": "label2",
"name": "{{ .volume.Name }}"

by
"defaults": {
"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster
}} _{{ .volume.Namespace }} {{ .volume.RequestName }}"

}

LTS A E
< Hif 1

"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} ({{
.config.BackendName }}"

< i 2>
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"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""

RELENER
1. 72 Volume BEARER T « RARAN Volume EBFRERILAVRER « IREBA 285 o flm

{"provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}} . ©

f£5EE Volume EEARER T » Volume LB BBEERIGERNIREBRFIERN LB
Trident A iEEA S HHEFRIRNM Slice EHF ©

INREAREE M —HIHIEERTE « Trident ZHIINAEREIEF T « LU M—HRIEERTE o

o &>~ W BN

IFrB Efth ONTAP BEENZ= « MIRMERE L IBBIERLERE - HIRERUZFMERM -

PEan % =L FANFSHARR &

f£F Trident ~ ERIUEE Er A ERPRIEIFE « WE—SZEREs R TR PHEA
HiHR& o

ThAE

TridentVolume Reference CR mI:E G % 25— Z1{E Kubernetes % 2= ReadWriteMany  ( rwx )
NFS Hif& o tEKubernetes R EfR S ZE R 5B, :

* ZLEEFEUEE - BREEM
* BI&BCFR A Trident NFS VolumeEREI T2
* RFBtridentcti SRR E thIE/R £ KubernetesIHEE

It EERBMEKubernetesinsa 22 2 FBIFINFS Volume3tFl o
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o

________________________

namespace

secondary

TVol €—p» TVol

=
3
2

.......................

Storage
Volume

K ................ N Primary PV Secondary PV

TridentVolumeReference

primary/pvci

TRIBAFT

WRBAED ERTABERENFS VolumeH = o

o HTENRE PVC MU AHIERE
KRR TS BR T EEHREPVCHERIBIRER o

9 RTEBRMEn B R PEIL CR BHEIR

EEEIEERTEHNM R ERER &L TridentVolume Reference CRAJHERR o

e EEMH S ZZEMFEIL TridentVolume Reference

Byt 2RI R E € & L TridentVolume Reference CRERZBBIREPVC ©

o EERMt BB EIIRA PVC

Bt R EEREAEETRELEBAIPVC « LUERIRPVCHERIRIR

R E AR B Byt an 4 ZE

#TREZEE  BEatZHARARERRGREREEE - REEESNMBERM L EMEAEENHEFREE

78 - ERE/ABEESEIRBPIEE -
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1. * KRB EEERE | * (pvel ERRBBEMFEIL PvC (“namespace2 (PVC) ~LUEFEEN
Han s T EEBRER) shareToNamespace

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Trident %1 PV KRE#&IR NFS #FHRE °

o IERIAERLUESR A PRAVEE ~ kA ERFERELRES AR ZERE o fid
trident.netapp.io/shareToNamespace:
namespace?, namespace3, namespaced . °

@ o fEAILMERHEAFAEmBZER * o H0 v trident.netapp.io/shareToNamespace:

*

o IERILABERF ST PVC LA “shareToNamespace iz o

2. *REEHE | EIUBTABMKUbeconfig  UIEF BRIt e R ZEHBER EHER « UEEEtsmREEPE

17 TridentVolume Reference CR o

3. *Destination ST L EMERE | * (TiemFK R R EEY B M B ZERIF L TridentVolume Reference
CRpvcl ©

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. * BRI S R EEEEE | ¢ (pve2 EERMGBREMAPEIL PVC (namespace2) {FH
“shareFromPVC s3I E KR PVC o
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

() BsstPversA /IS EINAHERITRPVC o

nl:l%

Trident @:8EY “shareFromPVC BRI PVC ERIMIEE ~ MAE B Yth PV I AXREEE « AT ESSRIGE#
FERERRIE PV ~ HARIE PV #EEE o BRMAIPVCHIPVLIFIE BEL ©

flpFRHZ=Volume

EA] LUMRREE 2B dn R 2= M AR & o Trident i #PR2R T & 2 M _E MR @ ZEUE « M4 EH AR RdiR
EHEfthep 2 =R TZEE - F2BRFRIA 2885% Volume MIS B ZEfEESF « Trident € MIPRE% Volume ©

FA? “tridentctl get T BHIIEE

EaIAfEA[tridentctl 2RERMIT get MLTREVEMNBHEEE - MEFTZE « B2RELS
../../lce-reference Trident / tridentctl.html[‘tridentctlnpv*ﬂﬁ@ﬁ] °

Usage:
tridentctl get [option]

EAR

* *-h, --help : AfH Volume BYEBR) o
* —-parentOfSubordinate string : FFEHEHITEREBIIE Volume °
* —-subordinateOf string : BFEHEHITE Volume BIEE

PR
* Trident #AGLE BRIMEn R EMB AT AMIRE o SR ERERETESHE 2R 2R LB R A Volume
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© [REERPRE shareFromNamespace 5572 ~ SR CR - "TridentVolumeReference LUEEHE 2K
B pvc BYFEEME - shareToNamespace ° & EREHFEE « [SABRIBRIEEBRIPVC ©

* ERBHIREE EEABMITIRR « ERMFS o
LESEZE
EIRA BRI ZE B VolumeZEX
* SRS o "EMA TR EAHEAMIEE | FlEREGAEME &
* BB LAYTREE "NetAppTV" o
EBin s T EEREIRE&E

fi£F3 Trident > EATLUEEFAR—(E Kubemetes # & Fh AR a4 2= R VIR A HERE & SURARE
B RERSRER I H AR E o

TR
EERMIRE Z A > FHEERIRN BRIt RiIRrREAER - MERBBERENFHFER

RIEAFT
QERETERA I REMERESR

REHIR PVC RIENHIEE
2ERBEAE R TEECRRPVCHERBIER -

I>

&)

/}?ﬂ

a

RTEBRMEn B ERPEIL CR BHEIR

EETIEEIRTEMNM R ERIEREEILTridentVolume Reference CREVHER o

unh

e £ B s 2 ZERFE 7 TridentVolume Reference
Byt an 2 e R E & B L TridentVolume Reference CRERZBBIIEPVC o

o BB TR FEIIESR PVC
Bthes B TRMNEEE SR PVC » WK RHREBER PVC

=% KE SR IRAN B Byt e 22 ]

RTHERZEY > BodTEENHIREFTERRGREMEEE - #EEESNBENtn R EEESEHLEE
EMFEITE - ERE/ABEEBSEIRPIEE -
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1. * RESRLTEEHEES | * (pvel EHRBFEGHEMAPEIL PVC (“namespacel) @ OIRFHEERMGHGEZE
Faﬁ,\ﬁﬁﬁﬁ7fgﬁﬁ'<(namespace2 cloneToNamespace °

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/cloneToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Trident €817 PV REBIGFEFHER o

° WRAILMERLUE R IRAVEE « kA ERFERBELAESEGRZER - Fli

trident.netapp.io/cloneToNamespace:
namespace?, namespace3, namespaced . ©°

@ o BRI LMERHAFAEmEZER * o H¥0 v trident.netapp.io/cloneToNamespace:

*

o ol LUMERFEHT PVC LU A “cloneToNamespace izt o

2.~ HREEHE | BURTARHN kubeconfig - IEMRIE T BRIt AR EMBEAE - WETRtsHRZER

#2137 TridentVolume Reference CR(namespace2 ) ©

3. *Destination e R ZERHEAE | * (TieMRRir 2RI B M e =R F T TridentVolume Reference
CRpvcl ©

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. BRI AEMBERES | * (pve2 EERMESAERPEI PVC (namespace2) fFH
“cloneFromPVC &, "cloneFromSnapshot #1 “cloneFromNamespace s: /315 E ZKJE PVC ©
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
annotations:
trident.netapp.io/cloneFromPVC: pvcl
trident.netapp.io/cloneFromNamespace: namespacel
name: pvc2
namespace: namespace?2
spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:
storage: 100Gi

PRl
* HHER ONTAP NAS &KERUEREIFZTNACERY PVC » RZIEMEEAR o

f$£F3 SnapMirror £ S E

Trident 23E—{EZR&E _LARIREAIR & BH SR FIE IR E 2 MRVERSEER - U@
ERERLUETTKH#WIE - ol UERGmBNEFIERER (CRD) R#MITFIIEE !

© BIHIEE 2 MRRsR%R (PVCS)

© IR E 2 BRSRETRAME

* FPRERERSTRAME

c EXEIER (BERE) HHBIRARE Volume

c EEEUAERENRENN  BEAEANEEREREERE

ERIRIFM
EIEFRZAT ~ SBREER S FIIFRIEM

ZE ONTAP

* *Trident * © Trident 22.10 KRELEFRR AN BRIRFZEREH ONTAP {EA R IRV REEN B AU
Kubernetes #£ I o

*CiRE L ERABERREEMRY ONTAP SnapMirror FEED R AR RFE R B AU ONTAP 25 LRI
F o tNFRFAEN « 2R "SnapMirrorfZ HEELONTAP" o
HERE

* *EREHE SVM* 1 ZRY ONTAP #EXRBENRIRETHFRIE - MBFAFN  F2H "SEH1SVMEE
B o
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()  m®Em(E ONTAP %5 2 R SRA BRI SVM LIBRIE—i -

* * Trident #1 SVM* : ¥z SVM ZBn] A BAVthEE ERY Trident ©

xEnEEENEI
* ONTAP NAS #1 ONTAP SAN BeENf2x{52 1% Volume % °

BiriR4Y PVC
AEE TSP ER ~ MifEM CRD AT EMREMIRE 2 MR RIRARE o

SER
1. £ Kubernetes &5 T FIIFER -

a. fFEZ#E1I StorageClass ¥4 trident.netapp.io/replication: true ©
#45)

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: csi-nas
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
fsType: "nfs"
trident.netapp.io/replication: "true"

b. {FERSCAIEILAY StorageClass E1iL PVC o

il

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

C. {FERZSE 2L MirrorRelationship CR °
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vl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas

Trident EHEEVIR @A E AN ERE BRIRVERRE (DP) AR

HYARREAR (L

d. Hy%8 TridentMirrorRelationship CR L HXE PVC MIAER&FEF SVM o

kubectl get tmr csi-nas

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

generation: 1
spec:

state: promoted

volumeMappings:

- localPVCName: csi-nas
status:

conditions:

- state: promoted

localVolumeHandle:

SR 1E A MirrorRelationship

"datavserver:trident pvc 3bedd23c_46a8 4384 bl2b 3c38b313clel"”

localPVCName: csi-nas

observedGeneration: 1

2. 7% Kubernetes &5 E#1T FFIPEE .
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vl

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: csi-nas
provisioner: csi.trident.netapp.io
parameters:
trident.netapp.io/replication: true

b. {558 B Rt A1 2R E s3I MirrorRelationship CR o
el

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas

remoteVolumeHandle:

"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”

Trident i EARERRIFRRE%TE (3 ONTAP RIFEER{E) I SnapMirror Biffk » MiAFEATIAME o

C. {FH%LAIEEILAY StorageClass 1L PVC ~ fEARE ( SnapMirror BAJi) o

gl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: csi-nas

annotations:

trident.netapp.io/mirrorRelationship:

spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas

csi-nas

Trident E18#& TridentMirrorRelationship CRD » U1REMARTFTE > BIEEEIL Volume  MRFHEERE
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B > Trident iSFE{RETAY FlexVol volume TETEEL MirrorRelationship FEZAER SVM HEH
SVM L o

Volume 5K
Trident Mirror Relationship (TMR) 2—%& CRD * fA#& PVC ZE#ERRF—in - BA# TMR BFHIRRE
A A Trident FRFRAGAARS o BRYH TMR A TR -
* I A PVC BRSIRAARRIBRIM Volume ~ SEHBVRAA o
* AR DA PVC AIER BRTHE - BRIEESRE
* CEIRI A PVC BERSIRIARIB BV Volume ~ FeRTthBINZIRSTRAE o
° YR B RYMEIR & BRI & A E AR « AR AEREMEIANNRE - AREEER BRtHERE

AR o
o MNRMEHRE S FiARBEIREIUREF - AIEREINRES SR -
EIFTEMREREIARARNRE PVC
7ER Kubernetes =5 E#1T 3P ER !

* ¥ TridentMirrorRelationship B spec.state f{IIE % promoted ©

ERENAREREHEABRKE PVC
ETERERE (BE) R - AT IS BERARRE PVC
TR
1. 7£F E Kubernetes #5 I « 17 PVC BRI ~ S IRBEITTH ©
2. 1T E Kubernetes #E£  ~ #137 Snapshotinfo CR MBS RZPEAE K] o

el

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. £ E Kubernetes #£ t ~ #& TridentMirrorRelationationship _ CR B _spec.state 1Al B4 updated *
spec.promotedSnapshotHandle B2 IREBRINZRLTE o

4. 7TRE Kubernetes & + - FEFIEFA4RAY TridentMirrorRelationship ARB& ( STATUS.STATUS (i) o

ERERERERRSREF
BRIESGZA - BUEEERSNEEN—M@E -
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1. 7R E Kubernetes & I + FE{RE E £ TridentMirrorRelationship £ spec.remoteVolumeHandle {#{IAY
=

2. 7T Kubernetes &% t * #& TridentMirrorRelationship Y _spec.mirror #{iIE#% reestablished ©
Hith{eZE
Trident ZIREF EMREUIEE EHIT TIEE -

BEE PVC EREFHRE PVC
FREREEAETE PVC HIRE PVC ©

1. REBUMXE (BRIM) ZEMIBR PersistentVolume Claim # TridentMirrorRelationship CRD ©
2. £ (FR) #FEEMIER TridentMirrorRelationship CRD ©

3. EXE (KR) HE LRI TridentMirrorRelationship CRD ~ MEAREERZIINHAE (Bh)
PVC o

ARG « TEHRE PVC BIKRN
PVC AILUEEHEA/N ~ MIREHEBEERA/ - ONTAP ZE BRI E BRI flevxols ©

% PvC BIRER
EERMER  AEEANREHEIEE LT T HP—IEEE
* MIFRXE PVC £/ MirrorRelationship ° EZFEER R ©
* & ~ 1 spec.state W EFZ updated
fiikk PVC (SeRiEiRaT)
Trident IR EWREH PVCS » W ERMPREIFE Z R TBHER G o

P& TMR
fIBRERSIRAAZ—AIEY TMR @& EER TMR 7 Trident SERMIFR Z ATEHAE F+ BAKES  WIREEEMIPREY TMR
BB _Promive AREE > BIFRBIRBMRERIE ° TMR &% > M Trident B 414 PVC FA4kA ReadWrite

o IEMIBRIEZEETE ONTAP FREt AR EFEL SnapMirror PAEE K} o MR ILHARE R RAVEFESIRAMA 5
A~ RITERIIRVIRSIRAAES « EXRAERAR _ B _ HIRERFKERVR TVR o

= ONTAP E4REF ~ 57 B A= g1EAR
EIIEARARZE ~ A LB ER TR o KB LAER state: promoted B state: reestablished M

REFAE - B AIM Volume F4k2A—A% ReadWrite Volume B ~ & B]LUEF promotedSnapshotHandle 3+5
EFRERE ~ BRI Volume BREZE ©

= ONTAP B4R ST IRETRAA

EaILUER CRD 2R#1T SnapMirror EB¥f > MESE Trident E1ZELRE ONTAP % o 52K T3
TridentActionMirrorUpdate &5BIH& R :
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vl

apiVersion: trident.netapp.io/vl

kind: TridentActionMirrorUpdate

metadata:
name: update-mirror-b

spec:
snapshotHandle: "pvc-1234/snapshot-1234"
tridentMirrorRelationshipName: mirror-b

status.state RB# TridentActionMirrorUpdate CRD FYAKRE o ERJLAEXE sued ~ in progress % Failed BY
o

EF Tcsithi]

Trident AT LA FASREIZM MBI IR E ~ WG EMINZE Kubernetes S EFHIEREL " lcsi
FRi¥E] IheE" o

e
fER Tesithix) THEE ~ AIRIEEREMAIAMES -« FREIHHERERFE « RecFI—a D8R - 15 - Bimfit

e ] Kubernetes IR 5 32 77 U@ I AR HRIENRS - BiR AN FEEREANFETAERSE « SR E
BIEHZME - BT HEIEZEEEEFTATEEHECEMIZE « Trident £ CSI #kk -

BHRAR CS| IEIRENES SR B -

Kubernetesiz it fE &1 FHYVolume BAEE T ¢
* 118 volumeBindingMode ":REE " Immediate ’ 8l Trident B1ER A EAIAERIIERL FRIES - &

KA E AR ~ BN RIBHIEERENHEERICE - EETARE VolumeBindingMode » BRARAR
BHIMITHERBINRE o FHEMIRENEZABRBERD Pod HHZFEXK ©

* “VolumeBindingMode ' 38% “WaitForFirstConsumer B ~ 5k A Volume BV I BB 4AEISIEE - HFHHET 2
SMERA PVC B Pod A1k o Wtb—3K ~ FLAERIIHAIEE U S IRE T RFrEHIBITIHHZRS] o

(D WaitForFirstConsumer $SE MR A REIEHIRE  BABIR ool AP -

TEENER
HEERA TosithiE) ~ ERETHIEE

* H1THY Kubernetes F5E"~7 HEYKuberneteshiZs"
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kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1le4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdoc4"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df"”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

c EEFHEEEABIER « LIGIAEERH (topology . kubernetes.io/region
‘topology.kubernetes.io/zone) °© fERE Trident ZA > SLEAZE * FEZEENEE * EIEE L > L
{& Trident RESARXANFEEE ©

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0s":"1linux", "kube

rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-a"}]

[node2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone" :"us-eastl-c"}]

SER1 ¢ B A RAFEEN RS

Trident f#F®RERIFIIRFEN AMEE  EEEEMECEMRER - @RS IUTE —ERERN
supportedTopologies @R « AFRZIFZMEIHMEIHFE - BIEHLELEERIFRYStorageClass ~ REER X
EtE/ &I PHIER R RERXERE « A g&IIVolume ©

T RRImEZREH
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YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl
managementLIF: 192.168.27.5

svm: iscsi svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.
topology.kubernetes.
- topology.kubernetes.
topology.kubernetes.

JSON

"version": 1,

"storageDriverName":

io/region: us-eastl
io/zone: us-eastl-a
io/region: us-eastl
io/zone: us-eastl-b

ontap-san",

"backendName": "san-backend-us-eastl",

"managementLIF": "192.

"svm": "iscsi svm",

"username": "admin",

168.27.5",

"password": "password",

"supportedTopologies":
{

[

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-a"

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-b"

“supportedTopologies' ARt S EZIEHNEIRM &IFEE - SLEIHM &R &R StorageClass
()  SERHAKERE - R OEEHBAIREEHNES T % StorageClasses + Trident BTE

BIREITHERE o

&t AT LAE S “supportedTopologies EEf&TF it o FH2RET5IEEH) :
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version: 1

storageDriverName: ontap-nas

backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5

svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes
topology.kubernetes.
- topology.kubernetes.
topology.kubernetes.
storage:
- labels:

.1o0/region: us-centrall

io/zone: us-centrall-a
io/region: us-centrall

io/zone: us-centrall-b

workload: production

supportedTopologies:

- topology.kubernetes.
topology.kubernetes.io/zone: us-centrall-a

- labels:
workload: dev

supportedTopologies:

- topology.kubernetes.io/region: us-centrall

topology.kubernetes.io/zone: us-centrall-b

ELEEBIH region ~ Ml “zone IR ARMEFMBIALE o “topology.kubernetes.io/region’ i

“topology.kubernetes.io/zone 5 EEF B IR AMBIE AR ©

T2 | E&R AR EN StorageClass
IRIBIR AR E P EZEMIRIEIZE « FTLUE HStorageClass B SIREE T o B REMAFHRE Z kA B

BRERIEENFEFEIRM « LUK UERTridentFrie it 2 HEREHEIRE T 5 ©

2T

io/region: us-centrall
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata: null
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions: null
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: extd

£ - ERHR StorageClass E&FEH volumeBindingMode * B &S WaitForFirstConsumer © {EPodH 5|
ItEStorageClassFTEKRHIPVCSZ Al » RAAZEH EHIXKEUTE © kb9 ~ 38 allowedTopologies  {REEMERN
BEIHHME&E o StorageClass & ‘netapp-san-us-eastl ELMEZMEBIHREIL PVC “san-backend-
us-eastl °

SEE3 B NFAPVC
#2317 StorageClassil HEEE BinBInEIHZ % « KIREMAIURIIPVCS °

H2RUTER spec :

kind: PersistentVolumeClaim
apiVersion: vl
metadata: null
name: pvc-san
spec: null
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

ERILENRERIDKAERIRIZAISEGEE TG
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

EBTridentZ2 R & WA HELE EPVe « 5H7EPodREAPVC ° 552 R THIEEA -
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

Itt podSpec &5 Kubernetes 7E@IFHAVEIEL_EHEZ Pod us-east1 ~ MW us-east1-b BIHAHESM
ENRGPIEITEE "us-eastl-a©

E2RETYEL
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

EEREITINELYN supportedTopologies
AIEMIRENEE - LUMIAGEA tridentctl backend update JBE supportedTopologies ° EAE
TEPRENMIEE - MEREAREBENPVCS -
MEFHMEN ~ F2H
c "EBIERRNER"
* "B BLEEENER"
* "RAEME I R R

 SHELARE

fEFRIR

Kubernetes /&R & (PV) RYBRE IRIR A EX AR E RIS EIBEAE AR o (MR AR ILfE
FA Trident (237 FIHEFEE IRER « EEATE Trident SMERERIIAVIRER ~ EIRA REBIEILFTHIHERE
&  DURAEIRIREREIRE E R o

Ef
meE

SiRELIE ontap-nas ’ ontap-nas-flexgroup ’ ontap-san ’ ontap-san-economy °’
solidfire-san ’ gcp-cvs ° azure-netapp-files * # ‘google-cloud-netapp-volumes' Bt o

FIsEZ Al

S BB IMNEBIREBRIEFIZZAETERER (CRD) ~ A SEFERARER o IE=&Kubernetes OrchestratorfYE{E (
4N : Kubeadm ~ GKE ~ OpenShift) o

MNRER Kubernetes A E S 1RIBIESIZIH CRD 362 Volume Snapshot 425 ~ s528 ©

@ YNR7E GKE IRIFHFZIERMIRE IR 5771 RIRIERIZR - GKEEA NERIIRETURRIE
il
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BIHIRERER

1. #3I VolumeSnapshotClass ° UIFEFAERN » 55" Volume SnapshotClass"2/& ©

° “driver #5[@ Trident CSI EBFFE, ©

° deletionPolicy AILLE ‘Delete T ‘Retain © :&7% Retain B - BIMEMIBRMIHG ~ HEFEFEEL
HNERBRRBNEMRYE VolumeSnapshot °

gl

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:
name: csi-snapclass
driver: csi.trident.netapp.io

deletionPolicy: Delete

2. #7IRAE PVC KUIREE -
&
o IMEIFIEEITIRAPVCHIIRER o

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

o tEEFIEALTES PVC WHEE IRBYG B IIHIEEREBYMY pvel ~ HRBEEBRES pvcl-
snap ° Volume Snapshot $8{{i* PVC ~ EIXRBRIRBIYIHHERIH volumeSnapshotContent ©
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kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

o fRATLUIEBERAAZRA B VolumeSnapshotContent Volume Snapshot FY¥)4 pvcl-snap ©
*Snapshot Content Name' 585! FAF* BRIR UL IRFRRY Volume SnapshotContent #J15 < Itt “Ready To Use’
BERTRBAIAREILFH PVC ©

kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%
Ready To Use: true
Restore Size: 3Gi

RHEEEE RIBEEI PVC

BRI UER %28 Volume Snapshot {EAERIZRIR ~ 2K dataSource "I PVC “<pvc-name> °© EILFFK
AEREWRIREZ % « SR EMIEIPod L ~ MUKEREAEMKR EREMRISIE—IRER -

@ BTEHR Volume FRIEMRE—EERIHIEIL PVC ° :52[ "KB | EA7EEEIHEIL Trident PVC
Snapshot B9 PVC" o

T FIERIEABERIRIRREIL PVC pvcl-snap ©

cat pvc-from-snap.yaml
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apiVersion:
kind:

vl

PersistentVolumeClaim

metadata:

name:

pvc-from-snap

spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:
name: pvcl-snap

kind: VolumeSnapshot

apiGroup:

FE A Volume [#:Eg

Trident %1% +

£ Trident Z9MEILAYIRER o

FAtAZ Al
Trident WAZEE 27T E A RBHRHIRE o

CEREEE:
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° ERIEER IR

"Kubernetes TBStEC & VIRRIZF"0]

snapshot.storage.k8s.io

* 137 "VolumeSnapshotContent' 2R & imREBRI 4 o

<"backend-snapshot-name"> °

° 57T snapshotHandle $5%E

snapshot-content-name> ° iE&&

®

&)

MTFTHBIEIE volumeSnapshotContent " 5| A&l

BsERIMDIRIRIE IR 4G

*<volumeSnapshotContentName>"E/% CR &5 fEH! ~

IHTRERRIEH R

EEEBIPSET VolumeSnapshotContent #4 ~ A6 FEA

B YTE Trident FRIBNIRIB TIERIZ o

REBAYZLTE annotations AS trident.netapp.io/internalSnapshotName:

‘<name-of-parent-volume-in-trident>/<volume-
Trident BYME—E 5T ListSnapshots ©

BIAKETSRIFIRIERE

“snap-01-°
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:

name: import-snap-content

annotations:

trident.netapp.io/internalSnapshotName:

name of the snapshot on the backend
spec:

deletionPolicy: Retain

driver: csi.trident.netapp.io

source:

"snap-01" # This is the

snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-

content-name>
volumeSnapshotRef:
name: import-snap

namespace: default

2. » ZEE | * 1 VolumeSnapshot " 2BB¥HM CR "VolumeSnapshotContent ° & ERIFEUA
EIEERIAZERPEEA volumeSnapshot ©

el

LATFEERIE L —1{E volumeSnapshot * 8B “VolumeSnapshotContent  #%HY " import-snap-

content CR import-snap °

3. * NEPERIE (REIREUEMITEN)

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:

name: import-snap
spec:

# volumeSnapshotClassName: csi-snapclass
provisioned or imported snapshots)

source:

(not required for pre-

volumeSnapshotContentName: import-snap-content

D * SMEBIR R O HE T IR L RV VolumeSnapshotContent » W #IT

ListSnapshots #@sh © Trident B “TridentSnapshot ©

o ANERIRARES e’ 4 readyToUse VolumeSnapshot * 8 VolumeSnapshotContent 4 “true ©

° Trident 38 & readyToUse=true °

*AEAERAZE | * 1L PersistentVolumeClaim UZBIHH *VolumeSnapshot ~ HEf

spec.dataSource (B spec.dataSourceRef) %84 VolumeSnapshot %#8 o

&

1l
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LUT&EH)3ZE—1@E PVC » 288 volumeSnapshot "@%MY " import-snap ©

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

{EFRREBMIE Volume &}

[REE B E7TEE AlEiE ~ UIHBNER ontap-nas-economy " BREIENETE RACE WHEEZIIRAER M
‘ontap-nas ° E{A ".snapshot B&% « HIZCIRBHIREER o

A Volume Snapshot Restore ONTAP CLI iR &R E ScaTIRIBPECERAIARES o

clusterl::*> volume snapshot restore -vserver vsO -volume vol3 -snapshot
vol3 snap archive

RBRETRUMEIREER

Trident A (TASR) CR fEREBIRMHIFENR IR &EIR TridentActionSnapshotRestore ° Iif CR
i Kubernetes FIAE1TE « TEFETHEBEAGHEFET ©

Trident 3245 » ontap-san-economy ontap-nas azure-netapp-files’> ’ ?» ° ontap-nas-
flexgroup * gcp-cvs ERYRERIRIE ontap-san "google-cloud-netapp-volumes 1 “solidfire-san’ SEENFE
T o

FIsaZ Al

R EHER AR PVC FRTFRY Volume 1RER ©

EEDIL,\ PVC Hk,._,\,i%! rEI: nl:l °
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kubectl get pvc

* ER5E Volume RIE R B EEFBFAE AT HLER o

kubectl get vs
TR
1. #37 TASR CR ° ZRfIE PVC #1 Volume Snapshot Bl CR pvcl pvcl-snapshot ©

() TASR CR AR PVC 8 VS FEfIs 2RI «

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

2. £ CR URRERBER © LERAIRE Snapshot i1 pvcl o

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

RmR
Trident EERIRIBRE R} o EETUABRRRIRIERARRE ¢

kubectl get tasr -o yaml
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apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap

namespace: trident

resourceVersion: "3453847"
uid: <uid>
spec:

pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:

startTime: "2023-04-14T00:20:342"
completionTime: "2023-04-14T00:20:372"
state: Succeeded

kind: List

metadata:

resourceVersion: ""

* EARZEIERT > Trident FEEZREXEREHESFE - CEEBRIUTULIEE -

* FEHEIEESEFEUERM Kubernetes FHERISENBESEIEEMREIR « AT HEAE
B ZERTEI TASRCR ©

fFR= A ERARIEE PV

P& = AHRATREBRYIEAE Volume BF > ¥IFERY Trident Volume B2 TMIBRIREE] o FEPRMLREE IREE LUMIBR
Trident HEFEE o

Z8ZE Volume Snapshot %4123
WRIEHIKubernetesE R AR B FREBITHIZZMA T AT RKE ~ EAIUKEBE T A ETIE o

FTER
1. #17Volume SnapshotZFEXH o

cat snapshot-setup.sh
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#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. #37SnapshotiZHlgs o

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ WEHE - :5FIEL deploy/kubernetes/snapshot-controller/rbac-snapshot-controller.yaml* if:
B3 "namespace ML =R ©

TERAEAS

* "VolumeREE"

* "Volume SnapshotClass"

215


https://docs.netapp.com/zh-tw/trident-2502/trident-concepts/snapshots.html
https://docs.netapp.com/zh-tw/trident-2502/trident-concepts/snapshots.html
https://docs.netapp.com/zh-tw/trident-2502/trident-concepts/snapshots.html
https://docs.netapp.com/zh-tw/trident-2502/trident-concepts/snapshots.html
https://docs.netapp.com/zh-tw/trident-2502/trident-concepts/snapshots.html
https://docs.netapp.com/zh-tw/trident-2502/trident-reference/objects.html

RRIEE

Copyright © 2026 NetApp, Inc. FRTEFRE ° GEEIR ° IHEREFMBE ARASERET » MERARERE
Eg&ﬁ%ﬁﬁu&ﬁﬂ?ﬁﬁ&ﬁﬁ % (B ~ EFTEm) B8 aiEFH - 8% - REREEEEFRERSR

9 NetApp hRIEERHTHRZ SRS RET FIIIREN REEHHH !

LEEREELA NETAPP TRER) 21 » AREAAREETRAVER » SEEFRNAERESEERREENEREZ
R > LB - RMEAIBERT > EREENRSENEMER EEEZEZIE « BN - MBI « 155k « &
SEFHTEMIRE (BEEFRRENBEMmIBRTE 25K ; £/ - BRSFIE LRRX | NEEEEDE) - &
it £ AL BE R LUE RS TUFREE A ~ BEESRIETS (BB EM) F75HE > NetApp AR
88 IMEERSNAERNIEZEFEZAREMSETRA o

NetApp 7 & FER £ B APt 2 (R R E BRI > -OARS1TEA o NetApp FEERERERAX PRtz EmimE
EREEET » FRIFEFIELEE NetApp EEHFEE - EANBEILLERT A EEREEMEFE « HIEESER
Hth NetApp & =M ERERIIET FERIRME

AFEMAFz EmZE—IE (8) ULRNEEFF - BSNEFISEREFREFFRE

BIRHERIEREE © BUTHRAIRIER « BRI AREEES DFARS 252.227-7013 (2014 £ 2 A) #1 FAR 52.227-
19 (2007 &£ 12 B) mfy TEMTERER) - JEmEIBERL & (b)(3) /N&RFFk Z PR ©

IEEFrE BN EEERN / WEERY (W FAR 2.101 FAER) HERISA NetApp, Inc. FiF © iRIBEA GRS
HBIFRE NetApp FMTERMERSREEBREENE » TEXZHMALERE - ZEBREFHRZERAS
JEERE ~ JFEGE « JFEIRE « 21K - BRARAMIENERER » ERNERBFASHIEERAISAFRAR
2 #E > WEREBITZENZENATER © IRIEAXSBERE » BRIEKRL NetApp Inc. EFIEEFTH » ~F
E1TER ~ 185 ~ ER B~ BITRETZER - ERIBNTE FREIFE 25T ol #F > ZE A DFARS R
252.227-7015(b) (2014 & 2 B) FritER] o

AR E

NETAPP ~ NETAPP 125§ http://www.netapp.com/TM Fr5l| Z {25192 NetApp, Inc. BIFEIE o SXHFRH R RFR
BHMARANERLE  MAHSEMEENERE > REEIE -

216


http://www.netapp.com/TM

	使用 Trident : Trident
	目錄
	使用 Trident
	準備工作節點
	選擇適當的工具
	節點服務探索
	NFS 磁碟區
	iSCSI磁碟區
	NVMe / TCP 磁碟區
	FC 磁碟區上的 SCSI

	設定及管理後端
	設定後端
	Azure NetApp Files
	Google Cloud NetApp Volumes
	設定Cloud Volumes Service 適用於Google Cloud後端的功能
	設定NetApp HCI 一個不只是功能的SolidFire 後端
	ONTAP SAN 驅動程式
	ONTAP NAS 驅動程式
	Amazon FSX for NetApp ONTAP 產品
	使用kubecl建立後端
	管理後端

	建立及管理儲存類別
	建立儲存類別
	管理儲存類別

	資源配置與管理磁碟區
	配置 Volume
	展開Volume
	匯入磁碟區
	自訂磁碟區名稱和標籤
	跨命名空間共用NFS磁碟區
	跨命名空間複製磁碟區
	使用 SnapMirror 複寫磁碟區
	使用「csi拓撲」
	使用快照



