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=12 Trident Protect
BIE Trident (ReEIRREEAFEUTF

Trident Protect ##F Kubernetes BRI FEUEH] ( RBAC ) I o RIEFEER » Trident
Protect IRt BB — R 4R a4 T M R EHABRIBITER HE?“¢EF5 MRABBFZERETIFEN
ZEES ,dt__[l/(ﬁ}fﬁ Trident Protect BY RBAC IhiE » EiEAMMtiZH ¥ & R dr 4 = RAY
FH ©

EETEE—FEAUENFELRT R ERPMEIR trident-protect » R UFEFRAE Hithas BT HE
/F)'g EEFFIHERNEREXNEFER  CEERIUREINIGERER » UiSE RMERRER ML EELEmEE
AR REFERETUAETERGREMPEUERELERE CRS trident-protect ° MEEEERTE

R R EHTEUEARNENSIE CRS (REMEREEHEBAEARERNGREHPEIERERE
EIEIE CRS) o

QBERREIES T EFEUREN Trident (REBFTERMMY > 84E !

* *AppVault* : BEMFEREER
@ * * AutoSupportBundle * : &SR » seER R EERRAY Trident Protect Eifd
* * AutoSupportBundleSchedule* : BIBCERUNEHE

RIEMCERER RBAC RIRFI R G ERSFEVERMM

% RBAC MIFTRIEERHIS L EREMAEAEER - 28 "Kuberetes RBAC S ¢
FARESIR USRI » $2 B0 "Kubernetes BRISIRS S °

g6 EEMEERERTFEUE

oI - EBAREEES 0 —MEIRERFERE » UWh—ETHERE - EEEESR TN T7IITE » MBI —
BRI - EEPI&EﬁH*Dﬁﬁ’:}EﬁH%EH’@E@H&?&)&%@E PR ZERENER o

SEA1 [ BustTHEUESSERFENER
Bis R EEARENEEANARER > TERMMZEREAREFEIELEER -

1. BIEBERTRRZER !

kubectl create ns engineering-ns

2. RITHHEFARR AR R ZE
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kubectl create ns marketing-ns

TR 2  BIABARFSIRE > B EnRERTHNEREE

CEFE N EEN 2T HEMETERRFBIRE » BLEZASEFEREEFERILIRFIRE » UMEHRELERTE
Bz RIE—F 2| Privileges ©

B
1. BITIRBHERIIRTIRS -

apiVersion: vl
kind: ServiceAccount
metadata:

name: eng-user

namespace: engineering-ns

2. RITHHEFAERILARTSIRE

apiVersion: vl
kind: ServiceAccount
metadata:

name: mkt-user

namespace: marketing-ns

TR 3 | AEBEMIREBRAZILWE
ARF5 R A IS 2 A ZREEEE IRTS IR - MNRZEIAR » AT LA RAMIPRA EREIL -

ﬁl‘ Eé
1. B IERBIRPEILMWE

apiVersion: vl

kind: Secret

metadata:
annotations:

kubernetes.io/service-account.name: eng-user

name: eng-user-secret
namespace: engineering-ns

type: kubernetes.io/service-account-token

2. B THERFIRA R ILAE



apiVersion: vl
kind: Secret
metadata:
annotations:
kubernetes.io/service-account.name: mkt-user
name: mkt-user-secret
namespace: marketing-ns

type: kubernetes.io/service-account-token

$ 8% 4 : 17 RoleBinding ¥4 > #% ClusterRole ¥ &4 ZE EEHBIIRFFIRSE

Z 4 Trident Protect RFZE I FE5%HY ClusterRole #11f o En] BN ER A EELEYH > &t ClusterRole ¥
EEIRTEIRE o

TER
1. # ClusterRole B4EE TIZRRFEIRS

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: engineering-ns-tenant-rolebinding
namespace: engineering-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

2. # ClusterRole E4E E1THHARFSIRE -



apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: marketing-ns-tenant-rolebinding
namespace: marketing-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: mkt-user

namespace: marketing-ns

SERS5 1 RIGRERR
A ERE S IER -

TR
1. BRI RERETUFNIREZEER :

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n engineering-ns

2. R I RERAERAFITHER

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n marketing-ns

$EZ 6 . T4 AppVault Y89 7ZENE
EEHTEREETE  OINEKMIIRE > 2EBIEE XA AppVault MENTZERERE FERMERE o

1. B WEA AppVault FIINZE4EE YAML 1£2 » LUSF(FEHEEFE AppVault BYHERR o FIg0 > 75 CR #
AppVault WEEER FERA#E eng-user -



apiVersion: vl
data:
accessKeyID: <ID value>
secretAccessKey: <key value>
kind: Secret
metadata:
name: appvault-for-eng-user-only-secret
namespace: trident-protect
type: Opaque
apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: appvault-for-eng-user-only
namespace: trident-protect # Trident protect system namespace
spec:
providerConfig:
azure:
accountName: ""
bucketName: ""
endpoint: ""
gcp:
bucketName: ""
projectID: ""
s3:
bucketName: testbucket
endpoint: 192.168.0.1:30000
secure: "false"
skipCertValidation: "true"
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: appvault-for-eng-user-only-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: appvault-for-eng-user-only-secret
providerType: GenericS3

2. BUNERMAE CR > REEEESHMRENSRERTREERINFEE o flu



apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
name: eng-user-appvault-reader
namespace: trident-protect
rules:
- apiGroups:
- protect.trident.netapp.io
resourceNames:
- appvault-for-enguser-only
resources:
- appvaults
verbs:

- get

3. B EHM RoleBinding CR > ##ERB4EEFEAZE eng-user © HI40 :

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: eng-user-read-appvault-binding
namespace: trident-protect
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: eng-user-appvault-reader
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

4. FESDHEPRIERE o
a. ERFRENFRA s =R AppVault ¥4 &

kubectl get appvaults -n trident-protect

-—as=system:serviceaccount:engineering-ns:eng-user

TREZEEZHLUTIIMEREL



Error from server (Forbidden): appvaults.protect.trident.netapp.io is
forbidden: User "system:serviceaccount:engineering-ns:eng-user"
cannot list resource "appvaults" in API group
"protect.trident.netapp.io" in the namespace "trident-protect"

b. AHUEEEAEES RS MFIERTEAEFEWI AppVault B

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user
get appvaults.protect.trident.netapp.io/appvault-for-eng-user-only -n
trident-protect

TREZEERELUTREE

yes

Ilju:%

TEARF AppVault #EIRAIEFE FEZAESEIRIERY AppVault ¥ RNITRRAENER SIEEE - MBS
FEGERan R EFLSMNVEREIR - HRILMMPIEEZFIHEIR

EZ17 Trident Protect & &

&R LUEF kube-state = » Prometheus # Alertmanager BR85S T B AR ES1ES
Trident Protect {REEBVEIREZANT ©

kube-state E2RFZ U Kubernetes API BNEEE = © 138 Trident Protect {F AR HIRIZEHEIFARENE
Fﬁﬁuﬂ °

Prometheus @—ETEZ4H > RI#EEXEH kube #Ik EEEFMEEAMNER » TREZIRABLEYHNSZEE © kube
ARBEISIZF] Prometheus HEIRE—TEFS % » :EEHE A Trident Protect Bs B IR BRIV 2 ARTMAREE ©

AlertManager @—IBARTS > AIHEEX Prometheus & T EFMEXMET » W HERAELREHNBEAIM o

L*“ﬂ?%?ﬁﬁ@aﬂ’ﬁﬂ CHIERER R KREZBFIUNEENIRIE - AR TIIERAXH > X
SR EETRERE -

@ * "Kube-state}§IEZ 4"
* "Prometheus 34"
* "AlertManager S {4"
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L4 kube REEES
R LUE A Helm 2RZEE kube AREEEE o

S ER
1. 718 kube ARAEISAZ Helm B © 40 :

helm repo add prometheus-community https://prometheus-
community.github.io/helm-charts
helm repo update

2. A Helm BIREILABRAERE (BIU0 metrics-config.yaml) o EAIUABFT FHISEHIAERE » UREENIRE



=3

BIE 845 -config.yaml : Kube-state E&£ Helm [BEZRARAS

extraArgs:
# Collect only custom metrics

- —-custom-resource-state-only=true

customResourceState:
enabled: true
config:
kind: CustomResourceStateMetrics
spec:
resources:
- groupVersionKind:
group: protect.trident.netapp.io
kind: "Backup"
version: "v1"
labelsFromPath:
backup uid: [metadata, uid]
backup name: [metadata, name]
creation time: [metadata, creationTimestamp]
metrics:
- name: backup info
help: "Exposes details about the Backup state"
each:
type: Info
info:
labelsFromPath:

appVaultReference: ["spec", "appVaultRef"]

appReference: ["spec", "applicationRef"]
rbac:
extraRules:
- apiGroups: ["protect.trident.netapp.io"]
resources: ["backups"]
verbs: ["1list", "watch"]

# Collect metrics from all namespaces

namespaces: ""
# Ensure that the metrics are collected by Prometheus
prometheus:
monitor:
enabled: true

3. ZFE Helm EIFRLULEE kube AREEE S - HIY0 :



helm install custom-resource -f metrics-config.yaml prometheus-

community/kube-state-metrics --version 5.21.0

4. (KBEBAHRIET » /T kube ARBEESE » WUES Trident Protect FRfER Z B ] & REHEE "Kube-state EEEH
STE RS o

Z#EPrometheus

A LUK BB RY3E AR L8t Prometheus "Prometheus X" o

%4 AlertManager

ISR LUK BB RIS R L8 AlertManager "AlertManager X" o

T2 | REEETEUHARIEE
LRERTAZE > CRERTIREAIBEE -

1. # kube ARBEISIZEL Prometheus 24 © 47%8 Prometheus AL B X4 (prometheus. yaml) M0 kube AR
RRIEIEARTSE R o i -

prometheus.yaml : kube-state-metrics fR75£2 Prometheus BI&ERL

apiVersion: vl
kind: ConfigMap
metadata:
name: prometheus-config
namespace: trident-protect
data:
prometheus.yaml: |
global:
scrape interval: 15s
scrape configs:
- Jjob name: 'kube-state-metrics'
static configs:
- targets: ['kube-state-metrics.trident-protect.svc:8080"]

2. 87 Prometheus i EREEHZE AlertManager © #7%5 Prometheus BCE X 4 (prometheus . yaml) RN
MFES -
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prometheus.yaml : [7] Alertmanager E$iX%%R

alerting:
alertmanagers:
- static configs:
- targets:
- alertmanager.trident-protect.svc:9093

nlj:l:%

IR7E > Prometheus FIIATE kube-state EE2WEEE » M AlEXE R4 Alertmanager © [RIRTEBEHTREME
BERAVEN - UREEEERIAIE o

T3 I REETMERERM
RETAUAREEZ & CRERTHFETHENEE » UREMXLRNME o

g U S

lX‘F%ﬁT’i'JE%"E%ﬁTﬁE%‘Iﬁﬁﬁ’\]ﬁk%&i‘f_% 5 # i F RS NRARE R Error o AT EETILERFILARY
BICMIRIE » WAFIE YAML R ERE S E4HBERT prometheus . yaml :

rules.yaml : E&RKBHEHHY Prometheus EIR

rules.yaml: |
groups:
- name: fail-backup
rules:
- alert: BackupFailed
expr: kube customresource backup info{status="Error"}

for: 5s
labels:

severity: critical
annotations:

summary: "Backup failed"

description: "A backup has failed."

2R 7E AlertManager LAEXE R EHMIEE

&EI LA AlertManager 5% € AKX B4 H i@ » FISNEFEMYF » PagerDuty > Microsoft ERKak E @R
IR » HERERRPISE[ERIRIAERE alertmanager. yaml ©

UTEHHBEREIEERTEAEXRENE Slack 88 - EERBEHIRIEETILES > B SENERRS
“api_url’ ,axfaiREF'TEFHE’J Slack Webhook URL :
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alertmanager.yaml : [A] Slack 838 353X E#;
data:

alertmanager.yaml: |
global:

resolve timeout:

5m
route:
receiver: 'slack-notifications'
receivers:
- name:

'slack-notifications'
slack configs:
- api url:

'<your-slack-webhook-url>"
channel: '#failed-backups-channel’
send resolved: false

E4 Trident Protect ST1ERFZ4HE
Trident Protect AlEAMEIEE AL EMHES » HHES NetApp TIEFFENE » GIE
FrEIESREMNERAERNEGE » EEMAEEN c REBELEEHFHER > BIeJLIER
BiTER (CR) 1822 » WIEEM HEE NetApp SIEALE (NSS) o



M CR B IRARTF4ES
B ER
1. B B:TER (CR) #EEITMm% (FU trident-protect-support-bundle.yaml) ©

2. RETIIEMK

° * metadata.name*: ( _required ) IEEFTERNGTE ; AENIRIEEER —B SIEALTE

° spec.triggerType : (_required ) RERINELZIREMN  ERHIEEL - IENEHESE
BFfA EF 12 B8 > UTC o TIRE(E -

* BHHE
* Ff
° SPEC.uploadEnabled : ( Optional) ¥ZHIRERESEIRIGESELER & i$H EEZE NetApp
ZIEAAIL o WIRFKISTE » BIBRERE false o AJREME !
=1
5 (FER
° spec.daWindowStart : ( Optional) RFC 3339 S8BT F » IeEZBEHTFRESER

BYRE FERAIEH B RASRSR o MRAKISTE > AIFERR 24 /KAl o WRILUEENRFHRER 7 X
Al ©

YAML &4 :

apiVersion: protect.trident.netapp.io/vl
kind: AutoSupportBundle
metadata:

name: trident-protect-support-bundle
spec:

triggerType: Manual

uploadEnabled: true

dataWindowStart: 2024-05-05T12:30:00%

3. ERLUEHEREBEAEZE 2% astra-support-bundle.yaml ~ :5EF CR :

kubectl apply -f trident-protect-support-bundle.yaml

fEF CLI B HIBRFEE
SR

1. B SIERFEE » LIRIBEEMEMUERTAE o trigger-type REEGIIUAEY » BREUR
FIBURIHERZ » AIMARE "Manual '8 “Scheduled ° JEFRE&E 4 Manual °©

fgn
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tridentctl-protect create autosupportbundle <my-bundle-name>

--trigger-type <trigger-type>

F+4K Trident Protect
IZEILARE Trident Protect A4k E &R » UAF) BT TNAE S ERIE

EEF4K Trident Protect » 3BT L EE o

W
F
o

IR
1. B3 Trident Helm 72 -

helm repo update

2. #4% Trident Protect R ERA :

helm upgrade trident-protect-crds netapp-trident-protect/trident-

protect-crds --version 100.2502.0 --namespace trident-protect

3. F+4R Trident Protect :

helm upgrade trident-protect netapp-trident-protect/trident-protect

—--version 100.2502.0 --namespace trident-protect
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