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Trident for Docker
ZRE SRR
EERETrident B » (EAETE T 1 2818 E N MR SRS o

ZEES
s HEERIEHIEE MEFIBER K" o
° BRI E R T T HER Docker A7 o NRIEHY Docker RSB BFF » "L EFE" o

docker --version

* SRRSO GRY K B REN R E MR STR IR o

NFS TH

ERERANEEER AN SZENFS TR -

RHEL 8+

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

(D = NFS TRBEHAE TS - ML HIREN N5 58555 4508 o

iSCSI TH

ERERANEEER RIS ZE ISCSITA -
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RHEL 8+
1. ZEDTRFRES !

sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-

mapper-multipath

2. FAIRE iscsi-initiator-utils AR AN EE 4 6.2.0.874-2.el7 BEFARES
rpm —-gq iscsi-initiator-utils

3. BIRHARNRERTFH !

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf

4. MAZRE:

sudo mpathconf --enable --with multipathd y --find multipaths n

@ R etc/multipath.conf ®& “find multipaths no {E ME “defaults°

5. FEF “iscsid A “multipathd IE7EE1T :

sudo systemctl enable --now iscsid multipathd

6. EYFEMERIE) iscsi -

sudo systemctl enable --now iscsi

Ubuntu
1. REDTRATRER :

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools

scsitools

2. 3EHGE open-iscsi lRASEE 4 2.0.874-5ubuntu2.10 XESHRAS (G bionic) 5 2.0.874-
7.1ubuntu6.1 SESHRAS GERIH focal)



dpkg -1 open-iscsi

S RFHANREATFH :

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf
4. BRI .

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EOF

sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

(:) MR etc/multipath.conf B8 “find multipaths no {E ME “defaults°

5. HE{® “open-iscsi' A “multipath-tools' B EY Il [E/E181T :

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service

sudo systemctl status open-iscsi

NVMe TH
ERBEANEEERMKIIELRE NVMe TR -

* NVMe £E RHEL 9 S{E S kR4 ©

@ * MRITAY Kubernetes BNRLAYIZOIRZANKES » B TRIROIRZARE NVMe EREE > RIIEH]
FEEERENREAVZIORRAEFH S EE NVMe ERASERIARES



RHEL 9

sudo yum install nvme-cli

sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli

sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

FCTHA
ERBERANIEFERANGSEEFC TR -

* B{EA#HIT RHEL/Red Hat Enterprise Linux CoreOS (RHCOS) EEH FC PV BT {EEHELE »
“discard"StorageClass H1#J mountOption FARBITARERZERIEIUR o BE "AIIESHE"

FRTEE
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RHEL 8+
1. ZEDTRFRES !

sudo yum install -y lsscsi device-mapper-multipath

2. ARERE

sudo mpathconf --enable --with multipathd y --find multipaths n

(D MR etc/multipath.conf B®& “find multipaths no {E FE ‘defaults®

3. F&{F "multipathd IE7EIE1T :

sudo systemctl enable --now multipathd

Ubuntu
1. REDTRATRER :

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools

2. ARERE

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

@ MR etc/multipath.conf B®& “find multipaths no {E FE “defaults°

3. HE{R ‘multipath-tools’ ERY A E1E3E1T :

sudo systemctl status multipath-tools
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Trident for Docker ZNetApplEFF A1efitiE Docker £RERMNNEHIZE S - TXENH#E
& E) Docker THMHEFEREEMNEIE » WiIRET —EEZR » UERBRFINEMFE

VAN
= °

FER—& T E AT U ERFRITZE TridentE o ST URREZD S EREFERANEEER > THEAIMUBRT
Docker WiFEE EARETE ©

IRREA
EE HENSREE" © BRBRRIHAEHE > BB Trident o

Docker BIBaVEHF 55 (ARZS 1.13/17.03 RESHRE)
BHYE Z Al
WRIEZHI7E Docker 1.13/17.03 Z BIRIRRZASH{ERB Trident B4 TEIERF 7% » sARIRTESE
L& IMMER A 5 2 BT L Tridentf2 53 EHEREN Docker PR ©

1. BILFRAEEETHES

pkill /usr/local/bin/netappdvp
pkill /usr/local/bin/trident

2. &R Docker ©

systemctl restart docker

3. FEMRIEBE %L Docker Engine 17.03 (#ihRZs 1.13) HESRRES ©

docker —--version

MREHIRABIBE » "LERAEMCHZERER" -

1. BUREEIUN T HEEREE !

° “config' TBEZ &% & “config.json’ 738 » oI LUEBTEE iR ICEEZAEA T8 o “config 1EZR & B
BETE o :REREMBNIR Jetcinetappdvp THEAAE FHIBEE o

° log-level : IEEHHEMR(debug > info > warn > error ’ fatal) o ¥Bs%{E% infoo
° debug : 1EEE LA BEEECER - TAR(ES false - MRABE > AIBEHFEER °
L BIURERTRALE
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sudo mkdir -p /etc/netappdvp

cat << EOF > /etc/netappdvp/config.json

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQOF

2. ERAEBEIMIRARIEN Trident © & “<version> R ETEERAMEMHIRA (xxx.xx.x) °

docker plugin install --grant-all-permissions --alias netapp
netapp/trident-plugin:<version> config=myConfigFile.json

3. FAREATridentit BEREMI R FFESHIFZR] o
a. B —{E%A TfirstVolume) HIRERER :

docker volume create -d netapp --name firstVolume

b. 7SS RNEI R I TR TALE -

docker run --rm -it --volume-driver netapp --volume

secondVolume:/my vol alpine ash

c. #BrgE & firstVolume” :

docker volume rm firstVolume



E47n%E (R 1.12 SERRRE)

F';ﬁil“Zﬂ
EE(RIS(ERMZ Docker BRZS 1.10 S ESRRZS ©

docker --version

MRIERIRABE > FEMEHNERE -

curl -fsSL https://get.docker.com/ | sh

WE 0 "BIRBIEHDERBEITIRE"
ERRICHNAKEEE NFS F/3( iSCSI ©
TER
1. L8 FEENetApp Docker BEEE SMIER
a. THIURELEERRELR :

wget
https://github.com/NetApp/trident/releases/download/v25.06.0/trident-
installer-25.06.0.tar.gz

tar zxf trident-installer-25.06.0.tar.gz

b. B ZIEIKILEEEPAIFEEME

sudo mv trident-installer/extras/bin/trident /usr/local/bin/
sudo chown root:root /usr/local/bin/trident
sudo chmod 755 /usr/local/bin/trident

C BURTEREHFERE :
sudo mkdir -p /etc/netappdvp
d. BIURENR :

cat << EOF > /etc/netappdvp/ontap-nas.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"datalLIF": "10.0.0.2",
"svm": "svm nfs"
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQFE

2. MEBW TEMERLRIRTEIER  ERAMENREERE TridentsFERER ©
sudo trident --config=/etc/netappdvp/ontap-nas.json

() worssse - MREEHRANERLES Metapp) ©

THERFEEE > KEIMUER Docker CLI N EIEIM A ERHEE o

3. BIHITRE -
docker volume create -d netapp --name trident 1

4. EREHASIBFACE Docker HEIEE ©

docker run --rm -it --volume-driver netapp --volume trident 2:/my vol

alpine ash

5. MP& Docker HARE& :

docker volume rm trident 1

docker volume rm trident 2

ARG EEN R R E Trident

systemd Z#EAVERHIEE TTREZRRIE L FAIE R © “contrib/trident.service.example' £ Git BEH o HETE
RHEL RAFFERZMH > SFHIT FIHRME



1. WX HEREIERMUE
MREITZEER > AIERETIERERE—%ME -

cp contrib/trident.service.example

/usr/lib/systemd/system/trident.service
2. fﬁﬁﬁ%ﬁiﬁ: » i (55 217) EEABEESHEXRBER » LRREERT (F917) EFARMENIR
R o
3. EHEA systemd IUEELIRIKEAT

systemctl daemon-reload

4. BUFBRBRTS o
EELEE R S RH S RTEFRE o fusrib/systemd/system H§ o

systemctl enable trident

o. EREDARES o

systemctl start trident
6. EEAMRE -

systemctl status trident

@ BRIEAETIERE > BRITIU TS ¢ “systemctl daemon-reload' s < E AES R AN IS L&
E -

4Rk 2R Trident

e A2 2 FH 4R Trident for Docker > MAGHIEEFRANEEEESE T AFEE - A4E
BhEE—REERIRER > "docker volume $HE IR S IR IH » FERERE
EHEEE > BIZIEHBIIET c KZEIBAT » EREEXLFE o

Fak

FHIKBBTHF EEH 4R Trident for Docker °

10



1. FIHIRAEMR

docker volume
DRIVER
netapp:latest

2. 2R

docker plugin

1s

VOLUME NAME

my volume

disable -f netapp:latest

docker plugin 1ls
ID NAME DESCRIPTION
ENABLED
7067£39a5df5 netapp:latest nDVP - NetApp Docker Volume
Plugin false
3. FHagiEMY :
docker plugin upgrade --skip-remote-check --grant-all-permissions

netapp:latest netapp/trident-plugin:21.07

@ Trident 18.01 ARZSEXX T nDVP o {REEZEIZUU T B - netapp/ndvp-plugin’ &R
‘netappl/trident-plugin’ Blf& ©

4. Rt -

docker plugin enable netapp:latest

o. FMETIMIMENERA ¢

docker plugin
ID

ENABLED
7067£39a5df5
Plugin true

6. LR -

docker volume
DRIVER
netapp:latest

1s

1s

NAME DESCRIPTION

netapp:latest Trident - NetApp Docker Volume

VOLUME NAME

my volume

11



NREWEERRAI Trident  (20.10 ZA0) F4&EITrident 20.10 HEZARA > AIFIAERBRIER - E
ZER > A2REANHEE" - IRBIILHER » TRZSTERZEY - ARG - REBE

() EmERMIRESUKRREFBNTridentiRa | docker plugin install
netapp/trident-plugin:20.10 --alias netapp --grant-all-permissions
config=config.json

PR Ze L
HIKB T L B ERZ % Trident for Docker ©

1. MIBRIGEHFTIRII AP B HAIRE o
2. iR

docker plugin disable netapp:latest
docker plugin 1ls

ID NAME DESCRIPTION
ENABLED
7067£39a5df5 netapp:latest nDVP - NetApp Docker Volume

Plugin false

3. TERRIEM

docker plugin rm netapp:latest

ERE

R LUERIZAE AR « ERMMIBRE docker volume EERs » s5EAIEE Trident
ERHIENLBHIES °

Ellf=Ze
* ERERABRI AR RN NRE |

docker volume create -d netapp --name firstVolume
* BUAERETridentEFIHHIEE :

docker volume create -d ntap bronze --name bronzeVolume

12
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() mrcesrEeEAnE EE ERNEEDRRNERRE -

* BEEREAN/) - H2ERUTES > EREENENEIL 20 GiB RIHIRE !

docker volume create -d netapp --name my vol --opt size=20G

HREE A/ NAFBRERRT  EhE S —ERH(E » En/E (g0 : 10G ~ 20GB ~ 3TiB

) o WIRRBEISTEN > BIFERES G o K/NEBAAUERTE 2ME (B KB+ MiB -+ GiB
~TiB) {10 9E (B~KB-MB-GB+TB) - fiEEMNFH2ME (G=GB>T=TB
v ) o

BlrEs
i pRex kR & By 75 TUEA ELth Docker ARG —4k -

docker volume rm firstVolume

(D A solidfire-san’ L EEBNZS MM L HISRIRE ©

FHIKEB T 5L EEFH4R Trident for Docker ©

BRE

fEFRF ontap-nas ’ ontap-san ’ solidfire-san » # ‘gcp-cvs storage drivers TridentA] AR [E% o {#
FABF “ontap-nas-flexgroup @& “ontap-nas-economy SBEITE N A 1B el IR AR @B ks E gL
—{EFTBVIRER o

* REHIRETIRIRE ¢
docker volume inspect <volume name>
© WIRBHIRERIIHIRE o S EREIZ—ERMBIRR |

docker volume create -d <driver name> --name <new name> -o from
=<source_ docker volume>

* WERAHRE LRIRBREIIAHIEE - ETZRIZAVIRE :

docker volume create -d <driver name> --name <new name> -o from
=<source_ docker volume> -o fromSnapshot=<source snap name>

13
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B+

docker volume inspect firstVolume

"Driver": "ontap-nas",
"Labels": null,
"Mountpoint": "/var/lib/docker-volumes/ontap-

nas/netappdvp firstVolume",

"Name": "firstVolume",
"Options": {1},
"Scope": "global",
"Status": {
"Snapshots": [
{
"Created": "2017-02-10T19:05:00z",
"Name": "hourly.2017-02-10 1505"
}
]
}
}
]
docker volume create -d ontap-nas --name clonedVolume -o from=firstVolume
clonedVolume

docker volume rm clonedVolume

docker volume create -d ontap-nas --name volFromSnap -o from=firstVolume
-o fromSnapshot=hourly.2017-02-10 1505
volFromSnap

docker volume rm volFromSnap

AN ILBYHE

REEIINPEINEREE (FHER) REDIBEEERZRRAAZ TridentSZIBRF (B0 : —B) > BESAHEME
FATridentZEUELEIREE (HEER) o ‘extd' 18T /dev/sdct LB B TridentsAfd) o

EEEI S ESEREA

BEFFREENEAE —ERERER » SR UMIRE R EELEREBU BT
R - FER T HERANCEERNF#FRFRER -

TR AR E IR AR (A E LR IRIF B B o IRMHUEIANE -o CLI RN ER F - BEEEER JSON
REEPIERMFNE -

14



ONTAPA =418

NFS ~ iSCSI #] FC BYMSFRE I BETR B L T 47 ¢

IR

size

spaceReserve

snapshotPolicy

snapshotReserve

splitOnClone

encryption

tieringPolicy

LURHINZER(ZEAN NFS

fhi
SANFERZ 1 GIB °

REREHFRNATURRERENERE @ FARAEE
BLE c BRES none (BEECE) M volume (EEC
B) o

ERHBIRIR RIS E AFTR{E ° TAR{EA none' EF
FEFNE BBAZMRERITRR - [RIFRFEEES
&2 » FRIFFEONTAPAA L& EE—E%

7 Tdefault) BYTRBE > SARESERZIARE 6 fES/)\
RFERER ~ 2 B BIRERH 2 [EEBMRIR - AILUEARIE
RIBRIRIBRRFNER o " .snapshot' EREZ B ik
PRyEER

ERBRETEEER T AFMENE AL - EREAT

) BRTIMNEITEIZT snapshotPolicy » ONTAPjiE
1Z snapshotReserve GBEZA 5%) ; 1R
snapshotPolicy 7 none > BI] ONTAP H&isE2
snapshotReserve (GBHE#% 5%) ° ERILIEREEF
AFrBEONTAP& ifm&% iE T85& snapshotReserve & » il
BRI LB E A {ER& ontap-nas-economy Z 9MNYFR

B ONTAP & IH AR FR EE JE T 88 1E o

RESER > S ERONTAPILENE RSB EERED
B o TAR(ES false - AERESHAAIRIFERIZE
BIUARREESRAERXENR » IAFTKAIEAHRE
REFHENE - fIl > ZE—EZENERIUBE KX
SR - EMHENREEZREARLD - BHIb&EFIZEMfF
DeE ©

TEEFERE & B NetApp A RE & N2 (NVE) ; TB:R A
false o HE{FFILIEEIE » BETEHESE FEIS NVE 3
ATAEYFE NVE o

WMRBIHEE T NAE » BTETrident fig & B9{E T biihtk
EZZ R NAE ©

BEEZER > F2R . "Trident?{a &1 NVE 1 NAE #[E
THE" o

REHREZERIDERE - BRE T EEFERK
FEBRE (PER) K> SERHERIIZRE -

15
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IR

unixPermissions

snapshotDir

exportPolicy

securityStyle

LURHINEER(ZEAN iSCSI ¢

IR

fileSystemType

spaceAllocation

]
sAE U T EA
*BIU—E10GB % :

it
BENSHTHIIERE - BRERT > HRERES

U erwxr-xr-X A F RN IER A 0755 0 B “root’
BRAFREE - XFRAHBFIRG o

RBEHRES true i&6E - snapshot B R isEE AR &

E%EIEE’\JE%’E o JER(ES false BEKENRM
*.snapshot’ B #7858 A 22 FRARE o %‘tbfﬁfg‘ﬁ FIUNE

FHH MySQL $5& » 7EUATIER FEAANTERREF
“.snapshot' B#A] & ©

R LR B ZfEARIE L R - TARER

default °

REANRFEEEENZ 2R c TBRES unix° B
WEA unix M “mixed e

it

RERAMRIETNE ISCSI HIREMIERARL - TERES
extd c BYES ext3 extd » M xfso

i ELERRE A% “false i&RBARA LUN BYZER D ECIIAE

B% “true’ Li%mHEZEE?E’EFﬁTEEEZEE?EEPE’J LUN
ERET R AR 0 ONTAPE@EM T o ILEIFIER
SFONTAPTE EHEMIFRE K B B B[O URZER] o

docker volume create -d netapp --name demo -o size=10G -o

encryption=true

* BI—EFAEREEMN 100 GiB HRE :

docker volume create -d netapp --name demo -0 size=100G -o

snapshotPolicy=default -o snapshotReserve=10

* B —ERAT setUID fiIjt

16



docker volume create -d netapp --name demo -0 unixPermissions=4755

B/\EERR&E A/NA 20 MiB ©
WNRKIETEIREBRYE > BIREZRIEA none TridentfER 0% AYIRIBEEME o
* B —E2F RERREANRBRAENEHIEE :

docker volume create -d netapp --name my vol --opt snapshotPolicy=none

* BI—ERARERE B BETIRRRELLHS 10% FHERE !

docker volume create -d netapp --name my vol --opt snapshotPolicy=none
--opt snapshotReserve=10

* BIU—EEARBRERHM 10% BiTIRBRE ZHEVEIRE :

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy --opt snapshotReserve=10

* B ABREBHRRNE > TWiET ONTAP NTERIRERRE (GBER 5%)

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy

Element BX e B =5EIE

Element BRASIEIR S B EHR @ ARAN A/ NIARFERE (QoS) HKig « B MIRER » A TIANIEEEE
RAEEAY QoS ZRE& : -0 type=service level @5 i% ©

£/ Element EEEITENER QoS IREEHRMNE—FT BRIV E/V—EHER » WIEREEPISTHAEBRAKNER
N~ ERKFZEEE IOPS ©

ElementEXBERY EL MR IR & F2 T 1RTE EIE LU T 4472

IR e

size HHIA/N > F855 1 GiB RECERE ... “defaults”
. {'size” . “5G"} °

blocksize AJfEH 512 5 4096 » TEER{EA 512 TR €l

DefaultBlockSize °

17



BlF
AESRUTE S QoS E&HEHIRERE !

"Types": [
{
"Type": "Bronze",
"Qos": |
"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000

"Type": "Silver",
"Qos": {
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000

"Type": "Gold",
"Qos": {
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

FLMEEES » ZRFIE=ERKER | Fi - BRNES - EERBEMEEIEN -

* Bl 10 GB 2% % .

docker volume create -d solidfire --name sfGold -o type=Gold -o size=10G

* Bl 100 GiB Hif% :

docker volume create -d solidfire --name sfBronze -o type=Bronze -0
size=100G

18



+

15)

alil-

EH
1SR LUK B S RBE TSRS o UNEE B 3ERY7T A BUAIEHAT Docker SMETETNA

U La\

B e

g BEELUEI TR RS

1. MREEREBENVFEEIMNMER S EBITTrident (B > 5 “docker plugin'én %) » BILUSHRIERR

docker plugin 1s

ID NAME DESCRIPTION
ENABLED
4fb97d2b956b netapp:latest nDVP - NetApp Docker Volume

Plugin false
journalctl -u docker | grep 4fb97d2b956b

REQFSFREZEUSZE RS HREIE - MREERH > LI UAEEETER o
2. BERREERECE: AR AR B EThsER MR ¢

docker plugin install netapp/trident-plugin:<version> --alias <alias>

debug=true
5E o EiRHE LRSI FRURAE S0k

docker plugin disable <plugin>

docker plugin set <plugin> debug=true

docker plugin enable <plugin>

3. MNRIETE I’f%%J:iMTM_LT_LYﬁ: » B|FEEAIN EMB RS o “/var/log/inetappdvp’ B - HEERAEIEH

SEECHE 0 SATEE “-debug EREITHRM ©

— AR PR RIS

* MAPBENGR REESAERER - EREMEZGIE - REERERE » ELEARRKIBAIMNGE

B > FIRE R A EIEELEHERRAE ¢

19



Error response from daemon: dial unix /run/docker/plugins/<id>/netapp.sock:
connect: no such file or directory

ERKRERMFREAR - ZENE » KIGHARET 2B FSCEINEE » BRI UE B E R sEBEINA
ZYIE

* MBRABRFEREDGE LEZERE » MR | rpcbind BEREMIETFETT o R ERIERRFFAFR
ROBERLIMERS rpcbind IETEETT © EAILUEBHMITU T RIEE rpcbind ARFSHIARAS :
“systemctl status rpcbind Sl ELZ 54 o

EIEZ{EATridentE 4|

EIEELRES ZEBERER » EEZETridentEf - EFZEEFIMRERIENER
AEBLERIFH T o --alias (FRA B2 CIEHRYEIS » (& “--volume-driver TEF 1 E
EH{ETridentfaY3EEIE o

Docker BIEIMIEE (BRZS 1.13/17.03 ESERAE) BT EE
1. BEE—EEHES > ISERRMRER o

docker plugin install --grant-all-permissions --alias silver

netapp/trident-plugin:21.07 config=silver.json
2. MBE_EER > IEEFEFILMRERE

docker plugin install --grant-all-permissions --alias gold

netapp/trident-plugin:21.07 config=gold.json

3. BIHARERS - RBIRISEREREIZRTE o
PN SEERFE -

docker volume create -d gold —--name ntapGold

e > HRBARZZEMS -

docker volume create -d silver --name ntapSilver

B4 A%E (A 1.12 HERRRE) T E
1. (EA BTS2, ID 3B NFS AL EEEh M -
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sudo trident --volume-driver=netapp-nas --config=/path/to/config
-nfs.json

2. {FFABTESNIZ ID A iSCSI 3R ERRENEY !

sudo trident --volume-driver=netapp-san --config=/path/to/config
—-iscsi.json

3. AEEREFEXNEHIEE Docker HAIRE :
BIEn > ¥H NFS :

docker volume create -d netapp-nas --name my nfs vol
fIgn » ¥t iSCsl :

docker volume create -d netapp-san --name my iscsi vol

HFACEREIR

BEBFARIEMTridentBii B VR EEEIE o

I¢

A EEIA
BEREEEERNFA TidentElE » SR ERIEEETA o

IR st B+
version R ENE RS 1
storageDriverName HFRHEN LR ontap-nas ’ ontap-san ’

ontap-nas-economy °?
ontap-nas-flexgroup °’
solidfire-san

storagePrefix ELBIAERER o TAR: staging
netappdvp °

limitVolumeSize HREX/NEERS o FBRE "™ 109
(Fa&HIEIT)

21



A70MEH storagePrefix (B1EFERIE) BAR Element & o TARRIBR T » “solidfire-san’

ERFNIZ S ZBRUEER B » W B ARAERILZ o NetAppiZ:RERRENTAAF ID #17 Docker Wihk
EME > SFERABESEE 0 ZBMEERIEAT Docker ks ~ SEEIFZNE MK B Docker BVRIA
% (WRAEFERTEAREEs) -

EILEFRTRARIEIE » MR ER T VSRR E ARSI IR o 38 size ILEIMERM AT 55485 o R
YT RE TRAR MR E A/ HE) » 252 RIONTAPERE R4 o

IR féa Bl
size HHARRE MY AT TR A/ © TR 16 106
ONTAP FC &

BR7 L IHECEEZ 5 - (EFIONTAPES » EE U T 7 IRRE -

=g gt B+
managementLIF ONTAPEIE LIF B9 IP {idlk o 82  10.0.0.1
LIsE—E= 2R E4HIs %18
(FQDN) o
dataLIF LIFt#EBYIP{3LL o 10.0.0.2

* ONTAP NAS EEEFIfE=* -
NetAppiZFEIEE dataLIF ° ll
BRI > Tridentig ¢ SVM BX
15 dataLIF o & LUEE—E5
2RE4HIE T8 (FQDN) AR
NFS B EiR(E - WML
DNS U1 % 1@ datalLIF Z[E&
TEE T -

* ONTAP SAN EEEHfE* : 55
$57E iSCSI & FC ° TridentB9{&E
F"ONTAPZEIZEM LUN th[E]" 3%
IR LR EEEFTEERY iSCSI
3¢ FC LIF o IR HIRUTIER

» g ELES | ‘datallIF B
BEMEE S ©

svm BERAEFERES (MREE  svm_nfs
LIF B LIF > RIILIEE MR
)

username HIZDREEENERES vsadmin
password EIZREEENED secret
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R ft fIF

aggregate AREENERS (FIE ; IRR aggrl
» BIWAZBIEIREG SVM) o Bt
“ontap-nas-flexgroup EEBNFZF » It
BRI 2B © 15k SVM BNFRE
B EE A EC B FlexGroupliiE&E o

limitAggregateUsage A IRFEXRBALLRDLE > 75%
B &L
nfsMountOptions ¥ NFS BIMUEIRETBMIZES] ; 8 -0 nfsvers=4

2 {E%A"-0 nfsvers=3" o {Z[RIUTIE
1 : “ontap-nas’#] “ontap-nas-
economy B)i¥ o "FEIELLEEE
NFS EHREEN" ©

igroupName TridentZ2 i M E IR SEENEL netappdvp
igroups fEA “netappdvp °

IEEARBEE N ERE o
{EFRLUF1ENR ¢ “ontap-san ] o

j=1il'g

° 300g

il

RAEKRE

5

limitVolumeSize

gtreesPerFlexvol E{EFlexVol IR K qtree BlEWZE 300
7£ [50, 300] EBE A > TER(ES
200 °

$17? “ontap-nas-economy SEEN7E
Fr > EEIBE AT EHETE{EFlexVol Y
BK gtree &

sanType *21¥ “ontap-san R B o *FARL iscsi IRAZE
5542 “iscsi ¥H iSCSI > “nvme'i#
FAF? NVMe/TCP I “fcp' FERAYCHE
78 (FC) kBy ScCsl »

limitVolumePoolSize *X2#F “ontap-san-economy’#l 300g
‘ontap-san-economy {£RE1& o *
FR#IONTAP ontap-nas-economy #/1
ontap-SAN-economy EBENFET,H
BIFlexVol A\ o

AR T RRER » BRERUNSEMIRE LEETEE
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IR

spaceReserve

snapshotPoli
cy

snapshotRese
rve

splitOnClone

encryption

unixPermissi
ons

snapshotDir

exportPolicy

securityStyl
e

fileSystemTy
pe

tieringPolic
y

HEUETR

g
?Fﬂﬁ%@*ﬁfﬁ; none (fBERSECE) T volume (EHY

EEABYRIRRER > THRIES none

REBFAE BN > ERESEFH » RIERONTAP
FasR(E o

BB e PRRREAH AR DB > TARRA false

TEFHARR & B NetApp AR @ INZE (NVE) ; FERRAEX
F false c BEFRILEETE » MBESRE LA NVE
SFAIME RS NVE

WMNRBIHENET NAE » BJETridentsP D & BT hE R
EEBERUA NAE ©

E% %Il—l
TE"

B2E | "Tridentilf£2 NVE #1 NAE 7[5

NAS 3EIH » AR EECER NFS & > TERER 777

NAS 7ZBUEIE ".snapshot’ B o

NFSEEH SRS EEFARINASEEIR » TARR(EA default

NAS #15 > ARFIERERN NFS HIEE o

NFS %3F mixed

‘unix °

‘unix ZERIEHE o TERES

SAN EIEFANEEERAMEAL > FARS extd

EFANDERE » TAfRES none ©

none

none

false

HAY

777

NFSv4 Z“true” » NFSv3 2
“false” o

default

unix

xfs

none

2 “ontap-nas'# ontap-san'EEE1F2 A& 1E Docker HihEE 217 —{EONTAP FlexVol o ONTAPE{EZEEIZ,

B=%%1% 1000 1@ FlexVol »

) BEERZAIHIE 12,000 {EFlexVolEEHERE o

SNRIERY Docker HARRE TR FT S LR

> Bl “ontap-nasH1% FlexVols T Docker M@ EIRERF 7o f& EMINNTHAE > FELLEREIFZENE B EEM NAS

FRRTIER -

WREFTER Docker HAHEE EH83E T FlexVol BIPRH » 55%E## “ontap-nas-economy'5¢#& "ontap-san-

economy 51 o
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JZ “ontap-nas-economy  ERENFZR 7T B BN B IEAIFlexVolliEiE & P E 7 fEAONTAP Qtree Y Docker HEHER o
Qtree IRETEAN ARG > SEZEEEHEREZAE 100,000 EEE - SEZEERZAE 2,400,000 {EEHES
BEREREIE T —LEINEE o & ontap-nas-economy SEENFE XA Z 18 Docker Fihk & fiu E RER T 52 & ©

@ J& ‘ontap-nas-economy’Docker Swarm BRI ZIRZEEENTERF » [H%4 Docker Swarm &R
B AR IR E T

#& “ontap-san-economy EEENTETVTE B BN E IR AIFlexVolBERE BRI A S Docker FAHEE {EZONTAP
LUN ° 51—k » &{EFlexVolFtRRH—1E LUN » i B SAN TEE IR T TR M o iRIRGHEFR
FIEIARE > ONTAPEEZERZ B 16384 & LUN o AN ELEHIREREE LUN » FIbItEESE 1B
Docker BARRE i EIRERFNRE o

12 “ontap-nas-flexgroup EEENE X Al iR BB — MR &I F1TRIERE 11 > ZMEIEERI KRS PB 4 > 888 1+HE
EREZE o FlexGroups F9—LEIRAE FEAIE1FE AI/ML/DL ~ KEIEF O ~ ERESEE -« BIERE « BREHEFES
% o Trident{EEC B FlexGrouphitE & R & FEk4AS SVM FAE RS o TridentAYFlexGroupZiBEEE B LU
TREE -

* HEONTAPHRZS 9.2 HEFIRA ©

* HEHRE AT > FlexGroups {£%# NFS v3 o

* #i%%4 SVM BUE 64 iI7t NFSv3 RIS o

* EZEBE&/)\FlexGroupik B/HifR& K/ 100 GiB ©

* FlexGroupE A1 RZ o

B FlexGroup LAB#EE FlexGroup N TEEHMEER » sA2RUTAS ¢ "NetApp FlexGroupE R{EE L
BFfEE" o

AT ER—IRERESERIIAEM AFIEIE » KATLLEITTZE Docker Volume Plugin Bl » Ef—{@E{#EH
ontap-nas MUKS—EfEE “ontap-nas-economy °

ATrident:TRXONTAPA &

Eel T —E B A REERAONTAPEEA R » EREMATUEAONTAPEIEE A BT Trident R HITIRIE ©
ETridentBiF R EPESEEELBE > TridentiEREEIIANONTAPEE A EIRHITIRE

EES R Trident T £T A (4 58 A IR Tridlent 18T A SSHOSARER A -
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{EFIONTAP CLI
1. EEUTHSELHAR !

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. ATridentFl R EBIUFRERTE :

security login create -username <user name\> -application ontapi
-authmethod password -role <name of role in step 1\> -vserver <svm name\>
-comment "user description”

security login create -username <user name\> -application http -authmethod
password -role <name of role in step 1\> -vserver <svm name\> -comment
"user description"

3. BAtMIEERE !

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

ERRMEES
EONTAPRMEESHFHIT NI :

| R EITAE
o EEERERMRIOTAS  HEE HE> BT
(%) BB SVM BRRIEIAE » WRIE T#E) > [HEERMES) > required s>
R > EAENAE -
b, R ERENAL SENHERT () o
¢ AE e TR ¢
A ERAERA > AEIE T o
2 HAEHES TidentEE |+ MEMENAG) BELITTISH
a 72 TERE) THRIE 9T BT+
b EEFROERES  AEE AR FHUESTERES -
. BT o

BEEMFSRNTER :

* "HREEONTAPHETAR 'HE " ERETAR"
* "EAEMNERERE
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ONTAP:R ErE £

<code>ontap-nas</code>EEENFZ X HINF S

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",

"defaults": {

"size": "10G",
"spaceReserve": "none",
"exportPolicy": "default"

<code>ontap-nas-flexgroup</code>ERENFE T AINFSEE

"version": 1,

"storageDriverName": "ontap-nas-flexgroup",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"defaults": {
"size": "100G",
"spaceReserve": "none",

"exportPolicy": "default"



<code>ontap-nas-economy</code> EEENFZTAY NFS &

"version": 1,

"storageDriverName": "ontap-nas-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl"

<code>ontap-san</code> EEFNFE AT iSCSI £

"version": 1,
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.3",

"svm": "svm iscsi",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",
"igroupName": "netappdvp"

<code>ontap-san-economy</code> EEEIFZ T HY NFS &3/

"version": 1,

"storageDriverName": "ontap-san-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.3",

"svm": "svm iscsi eco",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl",

"igroupName": "netappdvp"
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<code>ontap-san</code> SEENFETLHY NVMe/TCP 54

"version": 1,

"backendName": "NVMeBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nvme",

"username": "vsadmin",
"password": "password",
"sanType": "nvme",

"useREST": true

<code>ontap-san</code>EEENTE T HIE R FCHISCSIEEf]

"version": 1,

"backendName": "ontap-san-backend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"sanType": "fcp",

"svm": "trident svm",

"username": "vsadmin",

"password": "password",

"useREST": true

ElementZ e &

BRT 2IREMBEZIN 0 £ Element #RA8 (NetApp HCI/ SolidFire) B > ER]UfE B LEIEIR o

IR

Endpoint

SVIP

it BlF

<a href="https://&It; & A&gt;:&lt;Z  https:/admin:admin@192.168.160.
mB&gt: @&It:mvip&gt;/json-rpc/&lt; 7t 3/json-rpc/8.0

EhR7A&gt" class="bare">https://&lt;

EA&gt;:&lt; %

5&gt; @&It;mvip&gt;/json-rpc/&lt; 7o

ZhrA&gt</a>;

iSCSI IP fiihitF1E R 10.0.0.7:3260
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TenantName
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Types

LegacyNamePrefix

i
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QoSHR&E

FHER AR TridentZ2£AYFT4R © ANRIE
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BB EREIEA SIS ARARE
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docker

default

2R TERES
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"version": 1,

"storageDriverName": "solidfire-san",
"Endpoint": "https://admin:admin@192.168.160.3/json-rpc/8.0",
"SVIP": "10.0.0.7:3260",
"TenantName": "docker",
"InitiatorIFace": "default",
"Types": [
{
"Type": "Bronze",
"Qos": {

"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000
}
b
{
"Type": "Silver",
"Qos": |
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000
}
b
{
"Type": "Gold",
"Qos": {
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

B &0 B A PR
SHAME Tridents Docker 54 (EFFEAREARSIEN -

& Trident Docker Volume Plugin {EERRFHAARE] 20.10 KRESIRAEFERFHARKE » Y
IR NEAEKINERN B fHER -

BRI
1. REEEE o
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docker plugin disable —-f netapp:latest

2. TERRIEMT o

docker plugin rm -f netapp:latest
3. EMTREIRN > WiIRHEEIMSE “config E[E °

docker plugin install netapp/trident-plugin:20.10 --alias netapp --grant
—all-permissions config=config.json

SRREEDLR 2EFT -

Docker Swarm FYELE{TAE K TridentE )£ 518 © HEFT A HFMERFFZEXAVAES o

* Docker Swarm B AIfERHIRE R BMAZHIEE ID 1FAHME—BIHERE RIS
* EaKGRRFIXE) Swarm sm=EFRESEERRS o

* HER&IEN (B Trident) 7R Swarm s=EFNESERL EEIETT - BICONTAP WIEA R K
‘ontap-nas'#l ‘ontap-san' BB 8 Z FTIAREEXE(ER > RREAMPIEM —SeTT S LERBIRMG TIRIERIA ©

i

5 Docker B P IGHIIRT o AR RS E—F ot BiBEES Windows BR{E o "2 R iER 25773"

o]

HRHEA SR IR MR F R ENREENEE » ErETERE—AKRAIBRES » THREBPEN TH
1 ; BU0 > Element EBE A EAEHERESLTEE ID REIBIINEE °

NetAppE Al Docker Bt T Ol » B BRTR A EAIBFR REARIK G HREU EHEIE

AR IEEAEFlexGroup ° M%E _{EFlexGroupfiiE £ & HIFlexGroupE —{E S Z{E+:
FRRS > BIONTAPAEHACE 5 —{EFlexGroup ©
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