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At T VRENRE

Kubernetes %%EPE’JFEEIVEE?M%BZ@E ESI IS4 Pod SR EMIHIIEE - BEEET
{EEREL » IRAEIRIEFTIEERENFETLZ2EE NFS ~ iSCSI ~ NVMe/TCP 5§ FC I,E °
EIEQENTA

MREFERNERZEREES > AIEZEFAERIENFMFNIE - &RHARAH Red Hat Enterprise Linux
CoreOS (RHCOS) AR L TELET A o

NFS TH

"ZEE NFS TE"WREIEREER | ontap-nas ’ ontap-nas-economy ° ontap-nas-flexgroup °
azure-netapp-files ’ gcp-cvs °

iSCSI TR
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NVMe TH
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@ NetApp#Ei& NVMe/TCP fEFONTAP 9.12 SR EShRAS ©
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kubectl get event -A --field-selector involvedObject.name=<Kubernetes node
name>
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TE B HIRIRTE
Tridentz# A Trident&i#h CR L SEEEEUBIARTS - EETHCHIRRT > FHIT -

tridentctl get node -o wide -n <Trident namespace>

NFS%
EREAREELASRNS SR NFS TA - BIENFSIRFSTT SRS o

RHEL 8+

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

(D =% NFs TAGENBETFELY LIS LEHIREH NI E SRR o

iSCSI &
Tridenta] WL B EhEET iSCSI BEE  #33# LUN « SRS RCES « A RS U EH IS pod & o

iSCSIE A
HIRONTAPRAR > TridentE AN $EEIT—X iSCSI BREIEF » UL ¢

1. *FEE*FREERY iISCS| ZEEAREEFN B AIRY iSCSI ZEEAREE ©

2. BIBAEARACEA B ATRASETTELER » U EEEEITAVHE(E o TridenttEE4EIEBILIBER LA R AIRFEITIRIE -
3. MITHEMIEIE » (EBRIRY iISCS| GEAREIMERIFFER iISCS| GEAREE ©

@ BRCEENRIHEENIR. .. “trident-main $1f& Daemonset pod FHIAES - EEEHE » EHNAEER
7E “debug' ETridentZ 4B RTE S Mtruel o

Trident iISCSI BI B A INAER] LAEIBATERS :

* RREGIER DAL IB AR f2ERRY ISCSI &35F - IRGHEBIBH > Trident&FHLDIE » AREW
A EEHTELA O HBUA R I B4R ©

BI40 > RAETFEEIS EIIRT CHAP S48 » 1t A4BRARZ83% > AUZEAY GBASH) CHAP
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* E/D LUN
FHéRTridentZ FIEEE BHIER,
* MNREFHASEERLAY igroup (£ 23.04+ 5| A) » Al iSCSI BREINAEHEENE) SCSI 4843 FFREEEER

SCSI Effiimt o

* NREERRIKEER igroup (B 23.04 hRAEERMA) - B iSCSI BEINEEREAE) SCSI EXFH > UT
& SCS| #8#3 EAYFEL] LUN ID ©

* UNRFEREE A ENEL4R igroup A& UHAR igroup » iISCSI BRTHAEASEREN SCSI Effiiat » LSk SCSI 4843
BIRSHE LUN ID o

4t iSCSI T2
FERBERANIEIEERHIIES LTI ISCSI TR -
FEYaZ Bl
* Kubernetes # &£ SEZERANEE —EMH— IQN c EEHEFITRIEH ©

* YNR{HEF RHCOS 4.5 BSR4 » s E fthEd RHEL 8289 Linux 321THR > BIEEHITIATIRME ¢
solidfire-san BREHIERFELlement 05 12.5 HERRRA » FHEFEARE cuar EEEEERTES
MD5° “/etc/iscsi/iscsid.conf Element 12.7 1274 FIPS {2489 CHAP 2288 % SHA1

+ SHA-256 1 SHA3-256 ©

sudo sed -i 's/"\(node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf

* EfEAHIT RHEL/Red Hat Enterprise Linux CoreOS (RHCOS) HEFH iSCSI PV T EEELERT > 55165 7E
“discard"StorageClass FH#J mountOption FAREITAERZEMEIUR o BF "ATIESHE" o

* AEREEHRERIRA © multipath-tools ©
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RHEL 8+
1. ZEDTRFRES !

sudo yum install -y lsscsi iscsi-initiator-utils device-mapper-
multipath

2. HI@A iscsi-initiator-utils hRZSE %43 6.2.0.874-2.el7 HESHRA :
rpm -gq iscsi-initiator-utils
3. BisH A NRERSFE !

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. MAZRE:

sudo mpathconf --enable --with multipathd y --find multipaths n

@ R /etc/multipath.conf 8% “find multipaths no £ NHE
"defaultse°

5. HE{R “iscsid' 1 “multipathd' IE7E3E1T :
sudo systemctl enable --now iscsid multipathd
6. BYAMERNE) iscsi -

sudo systemctl enable --now iscsi

Ubuntu
1. ZELTRGTRES :

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

2. FIE open-iscsi RAEE 4 2.0.874-5ubuntu2.10 XE=RRAS (B bionic) B 2.0.874-
7.1ubuntu6.1 HEFhRA CGERR focal)



dpkg -1 open-iscsi

S RFHANREATFH :

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf
4. BIAZERREK .

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EQF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

(D FE{R /etc/multipath.conf 8& "find multipaths no £ FE
“defaults ©

5. FE1R “open-iscsi'#1 “multipath-tools’ B B M IE1E 81T :

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi

(D #7572 Ubuntu 18.04 » fEAZBfER T an < IR BEERHIR | iscsiadm BI¥EZ AT “open-
iscsi"EXEf) iISCSI SFEFZT o B eJ LAEER iscsi’ ARFEEREN “iscsid” BEhM ©

BB E{ZH iSCSI H®
AR E L FTrident iSCS| BRI EREE BN S

* iscsl Eﬁ?ﬁ'ﬂl‘ﬂ SRTE ISCS| BRHMEIUSESR (FESGME : 5 Bi%) o (FEILUE BN TR \E RIS
SRR > WEREBRANHMFRFBEFERE

@ % iISCSI BREEFRRA 0 5T 2(FLE iISCSI BRINEE - HFITEZHEFFA iISCSI BRINEE ; RATE
iISCS| BRRINAEE A UNTARRE (Fa th it FREs B 0BT » A FERISRZINEE ©

* iISCSI BEERRRE | HE iSCS| BREEHAMERNEHELEABREAZAZFHNEGRE BRE 72



i#) o MAILWKHEEEAEANET » UEREIATEENEELASTERKEAEEL - ARBER
BEREA ; NEERB T > WEERMEHMEA o

fE

EERBNET iSCS| BARE » sAEEUT2H  iscsiSelfHealinglInterval 1
“iscsiSelfHealingWaitTime Helm Z28£5% Helm E#HAAIZ2# -

MUTERIH iISCSI BREMRSREsS 3 £ » BRERRHERTES 6 7E ©
helm install trident trident-operator-100.2506.0.tgz --set

iscsiSelfHealingInterval=3m0s --set iscsiSelfHealingWaitTime=6m0Os -n
trident

=X
LEERCENETE ISCS| BRERE & sABIELUTZ2% . “iscsi-self-healing-interval # “iscsi-self-healing-wait-

time'tridentct! Z22E 5 EFTHARIAV 2 & o
LUF &4 iSCS| BRREIPRERES 3 7% > BREHERRERTES 6 N ©

tridentctl install --iscsi-self-healing-interval=3m0Os --iscsi-self
-healing-wait-time=6m0Os -n trident

NVMe/TCP &
ERABARTIELRFIIES R NVMe TA o

* NVMe EE RHEL 9 S{ES kR4 o

@ * MRITAEY Kubernetes BIRLAYIZONRZASAES » B TRIRORRARE NVMe EEEE > RIIEH]
FEREREIRBZOIRAEEFH B E T NVMe RIS EHIRRZ o

RHEL 9

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp



TR o ERU TS EE Kubernetes M SEZESEEAEMH—AI NQN :

cat /etc/nvme/hostngn

@ Tridentf&2 T “ctrl_device_tmo FE{R NVMe 7L 1S -REI R R & HEE IR SHIE o S5 EMULRE o

SCSl over FC &

REEALUERY @S (FC) tHEMTridentfEONTAPZ 4 LR EMBEIRHFEIR o
Fo R IR

BCE FC PR mY4ERR FERRERETE o

1. BS BRTERI WWPN © 5526 "R T EET THRES °
2. BSEEY (M) L TERI WWPN °

FE2EHENERFERFERREN o
3. {EA A B1ZA WWPN 7£ FC 3288 HRRE B o
BRIEE » BE2RMEREIA AR XE o
S IBAES R TONTAPS M4 !
° "WABEFFCoED BT
° "BZE FC #1 FC-NVMe SAN Fii757%"
R FC TA

ERERANEFERANSSREFC TR

* EfEA#HIT RHEL/Red Hat Enterprise Linux CoreOS (RHCOS) HEE FC PV WL {EEELR > 5516 E

“discard"StorageClass H1#J mountOption FAFRBIITAERZEREIUR o BE "ATHESHE" o
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RHEL 8+
1. ZEDTRFRES !

sudo yum install -y lsscsi device-mapper-multipath
2. MAZRE:

sudo mpathconf --enable --with multipathd y --find multipaths n

(:) MR /etc/multipath.conf 8% “find multipaths no £ FH
“defaults e

3. HE{R ‘multipathd IETEE1T :

sudo systemctl enable --now multipathd

Ubuntu
1. REDTRATREE :

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools
2. RRRZRRE:

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EQOF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ FE{R /etc/multipath.conf 8F "find multipaths no 1 FHE
‘defaults ©

3. FE1R "multipath-tools’ BB IF 13817 :

sudo systemctl status multipath-tools
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* "2 EAzure NetApp Filesf&im"

oA

* "82EGoogle Cloud NetApp Volumesi&iz"

* "% Google Cloud Platform &i%s%E Cloud Volumes Service"

* "EZENetApp HCIZXSolidFiref&is"

* fEAONTAPECloud Volumes ONTAP NAS EBENFZ TR E B iR
* "{EFAONTAPZCloud Volumes ONTAP SAN EBEHF2 =R E & IF"

* "#Trident&2Amazon FSx for NetApp ONTAP"

Azure NetApp Files

iR EAzure NetApp Files{&in

&R LA Azure NetApp Filesi&E A TridentBV{& i © LRI LAfEEFAzure NetApp Files1&imd
A0 NFS #1 SMB B4HR&E o Tridentth SZ32{EFFEE 55 % Azure Kubernetes ARFS (AKS)
BEETREEE -

Azure NetApp FilesEBEIFZ U RS 2

Tridenti2 A T Azure NetApp Filesf#7ZERENTEF > IEEEEBH o ZIBNFEUERE | ReadWriteOnce
(RWO) ~ ReadOnlyMany (ROX) ~ ReadWriteMany (RWX) ~ ReadWriteOncePod (RWOP)

B W E FERH  ZENEIER SIRIIEERS
azure-netapp-files NFSSMB (EZER# RWO s ROX s RWX *RW nfs > smb

OP
AREIR

* Azure NetApp FilesiRFE ARz 1B/)\i? 50 GiB BYHERRE © IR ERAEFRES » Trident® BE)E1L 50GiB
HIRERRE o

* TridentEZ IBHEEFIHITE Windows & EHY pod BY SMB BAFRE ©
# AKS BIE 515

Trident3ZH3"'55%E 5 73" @A Azure Kubernetes fkF5#=5E - E2FBEE S DRHHIBC/EEEERNE » K&
AEHU TR
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* {#F AKS ZBZER Kubernetes HEE&f

* 7£ AKS Kubernetes #=5 FERBMEEE B 1%

* BZ2EMTrident®3E cloudProvider '3§E "Azure" ©

TridentiZEE2

EHBEATridentiRFE %4 Trident > 54R%E tridentorchestrator cr.yaml &RE
‘cloudProvider & “"Azure™ o flY0 :

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:

name: trident
spec:

debug: true

namespace: trident

imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

fE

MU EHLETridentESE cloudProvider {FRIRIBEEEEIZET] Azure “SCP

helm install trident trident-operator-100.2506.0.tgz --create

-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code>tridentcti</code>

LT EHIZE Tridentli 21758 & cloudProvider "1258 “Azure ©

tridentctl install --cloud-provider="Azure" -n trident

AKS HEiR &5

?@—Eﬁﬁ”ﬁ%ﬁﬁ Kubernetes pod SE£0iEB1EA TEE & B DEITEEREZE Azure BIR »

. EBIRHARIER Azure
&ReE o

BETE Azure PRIBAZIRE 2 I5E » (A BEBUUTEMS
* EF AKS ZPER Kubernetes £E&f
* 7£ AKS Kubernetes =5 5% E TE& & H 2 oidc-issuer

BEZEEMTrident®1E “cloudProvider 355 "Azure™ # "cloudldentity' 357 T {E& SAZ 4
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Tridenti2 &

G EFEATridentiREE L4 Trident > 554R%E tridentorchestrator cr.yaml &R
‘cloudProvider &) “"Azure" WE&E “cloudIdentity F)
‘azure.workload.identity/client-1d: XXXXXXXX—XXKXX—XXXKXK—XXKXX-XXKXXXKXKXXKX ©

g0 -

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-

XXXX—XXXX-XXXXXXxxxxx' # Edit

fie
ERTYIRIBEEEERE cloud-provider (CP) #1 cloud-identity (Cl) 1Z55H9(E :

export CP="Azure"
export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—=XXXX—
XXRXXXRXXXXXX""

MU T EH| L2 TridentilIZEITER E cloudProvider {FRIRIBEEEIEIZER] Azure “SCP ERTE
‘cloudIdentity {ERIRIRESE ~sc1:

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SCI"

<code>tridentcti</code>

RAUTMREE#MRE BiRRHEMNE

\/

ImE 7 RREEHE

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—
XXXXXXXXXXX"

LUTF e Z 2 Trident i #1758 & cloud-provider "#Esg “$cP > # cloud-identity & “scr1:

tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident
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BB "Azure NetApp Files"BIREEZ L TG -

* subscriptionID’ tenantID ’ clientID * location * F 'clientSecret' 7 AKS &

@ & HEREES DR 0 BLEEAER o
* tenantID’ clientID » # clientSecret' 1 AKS £ HERAZRiRS NS » SLE2 o5
By o

* BEM o BE"MER | BAzure NetApp FilesEBIL BE " o
* Fik4AAzure NetApp Files FUFAIER © 2& " Microsoft © f&FHHERZk4AAzure NetApp Files" o
* “subscriptionID 2k B B B FiAzure NetApp FilesIHAERY Azure 5TR ©

* tenantID’ clientID > H 'clientSecret 2R E"fEFF2UEE " TE Azure Active Directory H#EH ¥1Azure
NetApp FilesARFSHE401ERR - FERAREEMEFERAUTE—AR !

° FREERERMEAR Azure THESE" ©

- —E"'BF ] EiE AT FIR%ER(assignableScopes) BREMRIERM TridentPRERAVIEIR - I B5TA
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B EMEAR

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
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ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []

* BYE “location B & E/D—@ "Z:EF4E" o B E Trident 22.01hRZs > “location’ 2 2R inR EIETERB N —IE
WAL o ERAPIEENM BEER R o

* £ cloud Identity 8%| ‘client 1D WR—@E "FHEEKNFEESR WMISEZ 1D

‘azure.workload.identity/client-1d: XXXXXXXKX—XXKXX-XXXKXK—XXKXX-XKXXKXXXXKXXKX ©

F/EEERIMTINER
EEEI SMB % S ARBU TR

* Active Directory B & E I AR EAzure NetApp Files © 2%E "Microsoft : EIIFEIEAzure NetApp FilesEIE
2309 Active Directory Ei%" o

* —{@& Kubernetes 25 > 83 —1@ Linux =235 25F 2= /D —{E#11T Windows Server 2022 BY Windows T
YEHEIZE o TridentEZ 1B HEFI#1TTE Windows EiZ5 FAI pod Y SMB HiREE o

* B/VEE—EEF Active Directory ‘&:EB Tridents& 18 > LI{EAzure NetApp FilesAJLA[A Active Directory #
178858 o ETE smbcreds -

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* BEE % Windows BRFSHY CSI RIBFET  BACE csi-proxy ’ A2 "GitHub : CSHLIE"S&E "GitHub : &
FAA Windows Y CSI LI @A TE Windows _E#HI{THI Kubernetes &%} o

Azure NetApp Filesf& =% & IG5

T f2Azure NetApp FilesB#d NFS #1 SMB &8 €518 » WEERTEE o
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nfsMountOptions ¥ NFS S BEIREITIRARIES] - ¥ "nfsvers=3"
1t SMB % > ILRRTERBBEE o HE
M NFS HRr7s 4.1 #8156 > AER
MWTFAA nfsvers=4 1ELUE RO FR
BN TR B R E NFS v4.1 o
HEFEARERTRENHEERS
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limitVolumeSize YNRFRAVHEERE R/ NATL I E » (FRR A SEHI]IT)
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debugTraceFlags BIEPERR 2 ARAERS o Bl BN
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"method": true,
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FREBNTERERMEKIEE - AZHBER TERERATERELE  AAEREAEENESERRENR
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FFK > #£F CIDR Rk o Bt

SMB % » LR ERF AR o

snapshotDir 1 .snapshot B #:RYA] R 14 NFSv4 A“true” > NFSv3 ZA“false” °
size IR ETERR /N 100G
unixPermissions HHEEER Unix #ER (4 i1\  (FEEINEE » BTRTMARRE

BF) o Hit SMB % > ILRERW )
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SEPHIECE
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ERRERNEBHEE « BALEE > Trident B IRAE (B PFIBEZIRAEAzure NetApp FilesTF
BINetApptRF ~ BEMMFAT > WAL G E R H P —EMA FAAR L o B% nasType &8 T
‘nfs' FERRELER » BimR#A NFS BIREEITRE ©

YNREMIFLaEAAzure NetApp FilesTE1TER » ItEICERIEBRVERE - BEERF » BKEELTRACHIH
BRERHERIMRVEEE o

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus



# AKS BIEZH17

I BIRAEEEIET subscriptionID? tenantID * clientID ° #0 ‘clientSecret 7E{FHRFEE B D

, ELEEATIENY o

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:

version: 1

storageDriverName: azure-netapp-files

capacityPools:

- ultra-pool
resourceGroups:

- aks-ami-eastus-rg
netappAccounts:

— smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
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AKS B Eiwm& %

M RIHEE IR T tenantID’ clientID * # ‘clientSecret EEAEIRE N » SLLEERIEMN o

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
- smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

BAREMBRBISERGSFHRCE

IR IREC B HIEE M ETE Azure H “eastus L& "Ultra B2t o Trident& BB IRZ MU BEFEIK
#5Azure NetApp FilesFIFRE F48 » M PEMEE A —1E F4E& L E —EFHIRE o

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
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BB FE QoS BEMNE RG]

LB IRFCE R E N ETE Azure F “eastus’ AEF &) QoS BEMAVIE © * NetApp Trident 25.06 Y
BATTREE" o

version: 1
storageDriverName: azure-netapp-files
backendName: anfl
location: eastus
labels:
clusterName: test-cluster-1
cloud: anft
nasType: nfs
defaults:
gosType: Manual
storage:
- servicelevel: Ultra
labels:
performance: gold
defaults:
maxThroughput: 10
- servicelevel: Premium
labels:
performance: silver
defaults:
maxThroughput: 5
- servicelevel: Standard
labels:
performance: bronze
defaults:
maxThroughput: 3
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EfEcE

IERIREEE—D )\ THIFENESERE—FF > THEER T —EHrERERRE -

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: "true"
size: 200Gi

unixPermissions: "0777"
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EHTECE

BRI EEE—ERZPER T ZERBEN - ECAZERTEMBERERRFERG > L EBETE
Kubernetes I ARIELERBIBVEFENE - ERIFEER - ERMEBRANREUATEARED F -

performance °

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelLevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2



XENRERE

TridentAI {RIEEIFF AT AE A T & EIRMHEIEE © 52 supportedTopologies' L& imEL & Y& AT TE
HEERIFENEISMEIEEE o IbEisENEIHEEENEESE Kubernetes ZBER FHZRFHE
IAEIREERT - BLEEEMOERRBEEFEN DI LURENAENEE - HRESEHRHENER
ARG FEMNHFE > TridentZEFFREIEMAIBEFEITHEE - B2EE » A28 EH CSI /" -

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:
- application—-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
supportedTopologies:
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-2

EEFENER
% “StorageClass' Ll E HEIsHI R ETFM o
{EAEBIE S "parameter.selector 331t

M “parameter.selector fREI A EEMHIETE o “StorageClass’ AR FEE MR &M EREH - ZHEER AR
PREMRERNAE °
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

SMB Fift &S HE R

{8 nasType * node-stage-secret-name *> # ‘node-stage-secret-namespace’
W RHFREER Active Directory /&:% °

1R

N

BILUHERE SMB HiiR&
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TR =B ENEARE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: "default"

SESHERERTRNER

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

SRR (R

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}
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EllFee
B RIRREER > TUTH< !

tridentctl create backend -f <backend-file>

MRBIREILRK > QIR IRECEFERE

tridentctl logs

FEEBRIEIERTE
Google Cloud NetApp Volumes

Eat—]

2 EGoogle Cloud NetApp Volumesi& i

- EETE

HITUT o< EEBFUEERE -

EPRREER » SR UBRIITET °

IEE A L& Google Cloud NetApp Volumes:& E & Tridentfy#&im o &8 LAEHGoogle
Cloud NetApp Volumesf&im2RKIA0 NFS A1 SMB HiiRE o

Google Cloud NetApp VolumesEBENiZ T 2¥ 15

TridentiZf# “google-cloud-netapp-volumes BEBIFE = EAEEEF3E:T o SRIBMITFEUERNE © ReadWriteOnce
(RWO) ~ ReadOnlyMany (ROX) ~ ReadWriteMany (RWX) ~ ReadWriteOncePod (RWOP)

EiL7 TATE

google-cloud- NFS SMB

netapp-volumes

GKE HEiH& 1%

EimS 0 Kubernetes pod i
#J Google Cloud /&:% °

EE1E Google Cloud FF)AEHRE HIHEE
* {5/ GKE 28 Kubernetes £ o

BERN XENEERN

EXEBERTFasa DT

SERIERRA

RWO » ROX > RWX*RW nfs’ smb
OP

ER:52R7ZHX Google Cloud &R » MEEIR (LA

IR E R TR M -

* £ GKE £ LB TEE &SN - MR EACE GKE tERHARSS ©
* BB Google Cloud NetApp VolumesEIEE (roles/netapp.admin) A BiTAER GCP IRIFIRE -

* TridentB% 4L » EARE3E cloudProvider (187

maH—ERF

TGCPJ ) # cloudldentity (8E#THY GCP BRFEIRE) o F
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Tridenti2{ES

G EFEATridentiREE L4 Trident > 554R%E tridentorchestrator cr.yaml &R
‘cloudProvider Bl “"GCp" MiERE “cloudIdentity E ‘iam.gke.io/gcp-service-
account: cloudvolumes-admin-sal@mygcpproject.iam.gserviceaccount.com ®

g0 -

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sal@mygcpproject.iam.gserviceaccount.com'

fie
ERTYIRIBEEEERE cloud-provider (CP) #1 cloud-identity (Cl) 1Z55H9(E :
export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sa@mygcpproject.iam.gserviceaccount.com""

MU EH L8 TridentilIZEITER B cloudProvider {FRIRIBEEEEEST] ccp " scp WEHRE
‘cloudIdentity FHIRIBEEE ~ SANNOTATION :

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SANNOTATION"

<code>tridentcti</code>

RAUTMREE#MRE BiRRHEMNE

\/

ImE 7 RREEHE

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

U TFEHIZETridentlIZE{TERE cloud-provider 1258 “$CP # cloud-identity  F

" SANNOTATION -

tridentctl install --cloud-provider=S$CP --cloud
-identity="S$ANNOTATION" -n trident
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7E£58 £ Google Cloud NetApp Volumesf&ifZ Fii » (EEEBRFEMN S FIIEXK o

NFS HEREE B9 R IE 4

MR ZFE—REAGoogle Cloud NetApp VolumesS{EFRVUEF R » BIEBEIT LR ERKREGoogle
Cloud NetApp VolumesiliZ#17 NFS H4RE&E o & "FAiAZ A"

7E52EGoogle Cloud NetApp Volumesf& i 2 A1 » sAERIEE B HELUTEY ¢

* B EGoogle Cloud NetApp VolumesBE#5HY Google Cloud IRF o 2Z&"Google Cloud NetApp Volumes" °
* {&H9 Google Cloud tREIEB#RSE c 2& " HEEIEH" ©

* #EENetApp Volumes EIES#FRRY Google Cloud fRFEIRF (roles/netapp.admin) A o 2EF" 557
EHREEABNER" o

* GONVIRE HIAPISSEIEE © S0 R IS IRE 25"
kit o S RIT " o

BRAUNMEIRE ¥ Google Cloud NetApp Volumes BFEVERIIEZERE » s2H | "5 E ¥ Google Cloud
NetApp Volumes FYTZEVER" ©

Google Cloud NetApp Volumes# =& & 2 I A &1 45

T ##Google Cloud NetApp VolumesHY1& i s% E 2L 1B T 5 5% E 224 o
BInAcEER

S{ERIHETEE— Google Cloud B REHMIRE - EETHMEHEIE » ErIIERHME N o

wE st _—
version YRR A1
storageDriverName EFESEXNLTE {E{E “storageDriverName’

WAZBTSTE 2“google-cloud-
netapp-volumes” ©

backendName (A1) RFRIREE]IHE ERENFE X ZHE + " " + AP
ERH—ED

storagePools BRisE IR GBI AR ERE o

projectNumber Google Cloud tRFIEB4R3E ° s%2{ER]7E Google Cloud
AOMEEEEIRE -

location Trident¥ 3L GCNV #HREHR Google Cloud i & ° i

I BEIE Kubernetes S5 » 78 O B HE 1L AUMERE
& : ‘location R] AR EEZ1E Google Cloud &I AVERE,
FRENIEEH - BRIEEHTESIEINER -
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#HE it T
apiKey FA1? Google Cloud ARTEIRFBY AP £5%
netapp.admin Af c EE3® Google Cloud AR
FBEIREFABIEZEMN gson BARD (RHAEHER
FBmREET) & apikey HEGZUTEN
BREH : ‘type ? project id ’ client email
> client id » auth uri » token uri >
auth provider x509 cert url > #l
client x509 cert urle

nfsMountOptions ¥ NFS S EIREITIRARIEES] o "nfsvers=3"
limitVolumeSize WRAREIEE R/ NAFUEE » BIFCERK © (FERZ A aaH 1 T)
serviceLevel REANRBERRERE o FLEER flex
standard ’ premium ° Z{#& extreme ©
labels EEERARMEENER JSON SRR E
network Google Cloud #FE& At GCNV HiiR& o
debugTraceFlags R BRI ZE AR R o B F > WAy
{"api":false, "method":true} °BRIEMEIETE
EITHREHERRL B E s ARV B e85 - [RIEIERLE
IORE ©
nasType BoE NFS f SMB BEERYEEIL o EIEA nfs 2 nfs
smb EZEE © 5REA null BIFERFHE NFS HIREE o
supportedTopologies RMEERImZIENEIRFNEIRT|IR - EZEE > 552
R CSI #RE" o flan -
supportedTopologies:
- topology.kubernetes.io/region: asia-
eastl
topology.kubernetes.io/zone: asia-eastl-
a
ShEEE
ISR LUEHITER EECE defaults sREFEEE S ©
#[E et TER
exportRule HERNHORA - WAERBMUESRS "0.0.0.0/0
PREY IPv4 i35 > (R MER
HE -
snapshotDir 55 " .snapshot’ B &% NFSv4 Z“true” » NFSv3 Z“false” ©
snapshotReserve REBTEEHEIEE B DL (#=7ERE 0)
unixPermissions HFERE&ERY Unix /R (4 A1) \&EL
HF) o
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=/NECE

ERREANRIGAE o BAILEE > TridentZ#IRICERIK4SECE (I EH Google Cloud NetApp
VolumesBIFR B Tzl > WP I ENEEEP—ERHEFEN L - A% nasType BE& T "nfs FERER
EEN > BG4 NFS HEEEITHRE ©

MR IEFIBAAFERGoogle Cloud NetApp VolumesilliE1TEH, » EEALESIEEMN » BESEF » TR
AE R B AN B E IR HERINVETE o
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
XsYgogyxy4zg701lwWgLwGa==\n

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



EHTECE

IR IHFREE—(ERERPERT ZEEEA - ERMEUTAUERES . storage F9 - EEEZELZER
FIARFS EARBVEETEA - T B ETE Kubernetes PRI ARELAFEANFEFENR » ©MIEEER o &
BAZEAREDARBMT o F0 » £ TEAHIFF performance 12 # “serviceLevel 82 AR E D

EfE o

T LR E — B AR AT A EENINTERE B R SEERANTERE - E TEHflFH »
*snapshotReserve 'l ‘exportRule {E&FF A EEHAITER(E ©

BRER B2 EM" -

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
XsYgoegyxy4zg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
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auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

GKE HNEm&1%

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml
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TridentAI {RIEEIFF AT AE A T & EIRMHEIEE © 52 supportedTopologies' L& imEL & Y& AT TE
HEERIFENEIHFMEIEE o bRisENEIRMERENEEEE Kubernetes EEHEE FZETHE
IAEIREERT - BLEEEMOERRBEEFEN DI LURENAENEE - HRESEHRHENER
ARG FEMNHFE > TridentZEFFREIEMAIBEFEITHEE - B2EE » A28 EH CSI /" -

version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: asia-eastl
servicelLevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-Db

EERBRERTERINY  BITTHHS

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID

PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fdl1£f£f9-b234-477e-88£fd-713913294f65
Bound Success

MRBEIRIIKRY > ABIGEEFERRE o M UERUTA MBI - kubectl get tridentbackendconfig
<backend-name>#ITIA T S EFHFEURERRA :

tridentctl logs
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FERERWEEREEPNREER » ERIURFR RSB RIITEILG S

EFHENEE
LUTFR—EEAAZR StorageClass’ it ImFAIEMNIES: ©

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

ER LU T EBIE R parameter.selector 17t :

A “parameter.selector {RE] LU A FEYIEIETE o "StorageClass' &"EHM" ANEE S - ZHHEERKE SRS
APERNAME ©
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:

selector: performance=extreme

backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: premium-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

ERFFRENNESHEESR - A2 ELFEFE" -

SMB FifEE RS HE R

£ nasType > node-stage-secret-name ’ # node-stage-secret-namespace’ {EAJLISE SMB k&
AR HFFERY Active Directory &5 ° {E{a] Active Directory &/ » ERER(TAH#ERSRARRE > #8]

LR EENRAPEFR 58 o
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TR =B ENEARE

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"
SEsEEERATENEZR

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

SRR (R
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

S{pvc.namespace}

csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret-namespace:

S{pvc.namespace}



@ ‘nasType: smb EfZEsz 38 SMB HAFEEAIRETEAM © “nasType: nfs'8#& “nasType: null' NFSHIEE
e .

PVCE &%

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

HEEE PVC EEEME » SFRITUTEH< !

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

genv-nfs-pvec Bound pvc-b00f2414-e229-40e6-9b16-ee03eb79a213 100Gi
RWX gcnv-nfs-sc 1m

7 Google Cloud &1#z% % Cloud Volumes Service

T RN IR EEFIECE » #&NetApp Cloud Volumes Service for Google Cloud B2 &
ATridentZ 2B ©
Google Cloud FEEif2 5215

Tridenti2fit "gcp-cvs ERENFE R EAEEHE - TIEMEEUER A | ReadWriteOnce (RWO) ~ ReadOnlyMany
(ROX) ~ ReadWriteMany (RWX) ~ ReadWriteOncePod (RWOP) ©

Bl hRE BEE ZHRAITFEURT TRAIERAMR
gcp-cvs NFS -EF N RWO » ROX * RWX * RWOP nfs

T 2 Trident¥} Google Cloud Cloud Volumes Service HI3z3F

Tridente] WA TEL FTfER T, 2 — 37 Cloud Volumes Servicel#it& : "ARFEIERL" ©
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* CVS-Performance : Trident BYTARARFARE - EREMAEBCERBRERBESERVENEET(FEEH -
CVS-Performance ARF5RE 2 —TBIERSHEIA » S2iR&/)\ 100 GIB K/\HIHAIRE o MRILUEEE P —" = 1§

ARFSARA"
° standard
° premium

° extreme

* CVS : CVS ARFBHEEIRMERENE I A - BMEEKERRNFE o CVS RFBRER—ERIEEE > ©
ERFEFMRZIE/NE 1 GB BHIRE - #EFHRZAIES 50 EHIRE  FrAHRREHEANNETEMNN
AE o SR LUEEE Rz —" iSRS R A"

° standardsw

° zoneredundantstandardsw

IRREtt

BLEAMER "#E A Google Cloud FJCloud Volumes Service" B BB T4EH :

* BECENetApp Cloud Volumes Servicely Google Cloud tRFA

* &8 Google Cloud 1&F BIIEB 4R5E

* ¥%A Google Cloud fRFEMR A “netappcloudvolumes.admin &
* {&HYCloud Volumes Servicetk 5B 89 APl &84

BinECEEIR

S{ERIHETEE— Google Cloud B REMIRE - EETHMEHEIE » Sl LIERH M o

gad &=
#HE
version
storageDriverName

backendName

storageClass

storagePools

projectNumber

hostProjectNumber
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apiRegion

apiKey

proxyURL

nfsMountOptions
limitVolumeSize

serviceLevel

network

debugTraceFlags

allowedTopologies

SECERIA

it TE%
Trident#1ZCloud Volumes Service&@H Google Cloud
&1 o FBILEE Kubernetes &R » £ R ERE
I HYREERE © “apiRegion AT AR EEZE Google Cloud

SINHVERE LSRR TIFRE - ERIERTELEEI
=

FA1? Google Cloud BRTSIRFEBY APl £3%
“netappcloudvolumes.admin’ & c & & Google
Cloud ARFZIR A FATBIEZERY JSON HEXAE (RHAF
EtR R BRI ERETF) o

MREFEBRIEFEARES A SEEIEE] CVS IRP » AR
12 URL » RIERARZS T LABHTTP(LIE » tefiX
SHTTPSHIE o 5t HTTPS {IF » @BkiB/RHEET

» LA EMRIERRSBPEHABERERE - FZIERE
B BB IE(EARSS ©

¥ NFS S EIBEITIRAMEZES] o "nfsvers=3"
IR FBRVELREE K/ NARUEE > BIBCE R - (FEER a8 HIB1T)

CVS-Performance 3 CVS IR#EE4R (GERIRIEIEE CVS-Performance TE:&{E

) ° CVS-Performance fER standard ’ premium 7% [fEZE
» B{#F extreme °© CVS {EE standardsw & A“standardsw” ©

‘zoneredundantstandardsw °

Google Cloud 48 AR Cloud Volumes Serviceléif  "FER"

[=]
oo ©

BEHRRT E AR AEIR o fIF |

\{"api":false, "method":true} °BRIEMIETE
EITHEH R B E AR H eS8 > [RISEZIERLE
Ibﬁb°

EERBEEEM » §HY StorageClass EEIWT -
allowedTopologies WEBEFAAERE o FIE0 :
‘- key: topology.kubernetes.io/region
values:

- us-eastl

- europe-westl

IRB] LUEHITaR AL E defaults 52 EREZE S ©

e

exportRule

snapshotDir

snapshotReserve

it A%

MEHHORKRA - KERLUERS “0.0.0.0/07
PRAY IPv4 (iIitsy IPv4 FABERAYSI
& > #%F CIDR R ©

#hf " .snapshot’ B &% wgttzm

1 ° CVS f8=%fE
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size

CVS-Performance [RFS4BE! 45|

it

HERUIRE o
EER%A 100 GiB° CVS R/NBE
A1GiBo

LUTEEFIIRMHET CVS-Performance FRFSIBEEIHIEEHIZEE ©

&1 &/NEE

CVS-Performance &
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-Performance BRF54E2IFEER
100GiB] ° CVS IRFFEEIAR
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w
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= EMTER CVS-Performance ARFFEREMTER TRE) IRFBFRHNR/NRIFECE o

version: 1
storageDriverName:
projectNumber:
apiRegion: us-west2
apiKey:

type:

service account

gcp-cvs
"012345678901"

project id: my-gcp-project

private key id: <id value>

private key: |

client email: cloudvolumes-admin-sal@my-gcp-

project.iam.gserviceaccount.com

client id:

"123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:

https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:

https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-

sa%$40my-gcp-project.iam.gserviceaccount.com
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#h 2 | RBFRECE

LSRR T RIRECEREE - BIERBFRMEREERE

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelLevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti1i
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#H 3 | ERNECE

IEEEHIEA “storage Bio B EfiE AN “StorageClasses 58I 2T - sA 2B #7185 E & | BB FHFENMN
EEAT ©

EEAMAERMNETE THRENTERE » BLTERERET | snapshotReserve 5%# exportRule’
E 0.0.0.0/0° ERMEUTAETEE | storage Z7 - SEEEMEEERT BCRIRA o
‘serviceLevel W BHLEMNMEEETERE - ERMNERANRBEUTREREZEEZMF | "performance’
M “protection-e©

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sa@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/ocauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/v1/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%40my—-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:

snapshotReserve: '5'

exportRule: 0.0.0.0/0
labels:

cloud: gcp
region: us-west2
storage:
- labels:

performance: extreme
protection: extra
servicelevel: extreme
defaults:
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snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard

REFLERIE &

LAF StorageClass E&EAR E#RMZEEF £/ "parameters.selector’
R EHRENER o ZHEEEAFrENPERNA®E

TR 2 %5{E StorageClass F5E A
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs—-standard
provisioner: csi.trident.netapp.io

parameters:
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selector: performance=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extra-protection
provisioner: csi.trident.netapp.io
parameters:

selector: protection=extra
allowVolumeExpansion: true

* F—(EA#EFH(cvs-extreme-extra-protection) M E|E—EEHE M o 52 —IREBEIIEE R IRER
EEA 10% BIEE o

* REB—(E#EFLER(cvs-extra-protection) MAKEMIEMH 10% RIZRERIEEFM o TridentRTE EHEHE
EESE > WHERME RIBRERENX o

CVs ArF5iaR RN
LR HIRM T CVS IRFFREMNEMRKE -
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EREARMERBIFACE storageClass 5 CVS ARFSEERNTER(E “standardsw’ IRFE KT o

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-eastd
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com

servicelevel: standardsw
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#h 2 : HFMECE

It &5 ImAC B A “storagePools FR & f#1F M o

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079'
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"
private key: |-

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396'
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelLevel: Standardsw

7
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BIUBIKRERR » PITUATo< :

tridentctl create backend -f <backend-file>

MEBIHEILKRN > ARIGECEFERE - EAUZEBRATUTSERHFURERR :



tridentctl logs

ERERMEEREREPIIRRER » G UBRRITEILIMS ©
B &NetApp HCIZ(SolidFire& i
T ERUN{AI7E TridentZ2 2RI M EF Element i

TTREEEEIGEE

Tridentigft “solidfire-san’ AR EBANREEFRIER - ZERNEFIIERE | ReadWriteOnce (RWO)
~ ReadOnlyMany (ROX) ~ ReadWriteMany (RWX) ~ ReadWriteOncePod (RWOP)

i “solidfire-san' fEAZERENTE N 2R 1ER_M_EIR_MIEEERT o ¥ "Filesystem'volumeMode > Trident##iL
— B & M R T —EIE R R4 - IERAMEATLH StorageClass F57E ©

LS WE BEER SHENEFEIRELR TIEERERS
solidfire-san iISCSI EE RWO » ROX » RWX BEEZEZR o [R5
* RWOP MR o
solidfire-san iSCSI IEERGR RWO » RWOP xfs? ext3 »
extd
BHtRZ Al

1£3217 Element BimZ Al » IMEELTAR

« —(EZIBIEIT Element EREEREIZERLR o
* B NetApp HCI/ SolidFire2 £ SR E AR AR IR » AT EIRHIIRE
* Ff& Kubernetes T{EEIELARMESZ ZEEHFERY iISCSI T A o 2F " T EENRLEEHE" o

Binfc BRI

BSMTRUT REHEEEE

#[E et b
version YRR 1
storageDriverName HEFERHIENNBTE Y542 2 “solidfire-san”
backendName EREAL A EREd "solidfire_" + fi#fFE& (iISCSI) IP fiiik
Endpoint ¥ SolidFirez=5E/ MVIP » &7
Pi&E
SVIP f#7F (iSCSI) IP fiitFIEHE
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= it fas%

labels EEERAREEERER JSON 1§
NERE o
TenantName EFEANERARSTE (MREARE
BIJ#&3T)
InitiatorIFace 1% iISCSI RERNIFEEH TE "Tax"
UseCHAP fEA CHAP % iSCSI #7818 EM
5% o TridentfsEF CHAP ©
AccessGroups E{FAFEERA ID 7R SHBA Trident) BYEHMIEEAERY
ID
Types QoS#RED
limitVolumeSize UNR A RAVFEREE K/ NEBILE » (FERR AR HIBTT)
R & 5B -
debugTraceFlags HPEHEPREF EFE R RREIESS o fl B

i » {"api":false, "method":true}
(D s#m1Em debugTraceFlags MIFIE/ELETHRIEHHA L B BEH40A0 B 558064 -
i 1 : BIHECE “solidfire-san' BB =& S 2 AR VERS)SS

KEEPHIRT T —EFER CHAP sTENBIR M » WH=BABRE QoS REIEHREETTEE - RAFEN
BhR > CEERRFENRERCH o IOPS [EFERSH -
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

g4 2 : BIHFEEFLERNEE “solidfire-san’ 758 EHRUTAIERENTEZR
LEEERIRRTR TECE 7 RN IR IR E FIE UK 5| BIE L E RN RHEFER -

Trident{E 52 E B 7Rt AR BB NI BIHEHT LUN - £ 7T HERER » FEESTURSREERNERZT
B WIRRBRHIRE DA

T T AFmBEARIFERIET - FIARELERE THENTERE » BEERERET | type SRR - Eib
EUTUEES : “storage #897 o EEEMNFF » —EEFHNRE T BCHEE > M—ERFFHIBET LE
RERTERIE °

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260

TenantName: <tenant>

UseCHAP: true
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Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minTOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: "4"
zone: us-east-la
type: Gold
- labels:
performance: silver
cost: "3"
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: "2"
zone: us-east-1c
type: Bronze
- labels:
performance: silver
cost: "1"

zone: us-east-1d

LUF StorageClass &8 _Eati E#EAERE o £/ “parameters.selector 7ZEMENIH > &1@ StorageClass #ZI5E
L E Pl ARt E IR E - SR AAMMEERNPERNZE ST ©

F—Ef#F R (solidfire-gold-four IR EIE—EERM - ERME—IRETEERIEAERTKM
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‘Volume Type QoS &EE o RE—ERTFLER (solidfire-silver) IEHERMHIEARMEFENRETM
Tridenti$ RTEBEZMME EH » WHERREREFEREX o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold; cost=4

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=3
fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze; cost=2

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=1
fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
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name:

provisioner:

parameters:
selector:
fsType:

EHEZER
* "SahfEEEAE"

ONTAP SAN EEENFE

ONTAP SAN EBEHFE =1t

solidfire-silver

csi.trident.netapp.io

performance=silver

T U {E{E A ONTAPAHICloud Volumes ONTAP SAN EREHFE i EONTAPE R o

ONTAP SAN EEFNFZ ¥ 15

Tridenti2 AT SAN ETZERENTZF > FIMEIONTAPER &R o TIEMEFEUERE | ReadWriteOnce (RWO)

» ReadOnlyMany (ROX) ~ ReadWriteMany (RWX) ~ ReadWriteOncePod (RWOP) ©

5

ontap-san

ontap-san

ontap-san

ontap-san

ThRE

iSCS| i&i&
Py FE L
1# SCsI iR
#%

iSCSI &
it SCsI AR
#

NVMe/TCP

)

ENVMe/TC
P BYELfthE
BRIFo

NVMe/TCP

%2
EZNVMe/TC
P RYE M+
BEEHo

=

SZRHITFEUET

RWO » ROX » RWX + RW
OoP

RWO > RWOP

ROX 1 RWX 1Tt8ZE 24
W@ AR o

RWO » ROX » RWX » RW
OoP

RWO > RWOP

ROX #1 RWX TEAER R4
AR ERIU T ARIA o

SRRIER AR

21’%—%%% ; RIAE RS

xfs? ext3 ’ ext4d

?’;1’%—?—?\% ; RIGE R

xfs’ ext3 ’ ext4d
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Eil7 TATE FERN XENEERN SERIERRA

ontap-san-economy iSCSI B RWO » ROX » RWX » RW EIEZARL ; FIEERK
OP i
ontap-san-economy iSCSI IBERG RWO » RWOP xfs’ ext3 ’ extd

ROX 1 RWX 1E1EZE R4
B EX T AR o

* {3 “ontap-san-economy EETEHFHEEFERESN.. B ZIENONTAPEZRH"

* £ “ontap-nas-economy (£ ETEHFEEERESH.. K SZIEHONTAPE ERH]" LUKk
@ “ontap-san-economy BEENFEN A EA ©

* 55701/ “ontap-nas-economy MREFE FEERHRE - KBERFITEHMAE

* NetAppFIEZTEFIE ONTAPEREIFZ T8 Flexvol BE#AL R * ontap-san BRIb o {EAEE
FiE 0 TridentSZIR(EFRIREB M > WABREMEEZE Flexvol BE

EREER

TridentFEHEALLONTAPEL SVM BIEE BN #HIT » @EMFERA T AR © "admin'&EEHF 3¢ "vsadmin’'SVM A F »
HEEHERABREBLBARMNEE - #iAmazon FSx for NetApp ONTAPEFE > TridentEEELLONTAPEY SVM
BIEEHHMIT > MFERAELE o ‘fsxadmin AR 'vsadmin'SVM BE » KB EHERABELBARENEE - &
fsxadmin R EHEEERANERERSR °

WRIRER “limitAggregateUsage EESHHMEE TR SR o EfEFAAmazon FSx for NetApp
@ ONTAPFITridentfs » “limitAggregateUsage’ 2## /A5 "vsadmin ] “fsxadmin' BEIRE o 4
RIECIL2E > ECEIRERELM -

EEFAR] IATEONTAPH I I —EIFRHI14 B A B HTridentSEENZTNER » BRMFEZERM o TridenttI k%
SRR ASER G IFAUERIMY AP > FBLE AP AZENIIAE 8 » BESHRERFHRBR S ZHEHE -

NVMe/TCP HEMERZEIE
Trident>z 2 F IR ML IR SENE (NVMe) HE ontap-san EEENIZ N EHE :

« IPv6

* NVMeREiR &R IRER N 7efE

* 3B NVMe HBHIA/N

* A TETridentyMEBEEIIA NVMe % > LUETridenta] A B IR E A 6yiBHER o
* NVMeR4 2K

* K8sEREARYVEBTERARASIHBIERARA (24.06)

TridentA 12 :
* NVMe R4 1B/ DH-HMAC-CHAP

* REIRETES (DM) ZRRE
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* LUKS 1z

@ NVMe £ #EONTAP REST API » R3z#& ONTAPI (ZAPI) ©

ZEEFEBIFONTAP SAN EEEITZR
T HEECE ONTAPEIHMONTAP SAN EEENFE TR E SR AN ER 2535818 o
=R

HHIFRIAEONTAP#& LS » TridentERZE/ME—EF S DB SVM ©

"ASA 2 AR ELEMMONTAPRAE (ASA ~ AFFFIFAS) 7ER#FENEFLBEPIARRE ° 7EASAr2
() =% CRRGCIRBMTARRS - #20E MAEXE » MBIITEASA 2 RAAREES
Sk SVM o

AnfE > MIERLUETZERSER » EIIsmEP—EHS —ERENEXIEFEZIER o fla > ERIUERE—
18 “san-dev' {E 48R/ “ontap-san  EJ##] “san-default EAA%E5! “ontap-san-economy — ©

FRE Kubernetes T {EENELER MBI FER) iISCSI TH o BF "HEE T EENEL" THEFIS ©
HONTAPE IR ETE DR S
Tridenti2EMIEONTAPR IS F DERE A o

* BN&RE | AAFTEREIRIONTAPHERENFERAERBNEN - ZBRFERAAEEENZE2EAAE » fit :
‘admin' 2 & “vsadmin FEIRELONTAPRRZA R KIZEHEA ©

* BERUREE ¢ Tridentth I AE R LR RIRAYEZEONTAPEREREH o L » BinERLAE AP WA
i BWNREE CARE (WRFEM > EHEER) B Base64 HRISE ©

TR AERIRA B » WERENERNAENENERN G AZEETIN - B2 » —RAXE—EH MRS
7% o BYNEIRNENS (M5 % - W RRRIREETMERRAESE -

@ NRCEARRRMEEMNES > IRIFETRERK > WHIFHER - RTAREETRET ZE
BRsE /% o

R BENEEN S0 ERE

Trident?E E SVM HE/HREHESIEERN/RE S SEEONTAPR IHEN o EREHIREN « AAEENAR > f

. admin B#E °vsadmin o EERFILUERERIRONTAPRAEAIEE » BLERAFISEE AR —LEINEE API

» HERZRAYTridenthR A2/ o SEATTIUB I BF]REBAA BRI EE Trident—IERER » (EFERERM ©
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

HER ) R —MAXFR A HE/RENMT - BIREISTHE » FRE X/ ZEEISEH Base6s
1T4RES » WiETFE%A Kubernetes £ - IEERIUNEMEBIRFATE THEE - At » ER—BEREIESH
1789121E > A Kubernetes/ﬁﬁ%ﬂﬁiﬂﬁ °

B RENRENS (5
HMMIRA N R TR REEONTAPR IR - BRIREREE=E2H

* clientCertificate : & Pif/RsEH) Base64 4RIS(E ©
* clientPrivateKey : EABiFA#BHY Base64 4RIG(E o

* trustedCACertificate : Z{51E CA /R:EHY Base64 4RiS{E o tNRFAZE1EEY CA » AIABIRHEIEZRE - 10
RRBEFEAZEEARERERE > eI U ZBRILSER o

HAWTEREEEUTESR o
TR
1. EERPIm/RENEE - EXR > FEHALTHE CN) REAEEITEENONTAPHERE

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"
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2. 7ZZONTAPEERIMEREER CARE - EUAREKHRFFEERSRET - MRRIAEAZEEREERE
118 > BIBBRILIRIE -

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver—-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. fZEIONTAPEZE L ZEEFIR/REMNEIR CRESE 1) -

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. HEERONTAPZ 2 E AB BT cert BREE X ©

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

5. FREEENERBETENE:S o 5518 < ONTAPEIR LIF> # <vserver &8> B AEIE LIF IP {i3tF] SVM
58 o

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver—-get></netapp>"'

6. &3 Base64 ¥/R:E « MRS CA RFTEITHRS ©

base64 -w 0 k8senv.pem >> cert basebt4
base64 -w 0 k8senv.key >> key baset64
base64 -w 0 trustedca.pem >> trustedca baset4

7. fER E—PEFIERI B o
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cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fessmmmmeme== frememesessess==== fessssssssssssesessaososssssssssss o=
f=mm==== fememema== +

B S PR AR IRE

TR AERIRA B - UWERARENSDERE ANRIAEESE - EEHERERN @ EREAELE/ZEN
BIn P AEHBERRE ; EREENREUERAEINERERBEENRE - At > TXAEMRRER
BB RN IS S DR SE - AREAEIFIESHBIENEH backend json 1EEERMIT

tridentctl backend update °
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

SHIREEERS » (7P BB EAAKEIONTAP EEEIETS - T RINETRINER - RS
() B INAERERESERE - ARENERLEENEE - 2RO THONTAPEEHRRIRE

LR o

Cloi=—

FHRIEAGRENS B2 THIRERNZHME WA EREZ BB IUMNVMIRRIER - RinEAIIZRATridentA] X
EAONTAP# i@ sM I FRIR R SRAVHEIR @ IR 1E o

ATridentiZ1IIB:JONTAPAE

TR URIL—EEEREERNONTAPREAR » EREMALERAONTAPEES BB Trident P MITIR(E
HETridentBiHREFESERERBR > TridentERTIEIZAONTAPEEABIRMITIRE o

SES R TridentE £ T A (A 58 A IR Tridlent 8T A SSOS¥ARER A -
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{EFIONTAP CLI
1. EEUTHSELHAR !

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. ATridentFl R EBIUFRERTE :

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3 RABMRHPEIERE

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

ERRHEES
TEONTAPRFEEERHIT FIITER

1. BUBTAR:
a AETRERRRIUBTAR  FEE TRE>RE -
() EE7E SVM EBREZIEIAR » FEE 7 > RFERMES] > required svM>
RIE > EREMAR: -
b. FEEFERENARZENFEET (—) o
C. IEABNEE R
d ERABHFA > RERE [#F -
2. RABGHEZTidentEMRE : + 71 MEAENAR EELRITTIIDHR
a. £ MERE) THEE g Bm+e
b. EIZFFTRIEAESR » ARE TAG) THRNEEREERE -
C. BhEEfEE o

BELEHASRNTER -
* "AREEONTAPH B TAR & EEBTAR"
< "EAEMERAERE
fEF%[ CHAP BistiEs
TridentBI A &8 [ CHAP %t iSCS| 538178655 o “ontap-san'# “ontap-san-economy' B)t4% o E B E A

"useCHAP TR IR TE &R P HTIGEIE  3RE4 “true Tridenti SVM MTER B EREFZEMECEAE R CHAP > I
RBRIFIERRTEERERBNEIR ° NetAppEREAEM CHAP HEHERETIH R - F2RAUTHHIE
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

EI

@ & 'useCHAP It 2# B —Efp MEEIE » JFERCE—K ° TAR(EA false e —BEHRA true » Fi
LB HRA false o

F4N useCHAP=true * % chapInitiatorSecret * chapTargetInitiatorSecret

chapTargetUsername * # chapUsername A BESERIGEERT o BIERIRE » AILUEBHITUT
MLRENFEIZ . “tridentctl update ©

TRRE
BIBRTE "useCHAP IIRER true » AlfETF EE RIS R TridentfE #FRERIFRE CHAP - HFREEUTHA
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I
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cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o Fom e
- o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbebbc |
online | T

e —— e — e e ettt
t——— R +

RAEGRAZHE ; MR Trident?E SVM LFEH/KR:E » RIS L Eﬂ%fﬁlﬁ,@;f??—nﬁ@]ﬁkﬂb o MTEMRERAEMEN
BeE > HAEGRSEERTEIIRE - BT EMEEENPVREEMERERNES

ONTAP SAN Bc & ZEEF &)

T RN AEITE TridentZ2EE 2 7 M ONTAP SAN EEEHFER o ANENIR B IRER E &8 HIU K
BB IR ¥ FEE| StorageClasses MIFAAE N ©

"ASA T2 ZA"EEMONTAPRAE (ASA « AFFFIFAS) ER#FENEFLBAAR - BLEEEERERLEZH
BIER > MNEERERPRIR © " TR ZRATCASA r2 RGEEMONTAPR A Z IR ZER" ©

(D 25 ontap-san'ASA 12 RS (23 iSCSI Fl NVMe/TCP 1) -

ETridentBIGREF » BEIET LR EASA 2 o BITEELE “ontap-san {E% “storageDriverName Trident™]
BEHMERIASA r2 SERRIONTAPRL o U1 TRFIT » FLERIRERTESHEABERANASA R Ri%
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev?2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default

snapshotReserve: '10'

HMERAUT A REILFIER ontap-san BEFFZT TridentZ FlexVoliEA1 T 10% FIREINAE »

@ LUAHY LUN STTE Rl o LUN #HKREBEHEE PVC RERMELIA/NEITERE  TridentfEFlexVol
110 10% (FEONTAPHEERANARY) - BRRESESMMFRENTRARE o ILIEEE
=] LB LE LUN fEr] BZERIR T2 B 2 e AM:E o SAEAMN ontap-san-economy ©

BN EZHEH snapshotReserve Tridentst EREFBE A/ EZINT ¢

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 2TridentA A4 LUN TERIMAEINAIIZIFlexVol B¥10% ° 2T snapshotReserve=5% > PVC 55K =5
GiB > #8F8FEK/\%A 5.79 GiB » AJAKA/\A 5.5 GIiB © 35 "volume show' %3 < FERE R EL L SR FIFELIAVAL R

Aggregate State Size Available Used%

_pvc_89flcl56_3801_4ded_9f9d_034d54c39514
online RW 18GB 5.80GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd
online RW 5.79GB 5.508GB
_pvc_eB372153_9ad9_474a_95la_0Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

BAl > SRBRNER M E L ZERNRARENE—5E -
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=/ )\ECE
UTHHRTTEAREE » HRARZSHSHEREARE - ERERRITREETIE °

@ AR ITIENetApp ONTAP_LfEFAmazon FSxFTrident » NetAppiE:Z{EA LIF 57 DNS &M
JE IP fardk o

ONTAP SAN 34

ERFERUTHZENELRERE | ontap-san B o

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

MetroCluster&if|

WAL E B > USRI ARRIRRFEERRIFER o "SYMEREER" o

77 BIRELYIAITIE > 3515E SVM "managementLIF (& B “svm 28 o FIi0 :

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password
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ONTAP SAN #& 7 &5

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>

B REN SRR A

FEERRZEEHBF clientCertificate ? clientPrivateKey ° #l trustedCACertificate
(UNRFERAZE1ER CA > BIATIEE) “backend.json D BIENE R if/&E:E « FASBINSS1E CA REN
base64 ARHIE(E °

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulIGNsYXNz
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& CHAP #if)

SLEGIEE T —(E%UF © useCHAP FBES true°
ONTAP SAN CHAP #5fj

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SAN %57 CHAP &34l

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe/TCP &3/

IRHIONTAPBIHAEREFE A NVMe BY SVM © 52 NVMe/TCP MEREBIHACE

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

SCSl over FC (FCP) &34

RBIONTAPBIHMBRCE FC B SVM © 52 FC MEARBIHAE -

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_fc

username: vsadmin

password: password

sanType: fcp

useREST: true
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£ nameTemplate AY1& I8 & &35

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:
nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\
lume.RequestName} } "
labels:
cluster: ClusterA
PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

ontap-san-economy EEENFZTLHY formatOptions &if

version: 1
storageDriverName: ontap-san—-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:
formatOptions: -E nodiscard

BAERMER RG]

FEELHARIRERET » TAEMENERE THRENTERE » fU0 © “spaceReserve ':8A »
“spaceAllocation’ {8 » It B “encryption $532 o EEHhIEFEEFHOPES o

Trident?E M&EE) BUPRERERE - EECER > Trident& i ERN ERPMERBENIFEFSES > I

Z:EFIexVoI volume LERTEZM - 2T HELER » RIFEESUUABEERNERRE » LIHRBREIREED
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EELEEft » —EREFIEREBCHRE o spaceReserve ? spaceAllocation * # “encryption’
BLESBEEERE  AENGESTERE -
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ONTAP SAN 54
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82

version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"



ONTAP SAN #& 7 &5

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"



zone: us_east lc

defaults:
spaceAllocation: "true"
encryption: "false"

NVMe/TCP &5/

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"

encryption: "false"

iR IRIRGY EI (R F 4

LUF StorageClass E&HIsHIR[E A EHiZinEfl] o A parameters.selector EF{IF > &1
StorageClass #&5H L EHH ] BN TEHIEE - i AAMEERNPEENZE ST o

* 35 “protection-gold'StorageClass & & HEE|F—EE#EM o “ontap-san'&if © E 2 —IRHETR(REN
A o

84



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-gold

provisioner: csi.trident.netapp.io

parameters:
selector: "protection=gold"
fsType: "ext4d"

* 3= “protection-not-gold*StorageClass & & ¥ FEZIE —EFE =EEE M o “ontap-san'&if R T B2 ER

Z5h > RREESMREEMERIFRE o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-not-gold

provisioner: csi.trident.netapp.io

parameters:
selector: "protection!=gold"
fsType: "ext4d"

* iE "app-mysqldb’StorageClass & & ¥ fEE 55 = {E E#E A ontap-san-economy’ & o EEME——1E
#AmysqldbiER FE AR IR MR EN T -

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb

provisioner: csi.trident.netapp.io

parameters:
selector: "app=mysgldb"
fsType: "ext4d"

* 5 'protection-silver-creditpoints-20k’ StorageClass ## & ¥ FEEI 5 —(EE#HEA "ontap-san' &% © E2W—1E

HIRARREEF 20000 FEDHIEEE M ©
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io

parameters:

selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* 3& “creditpoints-5k’ StorageClass 1 & ¥ fEEI 55 = {EE#E A ~ontap-san' % i 81 55 Q1@ E#Eth “ontap-san-

economy’ {&if; o 52 M—IEH 5000 ARIFMER ©

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* &E my-test-app-sc StorageClass I ZHESR] “testarPp EiHet

nvme ° S ——KIRHAMH AT testapp ©

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

TridentiR R EBEZMMEE R > WHERMERFERX

ONTAP NAS EEENFE

ONTAP NAS s T\t at

‘ontap-san A% “sanType:

T HRIN{A{ERONTAPHICloud Volumes ONTAP NAS EBEH2 T8 EONTAP& i o
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ONTAP NAS EEENFZT(s¥1B

Tridentie AT NAS EZERENTZF > A EIONTAPR S  TIEMEFEBUER A | ReadWriteOnce (RWO)
~ ReadOnlyMany (ROX) ~ ReadWriteMany (RWX) ~ ReadWriteOncePod (RWOP) ©

=il HE Z2ER ST HEMNEREL TEIERERS
ontap-nas NFS SMB  {EZZ4r RWO * ROX*RWX*RW "> nfs ’ smb
OoP

ontap-nas-economy NFS SMB  #EZ &4 RWO » ROX*RWX*RW "> nfs ’ smb
OoP

ontap-nas-flexgroup NFSSMB  {EZZ4: RWO » ROX~RWXRW "> nfs ’ smb
OP

* £/ ‘ontap-san-economy (£ ETRFHHESFERESN. . K ZIEIONTAPE ERH]" o

* 5/ “ontap-nas-economy (£ EFEFHFHESFERESN. . K ZIEHNONTAPA Z[EH" MUK
@ “ontap-san-economy FEENFENEAEA ©

* 5A701EH “ontap-nas-economy R EFEHEEERRE - KB ERFITEMAE o
* NetApp R iE:ZTEFIEONTAPEREIFZ T 8 Flexvol BEALE » ontap-san BRIb o {EAEE
5% 0 TridentSZ1B(FEFIRIR (MG > WABFEMEHEE Flexvol BE ©

EREER

TridentfBEALLONTAPZY, SVM BIEE BN HIT » BEMERATIIAR | "admin EEHF I "vsadmin'SVM B F »
FEBFERAGELBARENAR °

¥ Amazon FSx for NetApp ONTAPERE > TridentE ELONTAPT, SVM BIEE B D#IT » MifFAEE °

‘fsxadmin' A “vsadmin'SVM BBF » I EBHEEAEBELBARARMNAL © & fsxadmin' B 2EEEEE A
BEHARERM o

WRIRER “limitAggregateUsage FES YR EEIE SR o EEHAmazon FSx for NetApp

@ ONTAPFITridentfs » “limitAggregateUsage’ 2## /A5 "vsadmin ] “fsxadmin' BEIRE o 4
RIEE U2 > FLERIEREM o

EIRRI LITEONTAPARE I —EFR G Eia A B H TridentSBENFZINER » BIERMFEZESHEM o TridentlIKZ
BURTARASER G IFIUERIMY AP > FBLE AP AZBNIIAE 8 » BESAHRERFHEBR S ZHEHE -

#EREAEONTAP NAS BEBNIZ 151
THRECE BB ONTAP NAS EEEh2{RIONTAPTRIRAYEER « BRa8 i TRAN BB tH 3R AK o
EK

* HFAIBONTAPEIR > TridentERE/VIE—EFTEDBEAES SVM ©

* EAIUHITZEREENER » MEIIEMEP—ERS —EEESHFZXHEFEER o il > EEIURE—E6ER
T AEY Gold 85! © “ontap-nas BB EMER B RARER S ontap-nas-economy’ — ©
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* FiB Kubernetes T{EENELER A ALRIEHER NFS TH - FRE"EE"ELHFERERTX ©

* Trident{EZHE#M & ZIBIT7E Windows B2 _ERY pod BY SMB F4RE&E o 2% ZEEAIESMBE T #R:F1E ©
HONTAPEImETTH (D ERE
Tridenti2EMIEONTAPR RS DERE AT o

« HiYESE | IHEXEEHONTAPRIGES BFIAER - ZiRFEREBATENZE2E AL GBRBRIRS - fl
U0 : “admin'3¢#E& “vsadmin HEREZONTAPHR AR ATZEMER ©

* BT | WERNERBIRZEFEE - UETrident7 SEEIONTAPERERE © bR » BinERLABZ AR
In/&E « BIMMREE CARE (WRER > B&fER) Y Base64 MRHSME o

TR AEIRA B - UERNERNAEZNEIRERN G AZEETIR - B2 » —RAEXE—BHMRE
i o EMEIRNENSMNERES L > KW ARBIREERRIFRES X -

@ RECEAFRRMRENES > IRIFERILF RN - LHIRER - RTKREETRMET ZE
BRsE 0% o

B REN RN EEE
Tridentf®BE SVM SE[E/ZEHE EEEREE T SEEONTAPR IniE o EREAREN « FAAERNEE > f
g0 : admin B(F “vsadmin o BIKEIUERERIRONTAPRRAEATES » LR EISEE AR —LLEINEE AP

& imE ZEHII TEFT -
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worker-node-prep.html
worker-node-prep.html
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

credentials:

name: secret-backend-creds

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

Al Al

svm": "svm nfs",

"credentials": {
"name": "secret-backend-creds"

HER ) BmEE e —MAXFR A HE/RENMT - BIREISTHRE » FRE LB/ ZEEISER Base6s
1T4RES > M {#TF2A Kubernetes &8 o BRI ZEI/EHEM—FETH/RENT R - At » E2—IBEZREESH
1TH932E > B Kubernetes/fTZ B IEE T ©

B RENRRENE (7 5EE
AR N BHEB A A ERREEONTAPR LB - BIHERTE=[E2H o

* clientCertificate : &P im/&:5H) Base64 4RIS(E o
* clientPrivateKey : EABFAIBHY Base64 4RiG(E o

* trustedCACertificate : {51E CA /R:EHY Base64 4RIE(E o M RFERAZS1ER CA » B BIRHIEZE - 1
RRBEGEESEERRRIREME > BRI ZBRIEPER o

HAWTEREEEUTESR o

1. EERPIHRENER - EER > HBEARME CN) REAZEITHENONTAPERE -
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. 1EONTAPZEhEf {8 (T CA JBiL o BHEDCHEESEEEET o EE5EHES S FH RIS
142 > RIZBBRILIR(E -

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. EONTAPEE L ZHETFIR/RENEE CRESE 1) o

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. FEDONTAPZ 2 E AH B "cert HHBEEH & o

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>
security login create -user-or-group-name vsadmin -application http

—authentication-method cert -vserver <vserver-—-name>

S. FRELMERRETENEE - :51% < ONTAPEIE LIF> # <vserver &1E> BAAEIE LIF IP iIitF SVM
%18 o M ZBARE(R LIF BIBRTSR BﬁE‘; TE#4 default-data-management ©

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. [/ Base64 #1/&:5 - LIBIZS1ER CA BRETHRE °

base64 -w 0 k8senv.pem >> cert baset64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca baset4
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7. ER E—PESHERILR

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o —— et et it
- F—— +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o - Rt et bt
o F—————— +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214
online | 9 |

o —— o et bt et P
- e +

BT ERE 7 IR B R IUREE

TR UAEFIRA B - UWERATENSMERE ZNRINERSE - EEHERERN | ERAEAELE/ZEN
BinE] AEMAERRE ; EREENREUERAEINERAERBEENRIE o At > THEMRIRER

BRBEsE A AN AIE N R R EEE 5 % - AR FEREIFMELHEVENRED backend.json EZERHIT
tridentctl update backend °

cat cert-backend-updated.json
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{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e ittt e ittt b o
T e i+

| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

R fremememessess==== fessmssee s se s o s s s e e
f======== fmmmmeme=s “F

SHIREIEERS » (7P EIRANAREONTAP LIEMEMETS - 1 TRIGEITRISEN - HiDn
() B INAERERESERE - AEEHERLUEEEE - 2RO THONTAPEERRIRE

=%
PR ©

BRI A GRENN BB IIHIRERRE » WA EREZ BB UMMIREER - BinEMNAIHIRATridentA] L
EAONTAP# i @Ml BRI R RAVHAIR B 42 1F o

ATrident}Z1Z B JONTAPAE

TR —(ERA RBERNONTAPEREA R » BRIEMALERAONTAPEES A BTE TridentPHITIRIE
HETridentBimREFEFERERER > TridentER TR FIONTAPEEA BRI TIRE o

E2RE TridentE ] BEELER BRI Trident BT ABAIFEEN -
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{EFIONTAP CLI
1. EEUTHSELHAR !

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. ATridentFl R EBIUFRERTE :

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3 RABMRHPEIERE

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

ERRHEES
TEONTAPRFEEERHIT FIITER

1. BUBTAR:
a AETRERRRIUBTAR  FEE TRE>RE -

() EE7E SVM EBREZIEIAR » FEE 7 > RFERMES] > required svM>
RIE > EREMAR: -
b. FEEFERENARZENFEET (—) o
C. IEABNEE R
d ERABHFA > RERE [#F -
2. RABGHEZTidentEMRE : + 71 MEAENAR EELRITTIIDHR
a. £ MERE) THEE g Bm+e
b. EIZFFTRIEAESR » ARE TAG) THRNEEREERE -
C. BhEEfEE o

BEEAFZ2RUATER :
* "AREEONTAPH B A" NE " EEE I HE"
* "ERABNERERE"
EIE NFS T H R
TridentfiEF3 NFS BBt SRERSRIE I H PREC B AR E R FFE ©
Trident{EBRI2 H [ SRER B HR (AR !
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* Tridentr ] ABNREEIREH KRR A S ; EEBIREEXT » FEEIESIEE CIDR EIf%5R » 5L CIDR &if
RRAHESH IP (Lt o TridentZE GBS B ELEBENERELE IP S EERRE) c E > IR
BHIEE CIDR @ B S 3EfABmENES FHIMFRrA RIS ERERE P Hit 2 5E 15K o

* HAEFEIES P LR BB SRR FENFTIZARAI o BRIEFEAHRETISE T ARME LRI ETE - TR TridentiF &
FETEERE HEREK o

B BB R0

Tridentfg 7 EHREEIEONTAPR InbE HERBRBYINAE o B4k > HFEEE M AT LUEE LIFRIRS IP BIASHILZER]
» MERFEERAENRFR - EAKBET EHRREE , BEHRBHENFTBERERRHEERETAIR
T8 o LS - ERMNRHRHFRENENRFITEAFHHEEER P (BT EHERNER L - 1EMmsE
A EBEEEE -

@ fEFAENREEE HERBRET > SH/0EAMRAINER (NAT) o (8 NAT B > EfFERIZRE ZINZA1I
NAT {IHEMAZEEREY IP EHEA4E > FIEFEEHRA PR EITECIRR; » FEURHRIEE ©

B+
WRERMBRERER - U TE—ERIEEZRHG

version: 1
storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135
svm: svml
username: vsadmin
password: password
autoExportCIDRs:
- 192.168.0.0/24
autoExportPolicy: true

fERIETHAERS » ZRRE(R SVM FRBVIRIEIZRE A FeRl B I RE L RBK » 2 SRBRRIE L ARA ST
@ Ei%5 CIDR &R (BISNTEREEHRER) o 1G4 BENetAppEEHIREER > A TridentEBA—(E
SVM o

BUR A Lt g 2 » sRBALLThAER TIRRIE

* autoExportPolicy BRAEA true ° &7 lridentG A FERNER IR ENSEMEERE —EEHSE
B& o “svm1 fEH SVM ERIBFHE B IEHIMIBR autoexportCIDRs #iiiH18 o 7ERERE @ EIZRI B2 Al > 5%k
IREEFAZERE LRI - 2B EAIFRAIZRE L IR E R RN TR o EHEE B H 3 ENEL
Trident& 217 —(EEE L R > ZRIEHLIBEE Z15E CIDR BIRAEIR IP HKE qtree I TBHERE © 5
L P st =N A R FlexVol volumeFf{sE FARYEE H SRBE A o

° g
* &% UUID 403b5326-8482-40db-96d0-d83fb3f4daec

* autoExportPolicy REA true
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" 1%%@%:!5% trident
= PVC UUID a79bcf5f-7b6d-4a40-9876-e2551f159c1¢c

* 27 trident_pvc_a79bcf5f 7b6d_4a40 9876 e2551f159c1c BY gtree A% 2AFlexVolfY FlexVol 3L
T—{EEHERE © trident-403b5326-8482-40db96d0-d83fb3f4daec * %7 qtree FIFEH
REg
‘trident_pvc_a79bcf5f_7b6d_4a40 9876 e2551f159c1c’ U k—IE% %A TZERIEH SRR /Y
‘trident_empty 7EZIE A EH L o FlexVol 2L SREERIFRAI 2 qtree B RSP E ZEVMERIFRAIAY
TBEE o (ERIRMINIRYHARR & &A% S48 {58 FH 20 BB L 5 AR -

* ‘autoExportCIDRs Bl & itk o ILFERA A EEFER » FAsR{EA ['0.0.0.0/0", "::/0"] - MIRKES °
Trident& #rig 7£ TIEE0RL LI EIRIPRA RA MV R (ER SRV BRI -

EiEEBIFH > "192.168.0.0/24' Bt ZER © EEKE » (UL EEE R H B34 Kubernetes &% IP
B ER LS AN A B Tridenti@2 32 FUEE K SEBR B o ETridents I EIETAREENZLES > ©ERZEZEEER IP (it
WG E BUR MA@ IRETTEE S o "autoExportCIDRs £ > TridentfEi@i% IP (iit1E » AT ERME
RENZERIF P i IP (AhbZE 7 BB HIEERARA -

& R] LUSE# “autoExportPolicy A1 “autoExportCIDRs 1 & im 2 & » BEEITLUTIRE - Sl ABHEEN
BUIISERY CIDR » SYMIFRIRARY CIDR ° fkR CIDR BFERRIMIG » FERIRAEEGA T T o (FthelLUEE
{2 "autoExportPolicy i3 %& % » (R HIRMRE » BIEEREIFEHEINEL R - EREEETR
“exportPolicy & imAc & RV S8 o

TridentB I BB ImRE > [EAIUER TIIELEERIR - tridentctl SRAEFERY “tridentbackend CRD :

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: ext4

E—EERARIZERET > Trident& R EFAAELRE - UBREZEREEHNTFIGRE - BB ERIKEREK
SRIZFRULENRS IP > Tridentr] LABr LIRS > FRIFREFRUMENRAERERLL IP



B FeRIFEENEL > FAUTAREHER | tridentctl update backend FE{R Trident B EHE IR H 5K o
B BERER > IERIIMELLZIE UUID H gtree S B2 EH SR - BRIRFENEEEEEESTE
SR o A FARTIRILAYEE L SREK o

@ fFrRA BEERE LR RIRS M ERENRZ I AIE R - MIRBIRKENEIR > SRR
BRI » WA EEE B —EHTHYEE i 5RES o

YNRIEEHITHRIEIRERY IP (UALER > Bl RSB RENZERE_ LR Trident pod o TridentfE & B H EIEAE
U AV Bt PR > LARRBRIE 1P 488 o

EHEFESMBE

THIEZER > IERATUERLU T A IURE SMB % “ontap-nas’ B)1% o

EAZBTE SVM LEIFFERE NFS #1 SMB/CIFS t#E 7 8317 “ontap-nas-economy’ &
(D) RONTAPAsi#SERY SMB BIFRE - IBRAR BB LARE RN —E - HEEH SMB R
BRI -

@ “autoExportPolicy’ Rz & SMB H4HEE o

FIsEZ Al
ZECE SMB HERE 2 AT > A EEHFU TR ©

* —{@ Kubernetes F=£ > B2 —1{@ Linux 1ZH 2380 24F1 =/ D —{E#11T Windows Server 2022 #J Windows T
VEENEL o TridentZZ HEHMELEIBITE Windows B2k EAY pod B9 SMB HAHEE o

* 2OF—ESZEH Active Directory /RsEHITrident£ 18 o £ MME smbcreds -

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* BLE A Windows ARFERY CSI RIEBFER o BALE csi-proxy ’ a2 "GitHub | CSHYIE S E "GitHub : &
FAI® Windows H9 CSI A IE"ERITE Windows _E#11THY Kubernetes %4 o

1. B A EREAIONTAP » ERILUEIEE I SMB H= » & TridentAl A AR —1E o

@ Amazon FSx for ONTAPEE SMB £ o

Al LB B TmfE A N2 —E3L SMB BIEHA | "Microsoft EIEiEH| & "HAERREIEE T fE
FHONTAP CLI ° {#FBONTAP CLI #317 SMB £= :

a. WMAXE > FEUHANBEERISER o

iE “vserver cifs share create’ I35 LB EEE I AR -path FEIBPISERIRRE « MRIEENREREFE
» BSRLEITREKL ©

b. #37B5F SVM BT SMB £
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vserver cifs share create -vserver vserver name -share-name

share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]
C. MR HEEET :

vserver cifs share show -share-name share name

(D) #2RiE SuB =T REHEF -

2. By BmE > WARRBUTARBUIERE SMB HHEE - BRAFFAE FSx for ONTAP& Ina& EHEIE » s /"FSx
for ONTAP:R EZEIBFIEEH" o

EE st B+

smbShare BRI LSELLT—IE | {£H Microsoft EIFiZ4I& smb-share
B{ONTAP CLI #1I8) SMB £HEMNETE ; 2
FFTridenti£3L SMB HAMETE ; BT H
BB LA I H R E A AT H R o HRAHERE
HJONTAP > 2 EERIER o k28 EAmazon FSx
for ONTAPBIRFIAER » AEEAZE ©

nasType *IABRREA smb. M MMRAZE » BIFERAZEE © nfs ©  smb
securityStyle ¥ﬁﬁzzﬁ¥@ﬁ’]#%ﬁ‘t o *ERTES ntfs BHHF ‘ntfs 8(F “mixed BAM
‘mixed EHR SMB & © * SMB %
unixPermissions HEEL o *H5L SMB & > EIEMNEEZE o *
ENEZ 2/ SMB

fit 25.06 hRASFHYE > NetApp TridentSeRERU T AL EECEZ IR SMB HARE  “ontap-nas’# “ontap-
nas-economy &if o E{FI% % SMB & > SR UERFEEUESHIEE (ACL) 2 Active Directory (AD) fSEFEEFfE
FAEBHARIR (Y SMB HAMIZIEFE o
EERENER
* #iA “ontap-nas-economy A3z 1E# o
* £ IRMEETPE “ontap-nas-economy’ % ©
* MRRATZZE SMB > Tridenti§ ZBEEIRIE I SMB HF o
* R PVC 51 ~ ARG BIREAI NS EHH SMB A ACL ©
* 52fZ PVC sHREHIEER SMB HA ACL RELH IR PVC HRJ ACL ©
* %% SMB B > FBERIEHEAENN AD FHAE - ERERER A SWINAZITFEESIEE (ACL) H o

* WNRTERYE ~ FEFER PVC FAE—(E AD ERERMHAREIR » RIEIRELES | PVC -« #EFE
RBRRIR ©

* X1EL 2 SMB ‘ontap-nas EEAMNEEHIREEEA » FERNIETEMIEEEA o
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1. £ TridentBackendConfig F$5%E adAdminUser > 1 IR -

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.193.176.x
svm: svm0
useREST: true
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret

2. FEGHF BRI AR o

A0 trident.netapp.io/smbShareAdUser  ¥HAFIERETHE » URNALZEI5EN svB &R o (F
AEAFBISEME trident.netapp.io/smbShareAdUser MEZEIEERERELIEHERE
‘smbcreds  #ME o IMAIUEA TEEIEHIEE—IH " smbShareAdUserPermission : full control °
change ’ B{# read ° FERMEMRZE full controle

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

1. /EPVCE ©
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LUFEEAIEIIPVC ¢

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/snapshotDirectory: "true"
trident.netapp.io/smbShareAccessControl: |
read:
- tridentADtest
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

ONTAP NAS =% 7E ZEIEAN &5/

BRYNEI7E Trident R4 PR ITFI{EFONTAP NAS ERENTER o ANENIRHIB IR EEHIMU K
1% ImEFEE StorageClasses FYsFAAE o

‘inECEER

2R TRUT R IRECEREE

#i[E] g

version

storageDrive f{EFEEIEXNRIE
rName

backendName B %IBHHFRIR
managementLI FHEZ SVM BIE LIF By IP (Uit P S E T2 REH

F

1% %8 (FQDN) o ¥R TridentZEEREER T IPv6 125
> BRI AR EA(ER IPv6 firtt o IPv6 it AZBR A
ESREE > Hlun -
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
1 ° AT EIRMetroCluster BYR4EH » 352
RBMetroCluster&afji o

A

YRR 7S 1

ontap-nas ’ ontap-nas-
economy A& ontap-nas-
flexgroup

EeEpiE(%atE + "_" + dataLIF
"10.0.0.1", "[2001:1234:abcd::fefe]"
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e
datalLlIF

svm

autoExportPo
licy

autoExportCI
DRs

labels

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate

username

password

storagePrefi
X

100

il

LIFIAERIIPHIYE o NetAppiEiRiERE datalIF o 1R
KIRMH > Tridenti&ft SVM BUZ dataLIF o &R LUIEE
—{E2RE 41T (FQDN) AR NFS #&ie(E
MBI DNS UTEZ1AE datalIF ZRETEEF
187 o FIERE B I LUED © 2F o IR TridentZLEERF
fEAT IPv6 1258 > RIRILIEREAFER IPv6 (it o
IPv6 At AZBRSIESEES > Hlu -
[28e8:d9fb:a825:b7bf:69%9a8:d02f:9e7b:3555
1 ° *Metrocluster BRSh o *BEFHMetroClustersifl o

E(FEANGETEELRES “Metrocluster FRIb o *&
EMetroCluster&ify) o

B BB EE WL SRBIE LA ERT [FRME] o 58
“autoExportPolicy # “autoExportCIDRs iR INAEE1E
. Tridentr] A BBV EIR L CI5REK o

AR i#E Kubernetes &4 IP B9 CIDR %13R
“autoExportPolicy' RS ° £ "autoExportPolicy
“autoExportCIDRs #EAINREEE | Tridentr] L EENE
I O5RRE o

EEERANERERNER JSON BIVERE
FAF in /&R Base64 #RG(E - AR EFRENS 1R

2%
o

%)5 ImFAIBHY Base64 MRAS(E - ANEIRENS (15

=
HoxX

1EE LA SVM IRE > SR KIE

E (RE:H)

NRZ SVM BIHEE 2R

‘managementLIF B35
tHERAY

['0.0.0.0/0", "::/0"T

“

@

Z{S1E CAJREH) Base64 #RES(E ° EMERY - ARER 7

B E17 5REE

FRREERIERE/SVM ERE R o BREN/RER
E17E8% o AR Active Directory &% » 52 "4
Active Directory ‘R:EM#& IR SVM Eg:ETrident &7

"o

ERTRE/SVM NER - ARERN/REBENE(DEE:E
R Active Directory Bz » B2 " Active
Directory /&5 M1l SVM E&s5 Trident IZ 15" o

£ SVM FECEMHAERERPREARAIR - REREE
B

E{FH ontap-nas-economy # 24 {Ez§
BEZFITH storagePrefix B > qtree 1%
FTERAREIE  BECEOITHR
RELTEA o

®

=



#HE
aggregate

limitAggrega
teUsage

flexgroupAggreg
ateList

limitVolumeS
ize

debugTraceFl
ags

nasType

it TR
BAREENES (A ; RRE » AINERRG

SVM) o ¥5? “ontap-nas-flexgroup SBBHF2f% > ItEEE

TER 2B o WNRKDEC > BT UAEREA AT AR
BHRECE FlexGrouphgiE&E

E SVM v EEREME > Trident
@ BB SVM ETEY > MERE
SEAEHTridentiZHI48 o E{TAETridentsh
RESTERALRERMRER » MER
() =meusmsedBl SWM - AlERS
SVM &K > TridentrP BB IR S
SKREURAS © CUBRBARES SUM
RS - ER2M A

ERIRIRIEELR -
MRERREBILANLL - AIRERK - TER (FERASaKINIT)

Amazon FSx for ONTAP ©

AREENERGEE (AE ; IRFZE » AINEIEK
45 SVM) o 574 SVM BFRE B A& RED
EFlexGrouplift& o 232 ontap-nas-flexgroup f#7F
EEEiER o

& SVM RS REHEF > Trident
BB B SVM BENEHZYIR > M
EEEHEN TridentiZH|28 o B1&
ETridenth & E TR EN RS FERR
@ EHRER > IRBREFEWENHS
Y SVM > BTEER:E SVM &6 »
Tridentsh Y18 Ini&3E A R BUGIREE o &4
BARTEHREFES SVM L1FERNT
x> WEHET2MER » AREFERIRIRE

MRAREIEE A/ NATULE » BIECERE o LE5h > (FERARFIFNIT)
TIERHIT qtree BIEMHENRAKD » UKk
‘gtreesPerFlexvol LLEEIE 72 5F B ] & {EIFlexVol volume

MIERAK qgtree & o

PR HEPREF EE R RVAEAEES © B0 » {"apifalse, N
"method":true} 5570 “debugTraceFlags FRIEEIE
EEITHERERRE B B EF AR B okEERE o

BoE NFS f SMB BEERYEEIL o EIEA nfs » nfs
‘smb B ZEE o FRES null BTEERER NFS MR
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#HE
nfsMountOpti
ons

gtreesPerFle
xvol

smbShare

useREST

limitVolumeP
oolSize

denyNewVolum
ePools

adAdminUser

Hat

LUEESRPREY NFS #I&3EIE/FE o Kubernetes 154
MR BN EETRR B AFERNDISE - BUINRE
FHERFREIEEHEEIE > TridentiEEIREIEHE
FRIRREEPISERHEETE - NREHEFERITHR
ERERRISEEAHEIEIE > TridentiG A~ 1ERABIAY
AR E a8 el 838808 o

&1EFlexVol IR K Qtree Bi= 4 7E7F [50, 300] EEA

e LUIEELT—IE © #H Microsoft BIEIEHI&
ZLONTAP CLI #1378 SMB HHEMIETE ; AsFTrident
JB3 SMB HAMELTE ; E SO LUGE2EE 2= LA LE
HHEENAHERER o Hi4 i ZBZERNONTAP
LB EEER o IE2 8 ZAmazon FSx for ONTAP#&
IRFTAEERY » REEAZE ©

fEFAONTAP REST AP| F9#fa M2 8 o "useREST &€
72 “true TridentfSEFAONTAP REST AP| Ei1&ims@: ;
ERES false Tridentf{EF§ ONTAPI (ZAPI) MEIYEA TR
i@ o LETHAESEZEONTAP 9.11.1 RE SRS © LtE4h
> FRfEEFBEYONTAPE A BB EE B FEER o
‘ontapi FEF c TAEERIEME T iE—2h o “vsadmin
“cluster-admin At o (£ Trident 24.06 RZ<FIONTAP
9.15.1 SLEShRASEIYA > "useREST :RES “true TE:%
;u B4 "useREST | “false’{#F ONTAPI (ZAPI) iE

oy o

7E ontap-nas-economy &imfEA Qtrees K] KR
AFlexVolA/J\ o

PRI “ontap-nas-economy’ & imEIEFTEIFlexVoliE ik &
FEZEMH Qtree - IBETEKLTEIER Flexvol 7 HE
RECEFR PV o

A% SMB A2 FEMERRB Active Directory &
IBEFRENFERAEELE - FRIL2#RI% SMB HH
IREEIEESHR > T FHT2ITHIER -

R B BWAE & BB infC B R

R] LA Y BEIRIE G TERACE © "defaults BEcE &R B0 » s52 B TEBVRESES)

E[E
spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy
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it
QiR ZERE 2

EREEEREN ; M
EfEARYIRIERES

(*8) = K& (1)

HEABEIIREISKR QoS KR E - BERE
Mg iREEREE qosPolicy B adaptiveQosPolicy Z—

“200”

smb-share

true BAMONTAP 9.15.1 HE
Shrs > BE Cfalse o

(FEER AR 81T)

SRAER
A E



#HE
adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

tieringPolic
y

unixPermissi
ons

snapshotDir
exportPolicy

securityStyl
e

nameTemplate

it fas%

HEABRIIHIREISK EHEE QoS KA - &
EfA7Fth/ % imEE42 qosPolicy B¢ adaptiveQosPolicy 2
— o ontap-nas-economy A3z B IEINAE o

TRERFE R ROHAFR @& B 2Lt MER%A“0" > “snapshotPolicy” 2"
» BRIA

B e fRRE I L BRE P R 2R “FHARAY”

TEFHETE @ B FANetApp IR & NS (NVE) ; TEEA  “fhiRAY”

false o BE(FHIEEETE » MBETTESE FEUS NVE 5F
AIMEEYA NVE o S1RZBIKEYA T NAE » BI7ETrident®
AL ERE AR EE TR NAE - 258 > 520
: "TridentdN{AE2 NVE 1 NAE 3R IT{E" °

BRI AR

BRI NFS B &REIZIBIREES [

7771 ; SMB HiHE&E RYEIZIBTRE
AT (RER) -

EEHIE AT A EaYEER .snapshot’ B &% NFSv4 Z“true” » NFSv3 2“false” o
HOBERBIER "FEEL"

IR ERNZ 2R o NFS 5 "mixed # "unix €& NFS F85%{E7% unix © SMB TERE
FEHE o F/NEZEZHF "mixed Ml “ntfs’ B2 1ER #ntfso

RIS B THAR & R BAVEEZS o

¥ QoS FIREH4HIATrident/E SFHAEEONTAP 9.8 ESRRZA o (MFEZFHEIEEZM QoS FIR

®

B > WHRZRIESEHEERERESERE - HE0 QoS REEEHHERFIREFRE TFEHAE

BEHE LR

ShCE &)

UTR—EESR T ERENFEM
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:

k8scluster: devl

backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:

api: false

method: true
defaults:

spaceReserve: volume

gosPolicy: premium

exportPolicy: myk8scluster

snapshotPolicy: default

snapshotReserve: "10"

%7 ontap-nas M ‘ontap-nas-flexgroups TridentIRTEFERIFMEGTESE > UHERFlexvol MRS
£ snapshotReserve BOLEF pvc IEFEUTCED - EFREEX pvec B> TridentBFERAFMNtELEE
TEAEZSEEMEREIAFlexvol ° WEEAAUMERFEAET pvc PESHFKRWABAZRE » mMARLR
HiBEKRPZER o 1F v21.07 ZAT BFEREEX pvc (W 5 ciB) B MRREEEESLES s50s 0 8
HFE®ERT 2.5 ciB AR AZEM - ERAAFRAEERNSEEMIEE o snapshotReserve’ =HFH
BRLE o ETrident 21.07 > FREERNEIBAZER > MTridentE&K 7% %M ©
“snapshotReserve BEERTAGERBNE DL c EFREAR ontap-nas-economy ° BH2ELUTE
BT BE T FRIE :

SR

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

HIRBTESE = 50% H PVC 55K = 5 GiB WYIE N » #EEE A/\A 5.5 =10 GiB » RIAA/NNA 5 GiB » E1E &
{ERETE PVC R EEREIA /NG "volume show 5475 S FERE B SR 5 $BLIBV4E 8 ©
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Vserver Voelume

Aggregate tat ype 5ize Available Used%
_pvc_89f1lcl56 3801 4ded4 9f9d _034d54c395f74

online AW 18GB
pvc_eB8372153_9ad9_474a_951a_@8ael5Selcdba

online RW 1GB

2 entries were displayed.

H4RTridentss » LRIREMNIBERIES U LR AR B EHIEE o BN ARFIEILNE » EEZAEREA/NER
FIE4EE o filEn > —1@ 2 GiB BY PVC “snapshotReserve=50"#cai#4E R E—EIRE 1 GiB AI B EREIMHIEE o 4l
W B E A/ NS 3 GiB » #$7E 6 GiB MNHEE A EATEIRM 3 GiB MR E AZER] ©

=/\ECE A
UTHHRTTEAREE » HRRZSUSHEREARE - ERERBITRBENTTIE

@ WNRITTENetApp ONTAP L fEFHAmazon FSxATrident » #:%% LIF 5 DNS &i8mJE IP i
it o

ONTAP NAS #&7 &5

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS Flexgroup &3l

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroCluster&if|

TRAILGRER Y > LB REVHAMTHAORIFR FEEMRIRER o "SYMEREER" o

A7 BIRELAYNIAFYIAME > F518E SVM "managementLIF I EBE “datalIF F1 “svm 28§ o 40 :

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB HERE & 3451

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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B RENS D EREE A

Ee— AR/ EBIHRELEH o clientCertificate * clientPrivateKey ° #l
trustedCACertificate (WIRFEAZEIER CA BIATIEE) backend.json 43 RIENE P im/&s

3%
g

FMZ(SE CA RFER] base64 #RIS(E °

version: 1

backendName: DefaultNASBackend

storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXR0ZXJIJwYXB
clientPrivateKey: vciwKIyAgZG.
trustedCACertificate: zcyBbaG.

storagePrefix: myPrefix

B &) O EERER)

...ICMgJ3BhcGVyc?2
. .0cnksIGR1c2NyaX
. .b3Igb3duIGNsYXNz

ThiR

AR RTRIAE R TridentfE FABHRSEE i SRES R BB UM ERE L RS - EHNUTHERER !

“ontap-nas-economy 'l ‘ontap-nas-flexgroup® E]# °

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

labels:

k8scluster: test-cluster-east-la

backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4

A

i::]
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IPv6 i ik&E 15

E 18 FREA “managementLIF f§/3 IPv6 {iiit o

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_1ipv6 svm
username: vsadmin

password: password

{EFH SMB £ & AYAmazon FSx for ONTAPEifI

& “smbShare #F SMB &R FSx for ONTAPEE L2 # -

i

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
storagePrefix: myPrefix
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£ nameTemplate AY1& I8 & &35

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

BAERMEVR RG]

ETAFRINEFBIRERIETR » FIARENERE THENTERE » FI80 - "spaceReserve j25 »
“spaceAllocation' &R » I B “encryption $8:% o [EHMIEHEEIBDHES °

Trident?® TEsE) BWAIPRERLEIZER o FlexVol LERET: ontap-nas HFlexGroup ‘ontap-nas-
flexgroup ° TridentfEsRE R AR ERM ERNFMARBENIIREHRIREE - BT HEER » #FEEEEIUS
SEERAEREE » WIHEHSEEDHE o

EELHft » —LEEFIERTEBCHRE o spaceReserve * spaceAllocation * # encryption'd
L EGESERE AL EEEERE -
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ONTAP NAS 54

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: "false"
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: "100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: "true"
unixPermissions: "0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: "75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
department: legal
creditpoints: "5000"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"
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ONTAP NAS FlexGroup#ifi

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: "50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"
zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"
zone: us_east Ic
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze
creditpoints: "10000"
zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: "false"

unixPermissions: "0775"
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ONTAP NAS #&7 &5

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

TR IRIREY E (74

LUF StorageClass E&HIsHI2[E A EHiiZinEifl] o A parameters.selector TEEIF > F1E
StorageClass & i5HLE EF AT AR EHEE - SR EAFMEERATEENZEAE o

* i2 “protection-gold' StorageClass #& & ¥ fEEIFE—EF % ZEE#EM o “ontap-nas-flexgroup'&if - RBEE
LEIK IR IR SR IRE ©

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* 3= “protection-not-gold"StorageClass & & ¥ FEZ| 55 = EF1 B LEEHE N o “ontap-nas-flexgroup & © f&
TEEZIN » AEEESMREHEHMERIIRE

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* 35 “app-mysqldb StorageClass & & ¥ ERIFEIUEEHEEA o “ontap-nas &% S ——{EZ%mysqldofEH!
FERRE R FEF A BT o
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* ¥ “protection-silver-creditpoints-20k’ StorageClass 1@ #fEEI5E = {EE#iA o “ontap-nas-flexgroup &
it o SEM—IRHIRARIRER 20000 FBARIFAM o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* i2 “creditpoints-5k’ StorageClass & & HERIF =EEHEA o “ontap-nas & imFN5E —EE#E A "ontap-nas-
economy &1 o SEM—2fH 5000 BHF MER °

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Tridenti® 7R E BEZEMMEE KM > WHERMEREEFEX

T “dataLIF ¥JiARR B &
AR ESTRE » SRl LB BHITIU TS HREE datallF » {MAFAYEIR JSON 1EZRIZHEFAY datalIF o

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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(D YR PVC E#E B Z(EARES - RIAZARFIA BRSNS » REBREMEMNFAIEE » IUE
#T8Y dataLIF 43K ©

ZENR/NEEER

/8 ontap-nas FEENTZTUETRINACE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

£ ontap-nas-economy EEFNTE I TRIGECE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas—economy
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

Rimbc B K fHEFA

117



apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm0
useREST: false
storage:
- labels:
app: msoffice
defaults:
adAdminUser: tridentADuser
nasType: smb
credentials:
name: backend-tbc-ontap-invest-secret

/8 ontap-nas SEENFZ XV TZLER E615)

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADtest
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete
volumeBindingMode: Immediate

(D BRI "annotations BIFZ2AISMB - YIRKZA R » EimBIHT PVC FRE 7 HERE
» % SMB #EIEEF o
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£/ ontap-nas-economy EEENTE T AU ETF BRI &R

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser3
parameters:
backendType: ontap-nas—-economy
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

BEE— AD FHEMN PVC &)

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/smbShareAccessControl: |
change:
- tridentADtest
read:
- tridentADuser
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

B2 %18 AD fEFRER PVC I
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-test-pvc
annotations:
trident.netapp.io/smbShareAccessControl: |
full control:
- tridentTestuser
- tridentuser
- tridentTestuserl
- tridentuserl
change:
- tridentADuser
- tridentADuserl
- tridentADuser4
- tridentTestuser?
read:
- tridentTestuser?
- tridentTestuser3
- tridentADuser?
- tridentADuser3
spec:
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 1Gi

Amazon FSx for NetApp ONTAP

1 Tridenté2Amazon FSx for NetApp ONTAP

"Amazon FSx for NetApp ONTAP"@—IB5E 2B AWS IR » Al X R REF BT
FINetApp ONTAPETFEE R M IBAIER R4 o FSx for ONTAPRIELFI G HE
BINetAppIhAE « MEEFBIREES > RFESE AWS HEEFESRINEEN « 83EE - 22
MFIEIIETE 4 © FSx for ONTAPSZIEONTAPIE R R AR INEEMEIE API ©

& A LA Amazon FSx for NetApp ONTAP#HEZE R4t B TridentEE R} » LUFE{R7E Amazon Elastic Kubernetes
Service (EKS) H#1THI Kubernetes # 5 RI LR E FHONTAPZ M EIRFNERIFAMIEE o

FEERMEAMazon FSxPMEEEF » FBIIAHAIONTAPEE o 72818 SVM 1 » BRI U —EsZ @5 »
ELERANREERARPIERMER KN ER A3 © Amazon FSx for NetApp ONTAPHH{EAEiHtE1E
RRMIRM - FBMERAFAIERTES * NetApp ONTAP* ©

BB TridentBlAmazon FSx for NetApp ONTAP#E SR » B LUFE{RTE Amazon Elastic Kubernetes Service
(EKS) HH#ITTH Kubernetes 25 AI A E HONTAPZ IR @ IRMIERIFA IR E o
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https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html

=R
BINTridentFIZ K "B FSx for ONTAPEATridentERY > I(FEE

* IREH Amazon EKS &5 B EIE Kubernetes £ "kubect B %4t o
* BEE T FENEARIZENAYIR A Amazon FSx for NetApp ONTAPHEZE R 4 F1 (17 E #1428 (SVM) ©
* BEGTFAITIEEIRE"NFS 2 iSCSI" o

@ AT IR Amazon Linux 1 Ubuntu FREERVENEL B D BRIEITIRME o "to AL EI G
(AMI) BURREHEY EKS AMI 82 o

EEEE
* SMB % :
* FEAMUT AR ZIE SMB % ‘ontap-nas {ZREIH o
° Trident EKS SMHRET 2% SMB HRE o
° TridentfE3Z IE M E ZIFNTT/E Windows EiB5 LAY pod BY SMB MR & - &% "EEECESVBE" T st

ll‘%o

* fETrident 24.02 Z Hi > f£Amazon FSxiER R LU ~ BUA T BSHE MR E R Z W Tridentfilbk - %
BhLE7ETrident 24.02 SR EShRASHP HIRLERERE > 5536 fsxFilesystemID > AWS apiRegion »> AWS
“apikey LA AWS “secretKey 7 AWS FSx for ONTAPHI& IRs& EAEH o

MREEATridentdEE IAM A6 > BIFIUEIRIEEULTAZR | apiRegion ’ apiKey > #
() secretikey BIREHMSIRIIEATrident o BHEE - $SBI'FSx for ONTAPR B
"o

[EIFFfEE A Trident SAN/iISCSI 1 EBS-CSI BEE1F23(

MRIEITER ontap-san EBEIFZR (HI40 iSCSI) B2 AWS (EKS * ROSA ~ EC2 S{EAEHthHITIERE) —itEfE
FA > BIEAES FFrEER S IRISECE BIAE S B Amazon Elastic Block Store (EBS) CS| EBIFEREZRE - A THEFRZK
RINFER B[R —HIRL Y EBS HilE » CEEEZBREHREPHR EBS © EEFIFERT "multipath.conf &
SR TridentsR E1EHERR EBS HAMEEIT R RRISREMIEE ¢

defaults {

find multipaths no

}
blacklist {
device {
vendor "NVME"
product "Amazon Elastic Block Store"
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TridentiR (A MES DERFEH T ©

 HVERE (B | BRELEHETETE AWS Secrets Manager & o #EE[IUfEF “fsxadmin #EZE R ATRIE
& vsadmin A& EEE 2GR SVM °

TridentfEsHIEL. .. I NEE "vsadmin'SVM AR > SifEREBERAGBELERENA
@ B o Amazon FSx for NetApp ONTAPEE “fsxadmin 5% F 2ONTAPHIARE M "admin’
EBAP o HfsazERERMER vsadmin® A Trident o

* BiYRE ¢ TridentiEAREETE SYM ERREH FSx IBRAM LR SVM E1TEH o
BB MRENFAER » A2RENEEENERNS /KR

* "ONTAP NAS 22:5"

* "ONTAP SAN Eg:5"
BRI B ISIRE (AMI)

EKS 2ESEIBEIEE R > B AWS $HE A5 EKS B15 T HEL Amazon Machine Image (AMI) © AT AMI
BEf#EFNetApp Trident 25.02 #1THIE

SMOEE R AT NASKE T iISCSI iISCSIEE R
AL2023_x86 64 ST 2 28 21 =1
ANDARD

AL2_x86_64 = = =Y =Y
BOTTLEROCKET x £pgy* 2 REA NER
86_64

AL2023_ARM 64 S 2 21 21 =1
TANDARD

AL2_ARM_64 = =8 =R =
BOTTLEROCKET A 2py* 28 i@ R
RM_64

s * INRAEFEBIENES » RIEEMIBR PV
o ** RNEHAMR Tridenthk4s 25.02 B NFSv3 o

@ YNRITFREREY AMI RTELLESIL » WABHKEBEARZXIE ; EEEERETHREBAR - ILF
ER]{F# AMI EXE] A RAERTISE ©

ERUTTRETAR
* EKShR#s © 1.32

s Li4EF5%  Helm 25.06 #1 AWS Ko 25.06
* ¥5 NAS » NFSv3 1 NFSv4.1 #1777 AIE o
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* SAN {Z8Iz T iSCSI » Az NVMe-oF °
EBHITAE :
* ¥817 : #7F$ER) ~ PVC ~ Pod

* MIB& : pod ~ pvc (FEFE ~ gtree/lun — &R « H AWS FHI5HI NAS)

EHREZS

oIk

<\

* "Amazon FSx for NetApp ONTAP #&"
* "BAF*Amazon FSx for NetApp ONTAPRYZRE & S E="

37 1AM A& AWS Secret

SR LIS E Kubernetes pod LB AWS IAM A B ETEREREZEE AWS BiF » A2
HBERERY AWS /&:E o

(D =EEmAWS AV BEETRE » CABRE—BER EKS BB Kubemetes HEE -

#2317 AWS Secrets Manager £&

R Tridenti$ M FSx E#HAIARZSEE H API RAEEIRER » AItEHE/REA BEHITILIRIE o FIRELE/RER
LR EETEBE AWS Secrets Manager &8 o [FELLt » MR TIEIZE AWS Secrets Manager % > BIFEEREIL
— B8 E vsadmin IR /REBENEEE o

It &R 327 —18 AWS Secrets Manager 882 {#7F Trident CSI /&z% :
aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials"\

-—-secret-string
"{\"username\":\"vsadmin\", \"password\" :\"<svmpassword>\"}"

337 1AM SEBE
Tridentth B E AWS #FRA BEIE £E(E - FIt » EEEEIT—EREE > BT TridentFrERIRERR o

DU EERIfER AWS CLI 237 IAM [RE :

aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy
—-document file://policy.json
—-—-description "This policy grants access to Trident CSI to FSxN and

Secrets manager"

ZRBE JSON il :
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"Statement": [
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "*"
b
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager—-name>*"
}

1y
"Version": "2012-10-17"

17 Pod &5 IAM ABLRIHARTSIRS (IRSA)

EAI AR E Kubernetes ARFEIRE > EELEHE AWS Identity and Access Management (IAM) B8 (& EKS
Pod Identity 3% IAM A BEITIRIEIRERAR) (IRSA) o EAIEREAFRAZRFEIRE N Pod BRIUFIZAR
BEFEREMA AWS BRFS ©
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Pod 515

Amazon EKS Pod &7 Rl e :EE S IR ERER /&S » S8 Amazon EC2 #iT{EREEE &M Amazon
EC2 HTERSIRMH/EREMN A o

£ EKS F& %% Pod Identity :

IRAT LB AWS $E5I S F21L Pod 1234 » eI AER T35 AWS CLI 85 < -
aws eks create-addon --cluster-name <EKS CLUSTER NAME> --addon-name
eks-pod-identity-agent

BZEMHERRE"ETE Amazon EKS Pod 91" o

#2137 trust-relationship.json 1§2 :

#2131 trust-relationship.json X4 » {F EKS ARFSEASEESEIE Pod B ORILLAE o ABRERUTEERE

BiAE

aws lam create-role \

--role-name fsxn-csi-role --assume-role-policy-document file://trust-
relationship.json \

-—-description "fsxn csi pod identity role"

trust-relationship.json Xff :

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "pods.eks.amazonaws.com"
by
"Action": [

"sts:AssumeRole",
"sts:TagSession"

A BRERMNE 1AM B
i E—E D BRI A EREHINEI 2 IAM A6
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aws iam attach-role-policy \
—--policy-arn arn:aws:iam::aws:111122223333:policy/fsxn-csi-policy

-—-role-name fsxn-csi-role

#17 Pod B2 R -
7 IAM A& TridentARFFIRE (trident-controller) Z %3 Pod & 4 REE

aws eks create-pod-identity-association \
--cluster-name <EKS CLUSTER NAME> \
--role-arn arn:aws:iam::111122223333:role/fsxn-csi-role \

--namespace trident --service-account trident-controller

ARFSHR E REEE (IRSA) BV IAM A&
{#F3 AWS CLI :

aws lam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

trust-relationship.json ¥ :

"Version": "2012-10-17",
"Statement": |
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-
provider/<oidc provider>"
by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

}
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EHLLUTE “trust-relationship.json X :

* <account_id> - f&f9 AWS 1RE ID
* <oidc_provider> - {8 EKS #E&HY OIDC o SR LUIBBHITU T e < FKEYSoidc_provider :

aws eks describe-cluster --name my-cluster --query
"cluster.identity.oidc.issuer"\
--output text | sed -e "s/“https:\/\///"

1% 1AM A 1AM [RA| BT
AERERHE » FRUTHSERE (EL—ESEPREIINERE) MNEZAe :

aws iam attach-role-policy --role-name my-role —--policy-arn <IAM policy

ARN>

sB1% 8 OICD RIEER T ERIMH:

HH ;Z.J;L,\E’J oIDC ]:IIEIE{ %Eﬁ:uﬂﬁ%ﬁﬁﬁﬁ? ° /u\TL/({E%L/(—FDp%?E??MEEEE :

aws iam list-open-id-connect-providers | grep $Soidc id | cut -d "/" -f4

MREHHAZE > HERBU T LR IAM OIDC REEHE RIS !

eksctl utils associate-iam-oidc-provider --cluster Scluster name

--approve

MRIEERRIZ eksctl > SFERALUTEHAITE EKS FRRFFIRAEIL IAM A !

eksctl create iamserviceaccount --name trident-controller --namespace

trident \
-—cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole

--role-only \
--attach-policy-arn <IAM-Policy ARN> --approve

Z4ETrident

Tridentf§16 T Kubernetes F1Amazon FSx for NetApp ONTAP{#Z EIE » BT AR

MEESEMNEFNERAERIE -
EoIUE B YA E2Z —% 8 Trident ©
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o
* EKS Mot

NREERARIRINGE > 55ZREE CSI RIRIEFIZZIMNIET o SF2R" RCSIHARERAIRIBINAE" THES o

7538 Helm Z#Trident ©
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Pod 515
1. ¥ Trident Helm &E :

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. BB T & L& Trident :

helm install trident-operator netapp-trident/trident-operator

—--version 100.2502.1 --namespace trident --create-namespace

CRILAGEA “helm list BEEREFMENNG< > HINNRTE « s « BR - ARR& « EAEIRZAH
E5T5% ©

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2502.0 25.02.0

RIZIRAHE (IRSA)
1. 1% Trident Helm &E :

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2.

ik

It tE M Bin S 2 HE :

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam: :<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

——Create—-namespace
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TR AR “helm list EEZEFMAENNG S » FlUN%TE « s « BR « K& « BARERRE
*ﬂﬂgnj-'if%

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2506.0 25.06.0

MERISITEER iSCSI > HEREREHNEFHER _ EERE iSCSI o INREFEAME AL2023 T{F
ENBAEE R > AILUBBETE Helm ZEDIIEESLEFH R EERBE# L iSCSI AR -

(:) helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 --namespace trident --create-namespace —-
set nodePrep={iscsi}

&8 EKS SMHEH ZEE Trident

Trident EKS SMHERN B & RITIZ 2 M EMEXFERIEE » WAE AWS %ﬁﬁﬂ > AJE2 Amazon EKS 1&F2fE
F o EKS MIME rIBICIFERRIEH Amazon EKS B2ELZ2ET » iR/ 2 « SREMEFHIMNMEXFERN
T -

Fo R
43 AWS EKS sRE TridentyMHZTNZ Al > SEREMRIESE BB TIRM -

* MIONETRIAY Amazon EKS #EIRE
* AWS ¥t AWS Marketplace FIHERR :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI #88! : Amazon Linux 2 (AL2_x86_64) 5% Amazon Linux 2 Arm (AL2_ARM_64)
* EIELEETY | AMD S{ARM
* IHAERIAmMazon FSx for NetApp ONTAPIEZE R 4%

7 AWS E{F Tridenti&ft
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BIBEHIE
1. BAEX Amazon EKS & https://console.aws.amazon.com/eks/home#/clusters o

2. TEIEEEET o EE TEE o

3. EEEAHFENetApp Trident CSI JMHTRTNAIHERTE o

4. BEMMTH  AMBEEBISESHMITH o

S. SEMIBRIAT S EREEIMY ¢
a. [ THEBE TAWS Marketplace Mo &85 > ABTEEESIEREA [Tridents ©
b. #EEY Trident by NetAppl FHiRA _EARIEIEEIE o
C.EET—F" e

6. £ ECEPMEIM REEAE L » BITUUTIRE

() M6 Pod Identity Bl » MBGBELSEE - -
o ERIBCBERIIRE" o
b. MBCREMIRSASRGRE - ARERETERBRE MR HAOREE :

* SRR ECEERN AR o

* IREROMIMETURTE 5 EITIRE » MiAFECE (B8R0 H RV configurationValues* 2 #ER E &
FELE—EPEREINAE ARN (EREHRATFIEI)

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

+

MBI THE) (EAGREASE > AIREINIMERN—ERS ERETA B4 Amazon EKS S
EXREEE - NRCTHALESR I ARCRANRTAGR  AIREH RN - CENERESE
NSRS A E MR - (ERBIDETRZ A1 (R Amazon EKS SMNERA T B EIRERRE(
BRI -

7. BT o
8. 7f MBZAIE) HEL HEE @y o

MARETTHE - CREIIEREREN

AWS CLI
1.8]% "add-on.json XX :

¢ Pod 1258 > SAERAMU TR !
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"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",

HICIRSAREEE » AR TR !

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",
"serviceAccountRoleArn": "<role ARN>",
"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role
"cloudProvider": "AWS"

(D s <ol ARN> 5 E—HRIREIA EH ARN o

*2. %24 Trident EKS 4MEHER o *
aws eks create-addon --cli-input-json file://add-on.]json

eksctl
LUT & 5352 28 Trident EKS S0 :

ARN>'",

eksctl create addon --name netapp trident-operator --cluster

<cluster name> --force

F#Trident EKS §p
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BiEEHa

- BEX Amazon EKS E#E& https://console.aws.amazon.com/eks/home#/clusters ©
2. TAAIEEERTR - BE TR o

3. EEE T HNetApp Trident CSI IMIERIEELTE o

4. FEERWITHIRE -
5
6

—_

. 2 NetApp Trident ” » SABIEIZ4RER" o
. 7£ TECENetApp Trident | EHE E > MITIUATIRIE .
a. FFEELEEAN RAE"
b. BEEIERERTE > UiREEZETER
C. BEIEfHFE
AWS CLI
LURERBIERT EKS M -

aws eks update-addon --cluster-name <eks cluster name> --addon-name

netapp trident-operator --addon-version v25.6.0-eksbuild.l \
--service-account-role-arn <role-ARN> --resolve-conflict preserve \
--configuration-values “{\"cloudIdentity\":

\"'eks.amazonaws.com/role-arn: <role ARN>'\"}"

eksctl

* SAIBELRY FSxN Trident CSI SMIMETNBI B ATRRZS « AE “my-cluster EAKRIEEATE o

eksctl get addon --name netapp trident-operator --cluster my-cluster
HHlEL
NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v25.6.0-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role—-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

s BIRGEHRE L —F YD TUPDATE AVAILABLE] TEEIMIRRZ o

eksctl update addon --name netapp trident-operator --version
v25.6.0-eksbuild.l --cluster my-cluster --force
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WRIRFEBF *—-force YR IFEIBFER Amazon EKS IMIE R E R ITIR A R EEZE > BIEF Amazon
EKS SMEMEIUIF RN ; G URRIEERRENE » LUGBHSARRAEZE o 7EIEEILIEIB 2 Al > 55 (R Amazon EKS
SMIERXFAZEERCTETENRE > AALEEEERELERT - ARLLRENEMBEENEZER »
BRI o R Amazon EKS Kubernetes iR BB EZEE » 552 "Kubernetes I EIE" o

fRI& 28724 Trident EKS 3E4
BRI B A MTES TUBER Amazon EKS JMi :

* (REEE FRIMIINERES — LLEIEFEER Amazon EKS HFiIESRENEIER - ©iEBUHT Amazon EKS BAIRE
AT R EN EH1E2 BENEHT Amazon EKS SMIMERNAIIHAE < B2 » ©RIUREEE ERIMIINEES o It
RIBFIMNIMEN A B EELRE » AR Amazon EKS YMIMET o IZILEIE » IR HIRSHESRT o
{RE8 “--preserve ip T RRVEIB AN RGHEM o

* WERERTEBIRMINEAEE — NetAppEsE © EERETRAEMAEIRIKE Amazon EKS MINTTHE » A&
EEEPRBIRZMINTTH © BER "--preserve 1A "delete’ BFFIGEMHAIAR S ©

() mRsMEERRRBET 1AM RS - BIRGRIRE IAM IEF o

BIREHIS

. BB Amazon EKS F#E& https://console.aws.amazon.com/eks/homeft/clusters ©
2. EAAIEERRTR - BiE TER) o

3. BEELPPRNetApp Trident CSI AMIMETNIVERE LTS o

4. FEZ N EEIE R » SATRIEEE NetApp Trident ™ ©
5
6

—_

- EEERIRR o
. 1t T#5B& netapp_trident-operator FEs21 ¥isE/A 1R » ST FHIR(E ¢

a. MNRIEHE Amazon EKS FILEEIMMENIRE > FEE [ERELFRE) - MREHKEER
& HREEMINERES - UEERAIUBITEENMEGERFIERE » SFAITILIRE -

b. #i A netapp_trident-operator ©
C. JZEE PR o

AWS CLI
R "my-cluster MARERE » ARAITUTHL o

aws eks delete-addon --cluster—-name my-cluster —--addon-name

netapp trident-operator --preserve

eksctl

LUTI5S EI&E Trident EKS M2 ©

eksctl delete addon --cluster K8s-arm --name netapp trident-operator
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https://console.aws.amazon.com/eks/home#/clusters

BERF RN
ONTAP SAN 71 NAS EREhFZTNERK
EEENVHFERE > KEEEI JSON ¢ YAML HRINAIREE « ZXHEBISCEBENHFEE (NAS T

SAN) ~ EEZR# - ERHEUSEHED SYM MUK HEITERE - U TEHABTINAERER NAS B97F:
> LUK UNaIfER AWS Secret REAFE(EAMN SVM BY/&R:E ©
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YAML

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name"

type: awsarn

JSON
{
"apiVersion": "trident.netapp.io/v1l",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
"namespace": "trident"
by
"spec": {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name": "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name",
"type": "awsarn"
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1T 56 LRI MERE Trident& %52 E (TBC) :

* & yaml $EZE I Trident BIHRE (TBC) » MHIT &< -

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created
* BR5% Trident BIRERE (TBC) @& EMINEIL !

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-£f96d916acbe9 Bound Success

FSx BN ONTAPEREI 2R ARER

&R UfEFA T 5 BEENFZ A& TridentE2Amazon FSx for NetApp ONTAPE S :

* “ontap-san SEEHRTEN PV #E2H B EAmazon FSx for NetApp ONTAPHEREE FA—1E LUN ° #EERBR
RTEE o

* ‘ontap-nas SEEEEM PV & E2—E5EEARIAmazon FSx for NetApp ONTAPHEFEE - #EE FAFNFS
FISMB ©

* “ontap-san-economy EEERER PV #2—1E LUN > &={EAmazon FSx for NetApp ONTAPHAHRE I & E
LUN B9

* “ontap-nas-economy EEEEER PV #E—1@ gtree > &{EAmazon FSx for NetApp ONTAPHEHEE 7] LD
& qtree BEI= o

* “ontap-nas-flexgroup  BEEECER PV 2 —ETE R Amazon FSx for NetApp ONTAP FlexGroupffik

BERATIHEFIE  B2RNASEEENIZIU M "SANERENFZTL" ©

RERRITTAE » BITU T EEILTE EKS H ¢

%

kubectl create -f configuration file

AR BRITIUA TS !
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kubectl get tbc -n trident

NAME

PHASE STATUS

backend-fsx-ontap-nas

£2£f4c87£a629 Bound

‘in=RECEN A

#i[E]
version

storageDriverName

backendName

managementLIF
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BACKEND NAME

backend-fsx-ontap-nas

2R TRUTHRIRICERA

Success

it

HFRREE TN ATE

ERIEZY AL ZER JT

g SVM BIE LIF BY P {zhta]
LIEE T2 REANLTE (FQDN) ©
MR TridentZEERHER T IPv6 12585
» BRI IASREAERA IPv6 it o
IPv6 (At BRAIESRES ° HIa0
[28€8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555] ° WIR IR
‘fsxFilesystemID 7E “aws T H
» TR M "managementLIF &
ATridenta] ABZE SVM
‘managementLIF kB AWS BE
# o At > SZERf SVM TER
EREE (B0 : vsadmin) » HiZ
ERENERA FFRER :
‘vsadmin Bt o

BACKEND UUID

7a551921-997c-4c37-aldl-

B+
YRER A 1

ontap-nas ’ ontap-nas-
economy ’ ontap-nas-
flexgroup ’ ontap-san ’
ontap-san-economy

EREniE\f@ + " " + dataLIF
"10.0.0.1", "[2001:1234:abcd::fefe]"



e
datalLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

username

password

svm

storagePrefix

il Bl F
LIFIZERIIP{IiE © * ONTAP NAS
ERENTZR* ¢ NetAppEiRiEE
dataLIF o gNERKIZfHt > Tridentd& ¢
SVM EYf8 datalLIF o #&B]LUEE—
B 2R E4F T (FQDN) AR
NFS BIR(E » MBI DNS
LUTE%1@E dataLIF ZBBETEHT
17 o FYEREBEILUENR c BE o *
ONTAP SAN EEENTER* : FEA
iISCSI 357 ° TridentfEFHONTAPEE
M LUN BREREIREIZSHREE
:EFRERY ISCILIF - MNRREEE T
dataLIF > B EEFZEE o 1N
RTridentZEERER T IPv6 1255 »
BIR LR EA(ER IPv6 itk o IPv6
it BRAIEIRER » Flt
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555] °

B B BNEE I SRBIELANES [fAM false
{&] ° £/ “autoExportPolicy 1
“autoExportCIDRs 3EFINAEE4E !
Tridente] A BENE IR H 1TREK o

BIiBIE Kubernetes BAZL IP #Y "["0.0.0.0/0",

CIDR %13 “autoExportPolicy’ B X
F o {EF “autoExportPolicy 1
“autoExportCIDRs #EFATHAE B4 :
TridentR] X BENE IR H O15RRE o

EEERANHIRERES JSON #%
IREE

A Fi#/&:%1 Base64 4RH5{E ° A
RENEENS D8RS

ZRinFhiEH Base64 4RHE(E o F
RER/RENE1DERE

S{E1E CA /&80 Baseb4 ARiGE o 7
iéﬂ“ﬁ’] BREREENEDER

DE °

EIEEIR & SVM HERE RS o
BRERERENEDERE - flin

» vsadmin ©

EIREENSVMBYES - AIER
BEBS 11 EEEE

e E R WMRIEET SVM B

HEZ LIF o

£ SVM HRECE MR @RFfERR trident
AR © BIRBEIAIELR - EFMIL
Q%I  (CRER T AR o

":/0""

12 LIF > BIREE
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Ei[E g B+
limitAggregateUsage *sB/N¥aE R Amazon FSx for AR o
NetApp ONTAP o *“i2{HAY
‘fsxadmin# “vsadmin' A B ZiH=R
FE4RE AR IFRAE A TridentfRHIE

FREBHVEIR ©
limitVolumeSize SNRFRAVEEERE R/ NATR UL E » (FRRASRFIIT)

BIBCELM o IE9h » BERKITH
EIBH gtree F1 LUN HBHIR K/
» LB “qtreesPerFlexvol IESEIE 7
FrE:T7E{EFlexVol volumeBIR A

gtree E(E °
lunsPerFlexvol 1@ Flexvol EHIERA LUN BU47E “1007
7£ [50, 200] EEA © {£FRSAN °
debugTraceFlags HWPEHE R EEAARER o Bl BYW

a0 > {"api":false, "method":true} :&
N1 "debugTraceFlags BRIEIEIE
TEEITHIEHERR I B R B ARY H

SHEEE o
nfsMountOptions LUESESPRAY NFS i ESIEEE o

Kubernetes 1A M4 R4 PR & BUHM 222
IBEBERAEFENPIEE - BE
R PR EIE R 8IS -
TridentiF BIEREIF AEEFERIGRE
FEPISE RV HMEETE o NRERE
$ER R ERE PRI E (A i
18 > Tridenti& A E1ERABBVITAME
HERE & 2R E (i isETE o

nasType BCE NFS g SMB HAIRERIEIL ©  nfs
BEIEH nfs > ‘smb I ZE{E o *WAE
BMEA smbEAR SMB & © ‘&%
E 4 null AITEEREE NFS HFEE o

gtreesPerFlexvol &1EFlexVol volumeBIER K Qtree 81 "200"
8 7A7E [50, 300] E8ERN
smbShare EeILIEEUA T8z — | £/ smb-share

Microsoft IR G ZHONTAP CLI
FREEIZRY SMB HEMEE » a

FHTridenti#17 SMB HAMNETE o It
Z82Amazon FSx for ONTAP#& i

FRAZER] o
UsSeREST {EFIONTAP REST API 9% A2 false

2 o 3BEA “true Tridentig{E
FEONTAP REST AP| EifgimiE{TiA
A o LETHBEEEEONTAP 9.11.1 KR E
ShRZ o ItESh 5 FREFBIONTAPE
AN EEBFEER o "ontap’
FEA - TEERIEME T &—5 °

“vsadmin # “cluster-admin & o
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#HE it BlF

aws I&BILATE AWS FSx for ONTAPHYES
EEPIEEUATHE | -
fsxFilesystemID : 5 AWS """
FSx 18R A%BI ID o - apiRegion ""
AWS AP| @1$4%8 o - apikey mo
AWS AP| 8% ° - secretKey
AWS £iF o

credentials ISEE#ETFZTE AWS Secrets
Manager 989 FSx SVM &% o -
name - 835 SVM &RENEIEN
Amazon B/F%TE (ARN) o - type"®
RES awsarn ° AZE"EL
%WS Secrets Manager £i8" T f#5E

R B R S I & S
ISR AE A Y ETEERIFERECE © “defaults BCEZR S © fIMN > F2R TENREEM

#E Haat EE

spaceAllocation LUN BYZ=fE B true

spaceReserve TRETEBRENX; M) (M) T none
K&, (i)

snapshotPolicy E(ERAVIRIRERER none

gosPolicy EEAETMEHEEISRA QoS R 7

BREF4H o SERTF MR InEERE
qosPolicy 3 adaptiveQosPolicy Z
— ° 1% QoS HREEEHAE TridentE &
EFAEZEONTAP 9.8 REBHRA ©
SREZERIEHEZM QoS HKEREFAH
» TR R EHEERERES
B E - =8 QoS HKELEF4H58 T
%giﬁﬁﬁl{iﬁiﬁﬂ%%!ﬁﬂi%t

adaptiveQosPolicy EEARVHEHEEISRNEEE
QoS HKE&EHH - BERKFE N RN
#12 qosPolicy 3¢

adaptiveQosPolicy Z— ° ontap-
nas-economy R 3ZHEILINAE o

snapshotReserve AREBOTEENHIEE B DL R snapshotPolicy 7  none
’ else ™

splitOnClone RIZEE e ZRR I H I DB false
DS
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B [E] i HLD
encryption I E R NetApp it &N false
(NVE) ; 584 false c GE{FEH
IE3EIE » MWBETEHESE FEYS NVE 5F
BIAERAE NVE o WREIHREA T
NAE > BIJ#E TridentdR Ec B FY{E (I
MEIHMEE NAE - B8 5 35
203 : "Trident¥{a]E2 NVE #1 NAE
WEITE"

luksEncryption EXFLUKSHNZE o 2F"{#F Linux
H—FIRRE (LUKS)" 1R
SAN o
tieringPolicy DERBEAIER none
unixPermissions HEEDS o *SMB&FEE o *
securityStyle HHEEEMNZ 2T o NFS X1 NFS FE5%{E4 unix © SMB FE:RE

‘mixed # “unix 285 o H/E A ntfse
31 "mixed M “ntfs Z2FEH ©

EFALESMBS

TR MUEAUTARERE SMB HAFRE | “ontap-nas' B o TERTTAZATONTAP SAN 7 NAS BeEni2 U5 lisA
TERA TR o

FsaZ Al
EEAUTARRTE SMB HIEE 2 Al © “ontap-nas EEE > TABAEBLUUTRG o

* —{@ Kubernetes #=£ > B2 —1{@ Linux 1% 2380 E4F1 = /D —{E#14T Windows Server 2019 Y Windows T
{EENEL o TridentZXIEHEFIFITIE Windows EiZ5 A pod BY SMB HEHEE o

* 2VE—ES B Active Directory /ReERITrident£ & o £MZ smbcreds :

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'
* BLE A Windows BRFEEY CSI RIEBER o BALE csi-proxy ’ s52B"GitHub | CSHYIE"HE "GitHub © &
FA1* Windows B9 CSI {2 B 7E Windows #1778 Kubernetes &%k o

TR

1. BISMBHE o BRI LUEAU TMEA N2 —EIL SMB BIEHA | "Microsoft BIRIEHI & "HABERKEIR
BT fEFONTAP CLI » fEFHONTAP CLI #37 SMB H= :

a. MANE > FEUHAN B EERISERS o

iE “vserver cifs share create’ I35 LB EEE I AR -path FEIBPIFERIRE c MRIEENREREFE
» BSRLEITRIK ©

b. 37 B5F SVM RAEFAY SMB £
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vserver cifs share create -vserver vserver name -share-name

share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]
C. HRHEEEL !

vserver cifs share show -share-name share name

(D) #2RiE SuB =T REHEF -

2. By BmE > WARRBUTARBUIERE SMB HHEE - BRAFFAE FSx for ONTAP& Ina& EHEIE » s /"FSx
for ONTAP:R EZEIBFIEEH" o

EE it BlF

smbShare a LIS EUTETBz— | $H smb-share
Microsoft B2 FI1ZATHONTAP
CLI FREIIHY SMB HEMETE »
o} A EF Tridenti#3Z SMB HAKNE
8 o tt2 8 2Amazon FSx for
ONTAPBIGFTATERY ©

nasType *WNBRE Ay smb MR AZE > RIFE smb
AT o nfs o©

securityStyle HHEMEEMNZ 2R o *WERE ntfs'Z#E mixed BEHER SMB &
2 “ntfs' 2 & “mixed FHF SMB
Ho*

unixPermissions HEER e *HitSMBE > tEIE 7

UBBZE o *

BEREFEEARMPVC

BicE Kubernetes StorageClass ¥4 i 3 (7748 » LR TridentdN A8 EHLIRE o
—{EEH B R ER Kubernetes StorageClass EI'] PersistentVolumeClaim (PVC) REX7Z
BY PV o ABIERI LG RAEH LR EIZ R E

BT EER!

2 Kubernetes StorageClass ¥15

& "Kubernetes StorageClass 1 R "4 TridentiZ 8 2 2 f5 R (E R VECE 25 » WIS TridentdN{AIEC EHERE
& o @Fﬁﬁt%ﬂ@]j%@ﬁﬁ NFS BVHEREERE Storageclass (BRIBMRESR » A2 TEM TridentE M9
)

=]
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https://kubernetes.io/docs/concepts/storage/storage-classes/
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
provisioningType: "thin"
snapshots: "true"

fEFILEEE R AER iISCSI BRI ERE Storageclass :

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
provisioningType: "thin"
snapshots: "true"

HE17E AWS Bottlerocket LECE NFSv3 & > sAfmIGFIE AR © "mountOptions” 2 Z487 :

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
mountOptions:
- nfsvers=3

- nolock

FE2R"Kubernetes 1 Trident¥ & "B RITF (I A . . X HEHIEF4H{= B "PersistentVolumeClaim® LA Rz 3%
F TridenttNEI DAL ENBH ©
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Bif#EFER

p
1. ER—1E Kubernetes H5K > FTAFARER "kubectl'7E Kubernetes HAIEE o

kubectl create -f storage-class-ontapnas.yaml

2. INTEIRAEZTE Kubernetes FTridentrPEBE 3| basic-csi {7748 » It B TridentfEZ BRI T B VR
Ao

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h
BIEPVCE

—{@& "PersistentVolumeClaim" (PVC) BHHRE FIFAEHNFIGEENK o

PVC Al UL E AR K EEFRER T EBUER o FHRAEAY StorageClass » EEIEE NMERLUEHIF AR
&R A/ NEZEEIET » BER LUEHIBE S IRFS 4R o

RUEYF PVC 8 > MBI AR ATEZREEEIRRE T -

=E=og
B e
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PersistentVolumeClaim #&74</5 8

ELEEfIER T PVCHEARF EEIE -

MIRWX#ZORIPVC
ItEFIRETR T —EEE RWX FEERINEZD PVC » ©E—{E% 7% StorageClass HY StorageClass 18R

Bt o basic-csi ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

£/ iSCSI 4R PVC
ILEEFIR R T —(EE% % StorageClass BIFETZEERIRAREY ~ BB RWO FEUEFRR iSCSI &4 PVC °

protection-gold ©°

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 1Gi

storageClassName: protection-gold

EIIPVC
HER
1. #3 PVC o

kubectl create -f pvc.yaml
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o

2. 1ZEPVCHRAE

o

kubectl get pvc

NAME STATUS VOLUME

pvc-storage Bound pv-name 2Gi RWO

FBEZ2E"Kubernetes f Trident: &R "B RATZEEEEEUNMA L. . 3
HTridentfIAI D ECREN B &L ©

TridentB %

ELEBBUATE 7 FRERAMLE Trident BIEMNFEFMRECEAEHRINEIEE o

Bt faAY BER Rt i
RS A4 HmIUEERR ~ B Pool IS LILERE fEEMERSERRY
éﬁﬁ%ﬁ% * E% i ’ /tbl:lgzygﬁﬂ
R EiEMmEFREA °
HrEEE AR R ER MZIREERE EENRERE
Vapz
BimiaE A4 ontap-nas MBREREE IEENREG
» ontap-nas- HiEim
economy * ontap
-nas-flexgroup
~ ontap-san
~ solidfire-san
~ gcp-cvs
~ azure-netapp-
files ~ ontap-san-
economy
TRER mIME B R REAETR ERUBIRRAYEE
BRRHRE R&
B mInME B R RfF s iRiE CSRUAERYME
&5efE R&

CAPACITY ACCESS MODES STORAGECLASS AGE
5m

X H ML= B PersistentVolumeClaim™ LA Rz 3%E

M.

ontap-nas

~ ontap-nas-
economy * ontap
-nas-flexgroup

» ontap-san

~ solidfire-san

£ : 2B ontap
;8 L2
ontap
solidfire-san

PR Bl

ontap-nas

~ ontap-san

~ solidfire-san
~ gcp-cvs

ontap-nas

~ ontap-san

~ solidfire-san
~ gcp-cvs
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B L BESR
e mikE B &R
g@ﬁﬁkliﬁtﬂv’t B R

1. ONTAP SelectZ A ZIELL R4

HEHGIEAER

refit 23K
EEMIERME ERBMEAHE
HiR & &

Pool BESI1RIBTE BERETE
LEEE AR IOPS LEI0PS

H...2%

ontap-nas

~ ontap-nas-
economy * ontap
-nas-

flexgroups ~ onta
p-san

solidfire-san

B HEFSHRA PVC & » BleR ¢ BRREREREIBRE L o ANETFH 7% PV 2! pod

RSB HIa L MERTE ©

1. REEEBRET—(ESESEF -

kubectl create -f pv-pod.yaml

LT EHIRT T iPVCEZZIRERIRMEAREE | BAEE !

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container

image: nginx

ports:
- containerPort: 80
name: "http-server"
volumeMounts:

- mountPath: "/my/mount/path"

name: pv-storage

@ EaI AU T A REEIEEE kubectl get pod --watche
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2. EREBHEEl /my/mount /path ©

kubectl exec -it pv-pod -- df -h /my/mount/path

Filesystem Size
Used Avail Use% Mounted on
192.168.188.78:/trident pvc aed45ed05 3ace 4e7c 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

IREEEILUMIBREZ Pod 7 © Pod R AERFTE > BERRE -

kubectl delete pod pv-pod

7T EKS #£ 5 F Trident EKS 1

NetApp Tridentf§157T Kubernetes FHAmazon FSx for NetApp ONTAPHZEIE » :BIEHY
FEABMERS T EAZIEE o NetApp Trident EKS SMIEXE S %ﬁE’J 2%
1'“@5&1*[] BER(E1E > WMASIA AWS B85 > 1] Amazon EKS TKEET@EH EKS 5MiME

ﬁ?#fiﬁﬁf? Amazon EKS F2ENZ2MMIBE M > MR 2dE « REMEMIMNIER
Fﬁ TEE o

SERIE M
775 AWS EKS RETridentyMIMEN 2 7] » SFREMFAEEEBUTRGE :

* AAEAHEMHEMRAY Amazon EKS £5IRF 2% "Amazon EKS [fI7Ti"

* AWS ¥ AWS Marketplace FIHER :
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI $8%! : Amazon Linux 2 (AL2_x86_64) & Amazon Linux 2 Arm (AL2_ARM_64)
* ENEEEEEY | AMD S{ARM
* IRBEMAmMazon FSx for NetApp ONTAPHEZE R 4%

TR

1. BRI IAM A AWS £48% > LUE EKS pod SESATZEX AWS IR - BRARAA > :A2E"E17 IAM Af
#1 AWS Secret" ©

2. £ EKS Kubernetes &5 F » EEZE Mt 2% -
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3.

4. 3| * NetApp Trident* » EEEX TridentiE L AVHESEAE »

tri-env-eks

@ ( Delete cluster ) ( Upgrade version )

(@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more

[ information, see the pricing page [7.

Upgrade now J

¥ Cluster info it

Status

@ Active

Cluster health issues

@0

Overview Resources Compute

Kubernetes version  info
1.30

Upgrade insights

@0

Networking Add-ons

Support period

@ Standard support until July 28, 2025

Provider
EKS

Access Observability Update history Tags

{ (@ New versions are available for 1 add-on.

Add-ons (3) info

View details

) ( Edit ) ( Remove )

[ Q, Find add-on

] [Any categ... ¥ ] [ Anystatus ¥ ] 3 matches

AWS Marketplace add-ons (1)

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

Ai{E AWS Marketplace SMIMZET » FATRIEIZ storage $87) ©

[ Q, Find add-on

Filtering options

[Anycategory v ][ NetApp, Inc. ¥ ][Anypricing model ¥ }( Clear filters )

I NetApp NetApp Trident

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and

administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for org; ing efficient contai
[stndard conct

Category Listed by
storage NetApp, Inc. [2

o. BEIEFRRBVIEMHARES
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70

d storage workflows. Product details [?

Supported versions
1.31, 1.30, 1.29, 1.28,
1.27,1.26, 1.25, 1.24,
1.23

#lE—T T—% o

Pricing starting at
View pricing details [

Cancel




Configure selected add-ons settings

Configure the add-ons for your cluster by selecting settings.

Listed by Category Status
storage (&) Ready to install
M NetApp

You ean view the terms and pricing details for this product or choose another offer if one is available.

(D You're subscribed to this software X ‘

Version
Select the version for this add-on.

v25.6.0-eksbuild.1 v |

» Optional configuration settings

Cancel Previous

6. ECEFTRBYMIMNTTHRTE ©

Review and add
Step 1: Select add-ons

Selected add-ons (1)

[ Q, Find add-on J 1
Add-on name & Type v Status
netapp_trident-operator storage ® Ready to install

Step 2: Configure selected add-ons settings

Selected add-ons version (1)

1
Add-on name & Version v IAM role for service account (IRSA)
netapp_trident-operator v24.10.0-eksbuild.1 Mot set
EKS Pod Identity (0)
1
Add-on name 'Y 1AM role [# v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

7. NRTFEANZ IRSA (ARFERER IAM Af)
8. EEAIE o

3
W
»
=
Ly
=3
2
bl
i
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9. FESDIGMARREZA_Active_ o

Add-ons (1) nfo View details Edit Remove Get more add-on 3

| Q. netapp X \| \ Any categ... ¥ } | Any status ¥ ] 1 match 1

nNetapp  NetApp Trident O

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and administrators focus on application deployment. F5x for
ONTAP flexibility, scalability, and integration capabilities make it the ideal choice for organizations seeking efficient containerized storage workflows. Product details [7

Category Status Version EKS Pod Identity 1AM role for service account
storage @ Active v24,10.0-eksbuild.1 - (IRSA)

Not set
Listed by

NetApp, Inc. [3

10. HITUTHSUEBTridentEE I FiEeot7rE | .

kubectl get pods -n trident

N BEETREVRERFRE - ARER » F2R TLEREFER"

/A CLI ZE/fRFZEETrident EKS &1

65/ CLI Z2%ENetApp Trident EKS Mt :
WU T EHIFES L8t Trident EKS M :

eksctl create addon --cluster clusterName --name netapp trident-operator

-—version v25.6.0-eksbuild.l (BEEAIRZ)
/8 CLI E1#ENetApp Trident EKS 4MiF2L :
W TFsS EI&E Trident EKS 9MIE ©

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

{E A kubectl i1 & iR

BIREE T TridentBlfEERA ZBEINRR - E5FTridenttlAIEIZFEEFERFEE 0 UL
e TridentPEZ AN PR EHARRE o TridentREETE » T—PBEIUBIFK &
"TridentBackendConfig' HF JEREZ (CRD) AJFEEFE A Kubernetes MTHEIEIZZEIFE
IBTridenti&if o EBRILUEA “kubect! 3@ AR EHY Kubernetes ?’*ﬁH&E’J M CLITH o

TridentBackendConfig

TridentBackendConfig (tbc ’ tbconfig ’ tbackendconfig) —ﬂEHUJﬁ'ﬁ - iR ZEfE CRD » :EIGEES
£/ JE”"‘EETndenﬁﬁlﬁﬁ kubectl © IRTE » Kubernetes Mf#FEIEE R H1%%ELE Kubernetes CLI L_Liﬂ]”éﬁ
&l > MEEERAEMNGITHERERN o (tridentctl ) °

7TRIZ 2 1% "TridentBackendConfig ¥ iz R » GELITIER !
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* TridentZRIBICIRHAVERE BENEIL BN o EIEABPRMA TridentBackend (tbe * tridentbackend
) CRo

* & "TridentBackendConfig &4.. AEEIFHIEE "TridentBackend & 2 Trident4E ERY o

1@ TridentBackendConfig E1.. {RiF—¥—BL5IRE{% “TridentBackend Hi & iR M4 EAE R E R IHH
N ; BERTridentRNEBRBHRMGENAR o

@ ‘TridentBackend CR HTridentB &1L o {RF* FEZMENTEM - NREIEHBIHETEN > 55
BIEMUATIEZERER | "TridentBackendConfig' B #Y o

LTEFIRBTRTHEI | TridentBackendConfig CR:

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

A UAEFUTESG © "trident-installer @ BB RETS/RBENEBFEENBEE

& ‘spec ERBIRIFTENEESH - TEEMNFF > BIRfEMR T “ontap-san' HFRRENZF » A ERLLEREH
B ESH - ARFFRHEFRISEANEEERSIXR B2 HEFRHEINERIREEENE"

i

Ik

& ‘spec K EEBHE “credentials’ A "deletionPolicy ELEF ER 215 | AR “TridentBackendConfig' CR :

1]

* “credentials It 2 AWEFE » 85BN AHEERT/IRFFETRHEENESE - ERTEAABAEN
Kubernetes Secret o /REERBEMUBBX N EIE » BRIZEREER o

* “deletionPolicy ILIRIEER T & .. FFEZZEEMIER TridentBackendConfig # bR o & RIMUEUA FMfE(E
z—:
° delete EGEHMEMMEPE o "TridentBackendConfig CREHEMEREIR o E2TEXRIE ©
° retain'® ‘TridentBackendConfig CR MHPFE > BiRERNAEE > LHAILUEBUTHIUE

T8I . “tridentctl o BEMIBREFRIREA retain’ R ERAERBREIRERA (21.04 Z/0) » LR
BEREILMNER o ZBUNERTUEZERET o TridentBackendConfig' B8l ©

B EREBL T AREEN | spec.backendName © WIRKISE > BB ATERES. W
@ %8 TridentBackendConfig H® (metadata.name) o ESEAESRNBTHRIES
o “spec.backendName °
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BAUTAEIINER tridentetl RBRMIKEY " TridentBackendConfig' BHY o &AL
EEFRUTHAABIEILERIE kubectl FHBEIE—E "TridentBackendConfig CR©

B BIEERRARNEESH (i :

gy

> spec.storageDriverName ’ 3F=F

“TridentBackendConfig ¥ FHIR G 8918 1R o

FERAUTARBILIIEIR kubect {RIEZSIRM

"spec.backendName ’ spec.storagePrefix

o Tridenti BENAFEFTEEILRY

1. BIEE—1{@ "Kubernetes Secret" bt &8 = Trident 2 1FE E/RFS @ FTERV /&S o
2. gJ#—@ TridentBackendConfig' B - E 8 2 AMMEERE/RFIWARGEE » 5| A E—FHPEINE

B EIRE o Sl LUERU T ANEEREARRE kubectl get tbe <tbc-name> -n <trident-namespace> M YN EEE %

HETEE o

HE% 1 . 37 Kubernetes Secret

BI—EESREFIEENTR - ERSEMRFIRS/ Ta/AN - U TE2—EHF :

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret

metadata:

name: backend-tbc-ontap-san-secret

type: Opaque
stringData:

username: cluster—-admin

password: password

TREG T BEREFTOSBPL AR IR

HEFETEFERRM
Azure NetApp Files

A GCP B Cloud Volumes
Service

A GCP B Cloud Volumes
Service
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https://kubernetes.io/docs/concepts/configuration/secret/

HETFATEFEMmM
7t%& (NetApp HCI/ SolidFire)

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

Ui

fER&ERTE

chaplnitiatorSecret

chapTargetUsername

chapTargetinitiatorSecret

FEGHM
$¥SolidFire= &£/ MVIP » &2 57H
B&E

AR EEREE/SVM fERES
8 o BRENRENS (1 5EE

EERERE/SVM E - ARER
REER S D BREE

Z R irfhigRY Base64 4RiE(E o F
RER/REN B0 ERE

AEHE% o N8 useCHAP=true
» B|AWAATE © 277 ontap-san’

# “ontap-san-economy

CHAP iEEER - IR
useCHAP=true > B IItITEB AW IR
I8 o &7 ontap-san
‘ontap-san-economy

BIZAE% ° 1R useCHAP=true
» BIETRE AMEIR - 37
ontap—san\ﬁﬂ ‘ontap-san-
economy

CHAP BR#EE TR - IR
useCHAP=true » AIttITEE A E
JHo A7 ontap-san #l

‘ontap-san-economy

IS BRI MRS IE L TAIES| A | “spec.credentials 48189 “TridentBackendConfig 7 F—4 2 IIHI¥)

o

$EF 2 | #17 "TridentBackendConfig'CR

RS AT LABIA B {RAY “TridentBackendConfig CR ° TEE{EFIFH » & ixEHR T ontap-san EREIIE N 2EH

AU TAEIL © TridentBackendConfig FEIFF YIRS :

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

SR 3 | ERsEAREE “TridentBackendConfig'CR

IREIRELLAIZET TridentBackendConfig'CR » {EB] LUZ B AR AE

som

o FESRILUTEHA

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

BIRE RN MAEE "TridentBackendConfig CR ©
AT UEULTEZ—
* Bound : % 'TridentBackendConfig'CR £21&imRHH: » LLBIHE R "configRef 3R E 4
“TridentBackendConfig'CR B3 uid ©

* Unbound : A TFARRERT "" ¢ & "TridentBackendConfig s ¥4 <45 2 &ir - FRAAIE
‘TridentBackendConfig'CR FEEZ BRI LEFRER o FEERE TR » ©RIZBMERIRMEARRE

* Deleting : #& "TridentBackendConfig'CRHY “deletionPolicy' B iR EAMIFR &
"TridentBackendConfig'CR flp&1& » ARREEERL IETEMIRR ©

° MRBIHEAFEFAMEEEES (PVC) » BB "TridentBackendConfig & 1% & 2 Tridentf B2 i LA
Kz “TridentBackendConfig'CR ©

° NRBIRIFE—EHZE PVC > BEEARIBRIRES o & “TridentBackendConfig' CREE# thiE A MIBRREER o
&im#0 “TridentBackendConfig' R B1EFTE PVC & MIFREAS SMIER o

* "Lost Bl imAEREARY “TridentBackendConfig'CR 25 = MIBR » 3 B “TridentBackendConfig'CR {354
REEZHEMBREIRAYS|A o & TridentBackendConfig Ez@ 1A > CR {[H2AR LUMIER o “deletionPolicy (&
o

* Unknown ' TridentBAMEFE M T RAERANBIRIVKEHEEFEE . " TridentBackendConfig
CR ° f5l%0 » 4N API {EARESR B EIFE > SLE R “tridentbackends.trident.netapp.io’ CRD %k o ZERIFEE
E8TE o
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Eitt » BIREARIIAIR ! LEsh o BERTLRIB A T ATBIRIE | "R in B &R o

(A1) PB4 THRESHE
TR TIA T an @ RENA R IRIIESE -

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8ef6-
bab2699e6ab8 Bound Success ontap-san delete

LESh » FHE RIS YAML/JSON 821828 © TridentBackendConfig ©

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svim: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B8 ‘backendName MUK ‘backenduUID BimeiREUTIEREIERN :
‘TridentBackendConfig CR° %E lastOperationStatus  IEHAIFRT _ERIBERIAREE
"TridentBackendConfig CR (BFEEX) AIUHERERE (flN > FREEFETELERS) o ‘spec

) BHATridentf&3E (FIU0 > ETridentERERRE) © BREBARKY » EARKH o phase  ART UTEAEI
B& . “TridentBackendConfig CR fl{&if o T LEAIFIFH > "phase’ AA Bound fB » ERKE
‘TridentBackendConfig' CREZ & i HRE o

A LI3ETT “kubectl -n trident describe tbc <tbc-cr-name> EVSH 4 Aiis#AE G S ©

S EH M S S R ISA9%8 © TridentBackendConfig BRI
@ ‘tridentctl o BT RN TME 2 BUBAFIS RIS ER | tridentctl
‘TridentBackendConfig * "s52RIILEE" ©

BERIR
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backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html

£ kubectl H1{TRIFEIE

TERUMAFERUT A BITRIGE IEIR(E kubectl ©

LlERES

++

BiEMIFR—1E TridentBackendConfig e TridentMbR/FREEIE (B “deletionPolicy) ©
EMpRELR » AR deletionPolicy BREAMIER o EMIBR " TridentBackendConfig® EET%
‘deletionPolicy REAMY - EHRAIMUBEREBIRNAEE  LHAIUESAUTHARETEE
“tridentctl ©

BITUTHmS .
kubectl delete tbc <tbc-name> -n trident

Trident N E PR ETEFERRY Kubernetes Secret ° TridentBackendConfig ° Kubernetes AR B &FIES
8 o MIPRIEZ B RS o SERIG T BERREE > A EXMPREE

EERARR

kubectl get tbc -n trident

R AT LUEST tridentctl get backend -n trident ' Z#F “tridentctl get backend -o yaml
-n trident ESFAARARIRIEE - WEEERSSECERANUTANELNEI ¢ tridentctl °

BHRIG
EMMRIRHRERSERRS !

* FHERANEEEER - EEH/RE » FEFEH Kubernetes Secret » 5% Secret FBR? :
“TridentBackendConfig 5 RWAZETE#T o Trident® BENFRRMENSRIT/REE MBI c MITUTHSTEM

Kubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

* BEFEW2Y (FIMNEEFRBONTAP SVM HI4F8)
° Bl LUEH "TridentBackendConfig R T i< HiZE® Kubernetes IZEXYM

kubectl apply -f <updated-backend-file.yaml>

o E > EAIUEIRAENBEITEE o TridentBackendConfig AU T e < #E1TEIE :
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kubectl edit tbc <tbc-name> -n trident

* MRBIHEMKRY > BinEERTEHRER—RENNEE  ErRIEAHITUTHSES
HEEUEERE o kubectl get tbc <tbc-name> -o yaml -n trident &
(:) “kubectl describe tbc <tbc-name> -n trident °

* EEEHRMEEREETHEER » EAIUEHRNTEMSS ©

{5 tridentctl H{TRIHEIE

TEENEERU T A NRITRIRERIRIF tridentetl o

RIERIR

Bz B EinmERE"BITU TSRS -
tridentctl create backend -f <backend-file> -n trident
MNRBIHEBIKK > AIRTEBIHAEFEME o SAILUEBHITUTHSEEHFURERR :

tridentctl logs -n trident

LR RAEBEREETHEER > ERFHITLUTH LRI o ‘create’ BREHEHS ©

LllEREY
BB Trident PRBREL » T FIIRIE -
. ESBIHEE

tridentctl get backend -n trident
2. MR

tridentctl delete backend <backend-name> -n trident

@ YNR TridentBIEERIRECE T AFIERVHEIR @ ANIRAR > BUMIPRTE i PE LE I 5% 18 Uin ik E R HARR
Bini @RS TR ARRE

EERFRIR
ABEETridentENIRIRIR > FHMIT FHHRIE !
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backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html

* EEEUSHRE > FRITUTH S
tridentctl get backend -n trident

* DENFAFMER » FETUTHS !

tridentctl get backend -o json -n trident

Bk
BITNRIERERR - ATUA TS

tridentctl update backend <backend-name> -f <backend-file> -n trident

ik

MRBIRBRAR > AIRTRIFECEARHE > HELESR T EMEER - LILEBNTU T o< ES BsEUE

ERRA :

tridentctl logs -n trident

EHITUTERLEIT o "update BREHM T ©

T_,._,\é”\%Iﬁ,jtﬂQE_nﬁ$mEPE,JFﬁELE1§‘ Il_a\/\

e FRRIRRENRETE
ER—EEELUER JSON EIZHRERESEER © tridentctl BIRYIEMNE L - EFEA jo KEELEZERIER -

{backend: .name,

tridentctl get backend -o json Jg '[.items ][]
[.storage[].storageClasses] |unique}]

storageClasses:

. TridentBackendConfig ©

BHERRERUTANBINER

RS IDRIE R
T EETrident P EERRIGHIRRE X

BIREIREE
BEE TridentBackendConfig'IR7E » EIEEEMEBIFNRIGEIES N c ERM5IH T U TRERE :

#ITEE TridentBackendConfig?
BUTHNETERE “tridentctl?

s AT MERMU T AREILRIG tridentetl A
s JLMERU T AR EILZIG TridentBackendConfig BJ$E
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B8 tridentctl fEMA&W " TridentBackendConfig

RENBERERAUTARNEILNBIRFIERNDER | tridentctl B##55:8 Kubernetes 1THEEAIE
‘TridentBackendConfig #J5& o

EERARUTER

* FALEERRLG » '8F TridentBackendConfig BAAEMER. BIEEM “tridentctle

* AT ANEILFEL tridentctl TEth “TridentBackendConfig ¥IR2 R F1EH] ©
EEMEERT » RintiFESTET > TridentiAEMIRE I M HIEITIRE - EIESILRAMEERE .

* BEFA tridentct BIEFERATRIENRIRE ©
s FEUTAREILNGERI tridentetl  B—{EHBY " TridentBackendConfig' BH o SR
ERIESERUTARNETEE | kubectl MAR tridentctle

AU TANBIETALFEN®RL kubectl B EE L —{E "TridentBackendConfig' EEIRB R IRHE - U TE
HT FREBAM

1. B Kubernetes Secret ° b &8 6 S Tridentfd 1z &/ ARFS B FIEMNESS o

2. g3 —E TridentBackendConfig BN - SESHMMETEE/RBNAREE » U5IBL—FHhEL
HNEE o W EITRIEEEEENEESY (Fl : ‘spec.backendName ’ spec.storagePrefix
> spec.storageDriverName * F%%) o ‘spec.backendName HBREAIRB BIHAIRATE o

TER 0 : FEERIR

fl3—18 *TridentBackendConfig N REMEEIRA B - ARSIUSRBEE - MEEAITH > RARRER
LUF JSON I T —(Eiki :

tridentctl get backend ontap-nas-backend -n trident

e e

i ittt F——— - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

o o
ettt o t——— +

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4d4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

e i

o - fomm - fomm - +

cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",

"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",

"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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HE% 1 . 37 Kubernetes Secret

By —Eas%im&:EN Secret » WMFHIFAT :

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

4 BF 2 : 17 "TridentBackendConfig'CR

T—#ZRIZ—E TridentBackendConfig CR FFEBMPEZIFRLEFEMN ontap-nas-backend (N7
Fim) o sAtEfRmEL TEX !

* BIHRABIELUUTNEES | spec.backendName ©

* BeE2#ERBIRER o

© EEH (NREFRE) SRAEFERBRIRERNIERS

* JREEEA Kubernetes Secret 121# > AR M o

EERBIBERT > TridentBackendConfig 1§ &1 iS4

cat backend-tbc-ontap-nas.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"'
- labels:
app: mysqgldb
cost: '25'
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

S BE 3 . BR:EiRAE “TridentBackendConfig'CR

2% TridentBackendConfig B&EEIE > EMRENER Bound ° EHEZKRMEIRERIGHERENRIGS
F8H0 UUID °
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

BIRIRERE2FERUTANEITERE | tbc-ontap-nas-backend “TridentBackendConfig' Y ©

&IE TridentBackendConfig {FHB#%IHE “tridentctl

‘tridentctl AIARFHFERTIARNBIINEN | " TridentBackendConfig®
o IbSh » BIRBEAILUEEEBUT AN TR EIEMIERIR | tridentctl F@MIBR
‘TridentBackendConfig WiffR “spec.deletionPolicy &4 “retain’ ©

TR 0 : FEERIR

Fan > BREEFEMEBRUTAVEIL T U TS TridentBackendConfig -
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

REEERAIUFY ¢ TridentBackendConfig' B B IIZE LA E R B im[ERE & IR UUID] °

WEE 1 HEY deletionPolicy BRAEA "retain
EHRMRKEBTHEE deletionPolicy e BEBHRES retain c ERFETE

TridentBackendConfig CR fHb&E > BIFERMAEE > MEATMUBEBUTAETEIER !
“tridentctl ©

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ach5f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£f82 Bound Success ontap-san retain
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()  HMIERBEHRE > TREMETT—F © deletionpolicy BEA “retain®
£ MiB% TridentBackendConfig'CR

R%&— EMIB% TridentBackendConfig'CR © F&531& “deletionPolicy 58 EE 4 “retain” f&a] LLAE & MIBF :

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fosesssssssassas=a== foss=ss==========

o e it fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fom e fom e

fessmsmmss s e s ss s oses s s s e ss e frossmm==== +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

fosessssssssssss==== fosssssmsm=ssas=s
fesssssssssscssscssosssssassassssassaaa femmm==== fommmm==== 4

filf&1& "TridentBackendConfig' TridentR BB IFZH R » MA S ERRIFBIHAS o
BN EIR TS

FERVAE FExZhll

ACE Kubernetes StorageClass ¥4t 27 {#7748 » WFsRTridenti{Al:2 E R & o
I Kubernetes StorageClass ¥{%

48 "Kubernetes StorageClass ¥ 5 "# B Trident{EA2 R RERANECE SR > MR TridenttNfAIAC EHAIRE © HIU0
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https://kubernetes.io/docs/concepts/storage/storage-classes/
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-gold
provisioner: csi.trident.netapp.io
mountOptions:

- nfsvers=3

- nolock
parameters:

backendType: "ontap-nas"

media: "ssd"
allowVolumeExpansion: true

volumeBindingMode: Immediate

BRI "Kubernetes M Trident¥ &R "B RATFEEEEIN T4
H TridenttIAI D EEBENBE ©

BiLf#EFER

. RXEWFEE

#2317 StorageClass ¥)4-1& > BIRIIBILGETFEER o [(A7F1E5 41

B PersistentVolumeClaim WA & 1%

— bR

LA U ERSERE AR -

1. ER2—1E Kubernetes % > FRLIEAEER kubectl £ Kubernetes FEIEE ©

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. IEIRPEZIE Kubernetes FTridentd#8E 2l basic-csi 7748 » ifi H TridentfEsX D AS IR T Bi5_EMETE

piuly

kubectl get sc basic-csi

NAME PROVISIONER
basic-csi csi.trident.netapp.io

AGE
15h

./tridentctl -n trident get storageclass basic-csi -o json
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../trident-reference/objects.html

"items": [

{

"Config": {
"version": "1",
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"

by
"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggr2",
"aggr3",
"aggr4d"

(Ege2 SRl El
Tridentift "$HE4E RIRHE B AFHENER" °

% » KA LUAREE sample-input/storage-class-csi.yaml.templ 2432 T BB AUFE FR AL B "BACKEND_TYPE
ERRFFREIENLTE -
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./tridentctl -n trident get backend

e o T bt
o t————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

EIRHEFRR!
TR EBRBHEFER « RETARGHFLER « Sp TR Bim UM B EFLER

o

EERIREH#ESE
HEEBTEREW Kubernetes #7748 » BFRT &GS ©

kubectl get storageclass

* EEFE Kubernetes EFHEFFFMER » sBHITUTHS

kubectl get storageclass <storage-class> -o json

* BEEE Trident MIED#F4E » FRIT Fe< :

tridentctl get storageclass

* BEE Trident WA HEFERIFAER > FHITUTH S !

tridentctl get storageclass <storage-class> -0 json
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Tasf#ER

Kubernetes 1.6 /17 RE TR EFRRININEE - MRERAEBREFALHIFEEES (PVC) PIEERFAE » A
i {56 PR L R P 4R Al 2R 5 E?—:Rlﬂzzﬁ & o

* ERR TR E HRTERH#TFEE “storageclass.kubernetes.iofis-default-class £ #7487 EHE PR E S
true © IRIEFE > ERIEMERER D IR EEAER

- AR TS S R RA RN R ATER A

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

* B ERIUEAR U T an L B ERTRRBVHFARREAE

kubectl patch storageclass <storage-class—-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

TridentZER X BH AL S IEEERES o

@ F2EP—RABEFTE—ETRRHEFLER o [WHAMT_L5E > Kubernetes NEFEILIREER ZETRR#EF
£ BENTAMEFRRARATARMFERN K -

e E RTF AR R B R iR

Ee— BRI LAER JSON BIEMEIESER © tridentctl TridentBInHIEREEL - EEA i EAIEEER
LERZBRAREN -

tridentctl get storageclass -o json | jg '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’
UllESETEE

EEU Kubernetes HffIFR{#EFEE » SRHITUA TGRS

kubectl delete storageclass <storage-class>

‘<storage-class> FEsZ AR RBVETELER! ©
I AR BRI NE AR EE RIS » TridentiFEESIETM o

Tridents2FIFITER fsType E & b%‘JLTsz’JﬁE o H{f7X iSCSI & > BRIRFIIT

@ ‘parameters.fsType TEfEZEERH o [RAEZMIPRIRB M StorageClasses M EHIEIIEM ©
‘parameters.fsType F5EH] ©
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EEENEES

ref—

B —EFERABERER Kubernetes StorageClass EI’J PersistentVolumeClaim (PVC) RE
SKTFEX PV o ABIEAILGRCRAB G LR RIS 2R

B
—{@& "PersistentVolumeClaim" (PVC) X #EE HIFAENEFEEEEK o

PVC AIMUECE A REFRER THEFIRT - (EFARIERY StorageClass » &EEIESFME R LUERIFF AWK
ERARNEFERT > B e DUERISIBE S ARTS S 4K ©

BIEFPVCER » MAIMUB BRI EES o
SUIEPVCE

1. #3 PVC o

kubectl create -f pvc.yaml

lTIT

2. IZEPVCHRES ©

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 1G1i RWO 5m

1. REElRRTETE—(EFESF -

kubectl create -f pv-pod.yaml

@ AT UERUL T A NEEEERE kubectl get pod --watch ©

2. mREEHEEE /my/mount /path ©

kubectl exec -it task-pv-pod -- df -h /my/mount/path

3. IREEATLUMIBREZ Pod T © Pod FEFHERBTFIE > BEHRRE o

173


https://kubernetes.io/docs/concepts/storage/persistent-volumes
https://kubernetes.io/docs/concepts/storage/persistent-volumes
https://kubernetes.io/docs/concepts/storage/persistent-volumes

kubectl delete pod pv-pod

mBE

PersistentVolumeClaim #&Z4</5 8

BELEHAIRETR T PVCHIEARF BFEIE o

PVCE# » fiRWOEE
tEEHIRR T —EEE RWO FEERNEZ PVC » BB —E%% StorageClass B StorageClass 18

Bt o basic-csi ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

storageClassName: basic-csi

PVC #1 NVMe/TCP

L& FIETR T —BE% 2 StorageClass B9 StorageClass BAHfAY « BB RWO 7ZEUEFER NVMe/TCP E7s
PVC ¢ protection-gold ©°

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold

174



Pod;5E&Ef)

BLEHPIET TR PVC EZIIRERIRMEAREE -
EAEE

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: storage
persistentVolumeClaim:
claimName: pvc-storage
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: storage

E 7K NVMe/TCP BCE

apiVersion: vl
kind: Pod
metadata:

name: pod-nginx
spec:

volumes:

- name: basic-pvc
persistentVolumeClaim:

claimName: pvc-san-nvme
containers:

- name: task-pv-container
image: nginx
volumeMounts:

- mountPath: "/my/mount/path"

name: basic-pvc

B2 "Kubernetes M Trident: SR "B RATFEEEEUNMAE. . X B RIEFAMS B PersistentVolumeClaim' LA 3E

HTridentiIAI D ECREN B E ©
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EAiEHS

Trident Kubernetes &Rt 7T E B I E B IBTTHIEEMEE S - SKERIER
iISCSI ~ NFS ~ SMB * NVMe/TCP #1 FC i EFrEEMNECERET ©

&7 iSCSI &

EE]LAER CSI s2 B2 TVIET iISCSI 1FA MM HERE&E (PV) ©

@ iSCSI| HitEIEFTZ U T ANEIE | ontap-san ° ontap-san-economy ’ “solidfire-san’ &
FIZXEE Kubernetes 1.16 LB ShRZS ©

$ER 1 . 52 StorageClass MU IEHIEEIEE

#REE StorageClass EEMEITRE allowvolumeExpansion HE “truee°

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

HINBETFER StorageClass » HHEEITHRIBUEZ U TAR ¢ "allowVolumeExpansion #5[& o

SWER 2 ¢ EARTEEILAY StorageClass 317 PVC ©

4REEPVCERZ I E# “spec.resources.requests.storage’ 2 7 RIMFHIFIEER T » ZRTRBARRBRT ©

cat pvc-ontapsan.yaml
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

TridentB| Z—EHRFAHE (PV) WG HEILF A SHEREEA (PVC) BIBHEZR o

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885dbo71 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s

FER 3 1 EE—EERE PVC BfRRE
e BRAEREIRRS L - UEABERT - #E iSCSI PV K/NEFEMEIER -

* Y03 PV 2| pod > Trident& g RHFRIG LA > EfTRHERE » LRABEZRFEHIR/N -

© EEEAEAREREA PV AN > Trident@7E#FRIIRTTHAIRE  PVC & pod R > Trident& &3
R EWRBIERZRARIAN o Kubernetes BTEIEFTHRIEMINTEABER PVC K/ o

EE @G FH > B 7T —EfER T5IEER pod : san-pve ©
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

$HER 4 © BB PV

EERBEREIN PV I 1Gi sAE A 2Gi > 554REE PVC EXRILER o “spec.resources.requests.storage’ & 2Gi ©

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

SH 5 BEBER
EELUREPVC ~ PV TridentRIRETAZRERE IR A B 4 LEHE
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

&K FC figta

{ERIMERR CS| BRAETZRIMT FC HAMRIRE (PV) o
() FORmMEEEITLUFIZS | ontap-san BERZEE Kubemetes 1.16 R ERIHRA o

ER 1 . 3R StorageClass MU IEHIEEIEE

4R%E StorageClass EELUEITERE allowVolumeExpansion HE “true e

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True
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HINBETFERY StorageClass » HHEEITHRIBUEZUTAR ¢ "allowVolumeExpansion #5[& o

SWER 2 . EATEEILAY StorageClass 317 PVC ©

4REEPVCEZ I E# “spec.resources.requests.storage’ 2 7 RIMFHIFIEER T » ZRTRBARRBRT o

cat pvc-ontapsan.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

TridentB Z2—EHFAHE (PV) MG H AL A SHEER (PVC) BIBHEZR o

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

TR 3 . €& PVC RYfiRkE
ROCERAAERREIREE | UERBERY - AR ENCERERTERAMERR -

* §03R PV 22| pod » Trident& &R H#FRIG LB - EfTRiERE » WHABEZERFEHIAR N -

« ESREREIZEN PV BIANE > TridentEEREFRIGIETHGEE o PVC 8 pod #7E%R > TridentZEHh
B BT RBIERZRAFKAN o Kubernetes ETEIRTTIRIERINISEREEH PVC K/ o

EEEGFH » B3 T —EFER TYIHEER pod © san-pvc °©
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

$HER 4 © BB PV

EERBEREIN PV I 1Gi sAE A 2Gi > 554REE PVC EXRILER o “spec.resources.requests.storage’ & 2Gi ©

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

SH 5 BEBER
EELUREPVC ~ PV TridentRIRETAZRERE IR A B 4 LEHE
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=
fem======== e Bt fmm====== fememe==== 4

&R NFS &

TridentXZ 18 A B EB NFS PV #E7E A £ © ontap-nas ’ ontap-nas-economy ’> ontap-nas-
flexgroup ° gcp-cvs ° # “azure-netapp-files' & im ©

WEE 1 5R7E StorageClass U IEMIEEIBE

EEENFS PV WA/ BEIEEBARERERFRENUATHIRFEER > HEARRENATSH :

allowVolumeExpansion HEF “true:

cat storageclass-ontapnas.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true
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MREBLRIL T —ERBILEBNGEELE > AInILUEBER TIfh< B RERAHELER - kubectl edit
storageclass’ A FFESFaEMEAR ©

WER 2 ¢ EARTEEILAY StorageClass 317 PVC ©

cat pvc-ontapnas.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi

storageClassName: ontapnas

TridentfEs% %% PVC #17—1& 20 MiB BY NFS PV :

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-0199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2mé2s

PEE 3 B PV

L ERTER 20 MiB PV %% 1 GiB » 554R%E PVC 1T E spec.resources.requests.storage % 1 GiB :

kubectl edit pvc ontapnas20mb
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
#

$HER 4 ERiEiER
GRS E PVC ~ PV fITridentB8fERY A/ R EGEE BN/ NS T IERE :
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
et ittt L fommm - fom e
fom - oo fom - e +
EOE

Rl LERU T AR B IR G AR FEHIREE A% Kubernetes PV ¢ tridentctl import

A F B EIE
RO AN R & BB A TridentbAE1T F51R1E -

c BEAREXASMEILEEFEREREENE
* AEEFREAREEAERENTERA

© EREMHY Kubernetes 8%

* EXHBERIAMERREAE#8IE

ARER

FEEAMIREZA > FEBUTHRE-

* Trident2AEEEA RW (GEE) 1EAAIONTAPE o DP (EiHr:E) 1EAHIIEE ESnapMirrorB1ZHLFERE o
A RE & B A TridentZ A » FEZICENRAIRIGRRI% ©

£
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* HFIEZBEANRAEHEGNHIRE - SEZEAETERE  SFERZE » RERNITEARE

@ EHNRERRAEEE » A% Kubernetes REELATHER » REZHROEBBHIINE pod
L o SRR RHER o

* fRE "StorageClass' W7E7E PVC L157E @ TridentE EABIEPAERULDE - RG> ZFEHEF

FHEIREFEFE R BREE N RETERE - ARG BT » RILEAREREERHTM - It - A
fEEREFER R PVC SRR RIRIONF - BEAARERK -

* HABKERIEPVCHEEILRE © MIrERHFRIZENEAR - PV SRIR > HEH[ PVCH

ClaimRef

° EIERBEFIIAERE 4 “retain' TEPVH o Kubernetes FAIHAEE PVC 1 PV 1 » EINCRIR G EMALEMHE
£85I B IR BEARTT ©

° WNRFHEFLERIVEIEREEZE "delete’ & PV #RMIBRE: > #TFHIRE th SHMIER o

* FERIERT 0 TridentEIE PVC > MERIHEMr%FlexVol volume#l LUN o fREJLAER "--no-manage &

AIEEEMERERIRES o WIRIREEMA "--no-manage FEYIHFBVESRBEIA > TridentNE ¥ PVC 8¢ PV #1T
{E(RIEESMNAIRIE o MBS PV B » EEFHIRESERMER - HMiR(F (NHREERMEZREREX)) 1E
BB o

INREHEFER Kubernetes REIER M ETIEEE » (BXAETE Kubernetes Z INE IR (ETFRATR
ERAEmIEEE » BIEEEIBIEEER o

* 7£ PVC M PV MNAGERE » EERAWMME | ——BIETEEEA » —2fEm PVCH PV ZEEERE - It

TEEIECLEMIER o

BAMEER
&R LUER “tridentct! import A # o

1.
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BUFAMHEEER (PVC) X (fIM0 > pve.yaml ) FAREIEPVC o PVCIEZEEE S name »
namespace ’ accessModes ’ # storageClassName o (FJ#) ZAILAFERE “unixPermissions 7E{R
RIPVCEZ °

T R—ER(ERREES

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: my claim

namespace: my namespace
spec:

accessModes:

- ReadWriteOnce

storageClassName: my storage class

(D) FEasHtS - GNPV LEIEEA) - BTEREREARSEK -



2. f£A “tridentctl import’ B 1EE B SR E A Trident®B im B AR M—IZH# #F LHEENZBNGS (F)
i : ONTAP FlexVol ~ Element Volume * Cloud Volumes Servicel&{E) o 15 -f EERHRHKRISEPVC
FEZEAVRRIK o

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

il
AEEUTEEASHS » UTHRZIENEERER o
ONTAP NAS FIONTAP NAS FlexGroup

TridentZ B AU T AN EARFEE © “ontap-nas'# “ontap-nas-flexgroup )i ©

(D * TridentFZ#Ef#EH ontap-nas-economy aif o
* JZ “ontap-nas 1 “ontap-nas-flexgroup EBENTZE AL SF EAERIIERTE o

EEEHERUTAREIZER ontap-nas ‘driver EONTAPEE FMFlexvol volume o FFAMUTARE
AFlexVol# “ontap-nas BEIFERNNITIERIENER - EFEERONTAPEE EMIFlexvol BEERIUES T
FIFREA : ontap-nas PVC ° [ > FlexGrouptit& th e] LAFE A % “ontap-nas-flexgroup PVC ©

ONTAP NAS 54
THERERR T SEHIEEMIETEIEERE ARSEF) o
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SEEHIRE
UTEHHBEA—E%% managed volume E$% “ontap nas :

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

e tomm - fom -
fomm - o e pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom e
fomm o fomm fo—m +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fo—m fom -
fomm o fomm - fomm - +

KetEE

fEFRF --no-manage IBAE ° TridentA G B BHAFREE o

LU TE55IE A "unmanaged_volume' 1 “ontap_nas i :

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-

file> --no-manage

o e Fomm -
fom - o fomm - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e fomm - fom e
fom - o fom - Fom——————— +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491ald4a22 | online | false |
o e Fom -
fomm - o fom - fomm - +

ONTAP SAN

TridentXiIBFAETEA ontap-san (iSCSI ~ NVMe/TCP #1 FC) # ontap-san-economy =ik o
TridentB] LLFE A 815 BE— LUN BJONTAP SAN FlexVoltEHEE © 58 ontap-san BENTEF » ©A&SE PVC &
II—f@EFlexVol volume » i TEFlexVol volumeR#EIL—1E LUN ° Trident& A FlexVol volumelli i HEL PVC E&
el o TridentE] LA A ontap-san-economy B2 %@ LUN BYFEEEE

ONTAP SAN &5
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TEHRERT SSEHRENIFFt EEREE ARG

EEHEE
HREEES > TridentZ i FlexVol volumeEHan a4 pve-<uuid> FlexVol volume®HY LUN #ET
“lun0 °

LU TFEHIE AT “ontap-san-managed' FlexVol volumefZ7Ei? “ontap_san_default' i :

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

e +——————— -
- e - - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

et et it t————— o
o T et sttt et o f—————— +
| pvc-d6eedf54-4e40-4454-92£d-d00£fc228d74a | 20 MiB | basic |

block | ¢d394786-ddd5-4470-adc3-10c5cedca’757 | online | true |

el et et F—————— o ———
o T bttt - e +

LU EEHIZE A "unmanaged_example_volume'{E “ontap_san i :

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
R S Rttt o=
et R e ittty S +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
it S et o
e o fom—— fom—— - +
| pvc-1fc999c9-ce8c-459¢c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759f555a | online | false |
o fom—— fom
S it ittt Rt it ittty S et +

AR LUN HFEEIE Kubernetes 124 IQN FAEE IQN B9 igroup » M FHIFAT » BIZUREI TS8R © LUN
already mapped to initiator(s) in this group ° EEERIRENFNZFHEUHMET LUN 7 SEEE AR
BRE o
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0

unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

avE S

Tridentz #&1# FANetApp Element&ii&FINetApp HCIZEE A “solidfire-san’ E)14 o

@ ElementfEENI2 N IREENHMIEERTE - B2 > NIRMIEEXTBEE » TridentZF[EIE55R 1
A—TERIBESE > RES  IRE—(EAM—REHIRE LTS » AREATRENEIRE o

TTERE)
WTEREA—E element-managed BIHAE "element_default °

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

LBttt Pommmmm== P
Fommmmmomo= Fommemererrorerrrrrrresersrreee e s s Fommmmmoe e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmmmomeorrrrrrrr e re e e mm o Frommmmom= Fommmmmcemoomo=s
Pommmmmmm== ettt Pommmmm== o= +
| pvc-970celca-2096-4ecd-8545-ac7/edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
T i P fommmmmmememem=
Fommmmmmm== L et Fommmmm== o= +

TridentSZ 8 FEAUT AR EAIEE | "gep-cvs Bt o
EE R HNetApp Cloud Volumes ServiceSz 1BHVHAREE E A Google Cloud Platform » 55 B HARE
() CHEHYSHEE - MEERHREENRER N FAMEZ NS :/ o fll > 1R
FEHERER 10.0.0.1: /adroit-jolly-swift BBFRERIE% “adroit-jolly-swift ©

Google Cloud Platform &3
U TFEHIZEA—E gcp-cvs  BIHGBE “gepevs YEppr EAERBRERE “adroit-jolly-swift ©
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tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I

| pvc-ad6ccab7-44aa-4433-94bl-e47£fc8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
fossssssssss s e se s s oses oo sssssss s s R e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Azure NetApp Files

TridentX2 IBEFERAUTARNEAMBREE © azure-netapp-files’ B o

EEFE AAzure NetApp Files » SEIBHIK RSB SHUIRE - K RUEHE E L {ih
() TFHMEZ@OES : :/ o BN MBHEMESE 10.0.0.2: /inportvoll BTREEES

“importvoll °

Azure NetApp Files&3fl

UTEHHIZEA—E azure-netapp-files BIHAE “azurenetappfiles 40517 BEFERRTE
“importvoll °

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%ab5le | online | true |

fomssssess s s s s o s e o s sss s osss fremememm=s frememesmeeeeaaa=
fem======== e Bt fmm====== fememe==== 4

Google Cloud NetApp Volumes
Tridents=s B FERAUT AR EABIEE | "google-cloud-netapp-volumes' T)if o

Google Cloud NetApp Volumes&if
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LUTFEEfIE A —1E google-cloud-netapp-volumes BIRAE "backend-tbc-genvl  HE
"testvoleasiaeastl ©

tridentctl import volume backend-tbc-gcnvl "testvoleasiaeastl" -f < path-
to-pvc> -n trident

i L e

R e Femmm=e==== fess===s=s=sssesessososassssssssssssa=s
L e +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
e fommmemaae
fosssssmseme e e e N fressssseee e e me s oo s s s e e e
e e T

| pvc-a69cdal9-218c-4caf%9-a%41-aeal5ddl3dcO | 10 GiB | gcnv-nfs-sc-
identity | file | 8c1l8cdfl-0770-4bcO0-bcc5-c6295fe6d837 | online | true
|

e fommmemeae
frossssssssmes e s e fremsmem==== fressmssee e me s o s s e e
f======== fememe===s 4

LU T &6 A —1@ "google-cloud-netapp-volumes™ & M{ERREEZEENRE— &5 » f81E4 !

tridentctl import volume backend-tbc-gcnvl
"projects/123456789100/1locations/asia-eastl-a/volumes/testvoleasiaeastl"
-f <path-to-pvc> -n trident

o e e mesesese s s s s s e s o=
Fommmmmmmmemeseoeoeooo= Fommmmemom= Fommmmmmrososorrrrrrre s s e eem e
Fommmmm== o= +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmemsmessseseses s s s s e o=
Fommmmmmmmoneooomosooms Fromoomomoms Fommmmmmmmoososmereesmemememeoememmm o
Focmmmmms Froccooomo= +

| pvc-a69cdal9-218c-4ca%9-a%41-aeal05ddl3dcO | 10 GiB | gcnv-nfs-sc-—
identity | file | 8c1l8cdfl-0770-4bcO0-bcc5-¢c6295fe6d837 | online | true
|

Fommmmmmmmsmeseseseses s s s s e o=
Fommmmmmemonoososommoms Fromcomomoms Fommmmmmomossosorrenoomememenesemommm o
Fommmmmms Fosmsmsmss +
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B R &R BT

fEFTrident » &R U AR R EISIRE BRHRVLBIIEE - S EBEHE MR E
Wrig HES R H FE R 2 B Y Kubernetes BE (PVC) o (M UERIHERERIENR > A
B BETHEESBBTIER ; 81 - EATERMNEMEEE I ZEES LR o
FtaZ Al
SEBETHEE 2 EINEE .

1. HAREE RS ~ FE AR SEEIRIE o

2. $5% ontap-nas-economy EBENFER ° RA Qtree HiIEEHN LB S RIBEAS o

3. HH? ontap-san-economy EEENFZF ° R A LUN 28RS RIBEZS o

PR
1. P EsTHR B R IBEEIONTAPA I ERENTZNAES -
2. ATEFIVHERE RIE T ERNRAHIRE -

A BETHIR & R BRI R T

1. MNRHPNL BB RPOEEENMERKY - ARIFZIRAN - BR > MRELAERKY > RIERERIZ
RIVARSRAERS ©

2. BERARIKREFHRBIERGREIRER » HFAETER - JUERERIRPMAERFAFERIRE

‘imsmERA > B REEANIRE
PILATEIRE R/ BB R E &R B ] BiBEE o
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HRAR B &5

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"defaults": {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} } "

by

"labels": {
"cluster": "ClusterA",
"PVC": "{{.volume.Namespace}} {{.volume.RequestName}}"
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AEREEH)

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",

"username": "<admin>",

"password": "<password>",

"useREST": true,

"storage": [
{
"labels": {
"labelname": "labell",
"name": "{{ .volume.Name }}"

}o
"defaults": {

"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster
1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by
{

"labels": {
"cluster": "label2",
"name": "{{ .volume.Name }}"

by
"defaults": {
"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster
}} _{{ .volume.Namespace }} {{ .volume.RequestName }}"

}

LTS A E
i1 :

"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} ({{
.config.BackendName }}"

il 2 :
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"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""

RELERIREL

1. HRNHRREA - RABRAUMKRERARERANRER » 7 EEMRE - fl
{"provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}} ©°

2. Wt EMIREEA > HMIRERBERRRERRERERNLEEL

3. Trident R BRG] 7 BH FEUHAFRIR—ERER o

4. MNRERBEEEWE TR R » Tridenti RN —LEREHF TR IE I — VIR E 278 o

S5 NR NAS &EERHIRER BT BERERB 64 5 » TridentRHKIRIRA R I BAERMIRE % o

REFBEMONTAPEESIZF » MRHIRE X EEB LRG> AR EEIEFRERN -

BiaZTlEoZE NFS &

fEATrident > EEIMATE E o =M P EIIEIRE - W E—ESZ @& % =R P A
HiHR& o

1=

TridentVolumeReference CR FI:EIEE—{E =N Z1E Kubernetes 2R 2 2 2+ ReadWriteMany
(RWX) NFS HHEE © 578 Kubernetes [REMRAZEF U TR :

ZBIRFEIERIUEREZ DS
FERAMFTATrident NFS MR EERSITZR,
* A tridentctl FEREMIEIRE Kubernetes TS

EEET T BmM{E Kubernetes #r54ZEfGAY NFS WA E LB
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re

________________________

TVol €—p

=
3
2

.......................

O [
H

TridentVolumeReference
primary/pvci
. < = 4 . :
----------------- - Storage B e
Volume
TRIRRNED

RERETERENEIRENFSEHE -

FRE EPVC AL ZAETE
B TEREEERFERCKRE PVC RERBIRER °

Y

9 BRI EEZEMR /PRI CR MR
EETIEEIRTHREZMATREEREEIL TridentVolumeReference CR RIHERR o

e EEEaRZERIPEI TridentVolumeReference
BiZ a4 A BER & 1L TridentVolumeReference CR LB | AR PVC °

o EEEmAERAPEILRE PVC
BiEsmaTRNEE BEEINE PVC » WERAKIE PVC FHERIZKIE o

FeEZR R R =M B R =M

wiERLE > BoREZRHARATER SR EEEEE - REEESN B Raa=RBEAENIRENTE - £
EABESEIRPMERIETE
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1. REFFRZEEEEE | BIIPVC(pvcl ) ERFEMELERP » BT EB R L TR AEZAIRER
(namespace?) f#H "shareToNamespace s¥fi# o

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Tridenti21Z PV KE &R NFS EFHIRE o

° ISP LUERESR A IRIVEER PVC HAGZ @Rz - Al »

trldent.netapp.lo/shareToNamespace.
namespace2,namespace3, namespaceéd °

@ © WRAIMERNU T AREREIFAmRZER * - Al

trldent.netapp.1o/shareToNamespace. *

o AU EHPVCLLEL S “shareToNamespace BEFF A LUARINEERE o

2 *RETES | RBEFECEIBERN RBAC » UEFEHIEZEGLEMEAETEEHhATRIPET
TridentVolumeReference CR BIHER o

3. BEGATHEEE | THEGSEMAPEL—EIsRK RS ZEMAY TridentVolumeReference CR ©
pvecl ©

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. BEEMATHEERESE | BiPVC(pve2 ) EBESHAZER (namespace?) fEF “shareFromPVC st LIS E

HKE PVC
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

()  EEPVCENRTHEINARZRRPVCENRSY -

RS

Tridentz&EY “shareFromPVC 7 B#Z PVC LifigsHRE » WA ER PV BU AR EHIREERNILES > X
ER&iEmZRIRE PV L HAKIR PV #FEIR - BB PVC Ml PV BEEREEEHE °

MEFHES
AT UMIBREE 2 Ep R =R HZRIHIRE o Tridenti i3 FREI 2KIR AR 4 = P 2R E R FEVER » WREHHE
AR &R E e RN EFIEIR - EFrE 5| BRI R ZEREHEMIFRER > TridentE Ml FRaXMR

[=]
oo ©

fEF “tridentctl get &T:HF&
fEA[ tridentct ERTER © R LUETT "get BUSFEMIES - BZE R » SA2RELE | . /trident-

referencef/tridentctl.htmi[ tridentct! 85 < FN35E1E] o

Usage:
tridentctl get [option]
125

* °-h, --help: BRABGHER -
* -—parentOfSubordinate string : iFEHRFITEFREUHIEE L o
* ——subordinateOf string : FEHIRHITEHIEERN TER ©

PRI
* Trident A [HIE B R R EARARZHIRE - SRZEAXHHERHEM G ZRMILBELZEEH -
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 RESRIBIBBISICEPVCR S B HRPVCHITZEVEIR o “shareToNamespace 5&
“shareFromNamespace 53123 ffif# “TridentVolumeReference CR o B EHISHIZEVER » ABMIFRIEE
PVC o

* EBHAREEAEITIRIR - ERMEBGIREF -
BZEH
BTHRAREGLAEREHENESEN

* ' EGEERZERES | EEGATERESR" o
s BETE"NetAppTV" ©

Bt EERES

ﬁﬁﬁTrldent > 137]«,(*”%“ Kubernetes %’EE\EPTH %WFEI?WE,JIE%E%E$E&E§£E$E
TREGE LR & o

TR
EREE 2R ARARERENBRRIRER—EE - It BAAHERNRETER

()  EonmmEEEEN TSR ontap-san'Fl "ontap-nas (EFEERITER o 1B QAT o

5
o

E2)
RERESERAAIREESE

xR

BB RIE PVC LU F[&%
BaAEEEEERTERCKRE PVC hERAIER o

%f

BT BEamR TR TEI CR MR
EEEIEEIRTEIZHhRATRIMNEAEEIL TridentVolumeReference CR HITESE o

EEEHRZERTEIL TridentVolumeReference
BiZsn 5 IR £ &1I TridentVolumeReference CR LB |BARIE PVC ©

EEReREMTEILTRE PVC
BiEar =S &R PVC UENKRFHZERPH PVC ©

Bo & AR an 44 ZE A B AR an 22
wiEFRLE > B ERERERERER TR ERBEEE - £EEESN B RaLZMEEENHIENE
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- EREABESESRIPHLIRIEE °

1. KRR B TEEEEE | BIPVC(pvel ) ERFEMAZERP (namespacel R FHEBEMA TR ZAE
PR (*namespace2) {#H “cloneToNamespace 53 f# °

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/cloneToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Tridenti£1L PV K E B IRFHFHIREE o

o IR LUERER A IREVEER PVC ARG ZEdmaZER o fla
trident.netapp.io/cloneToNamespace:
namespace?2,namespace3, namespaced °

@ o AR T AEREIFRA s ZERE * o Fli

trident.netapp.io/cloneToNamespace: *

o EE[IUEHPVCLLEL S “cloneToNamespace' BEFE AT LUARINEERE o

2 REEES | BRRCEEERNERAGHNEERIES] (RBAC)  WIRTFEEMATHEE EEEIEHAZTM
FREEIT TridentVolumeReference CR BYFERR © (namespace2 ) ©

3. HEMATHEEE | TREGREBPEI—EIERARH R ZERA TridentVolumeReference CR ©
pvcl ©°

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?
spec:

pvcName: pvcl

pvcNamespace: namespacel
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4. BREEmLTRERSE | BiPVC(pve2 ) EBEZEHRAZLER (namespace?) {#H cloneFrompve &
*cloneFromSnapshot » # cloneFromNamespace B $EE K IRPVCHIZEAR o

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
annotations:
trident.netapp.io/cloneFromPVC: pvcl
trident.netapp.io/cloneFromNamespace: namespacel
name: pvcZ
namespace: namespace?2
spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:

storage: 100Gi

PR %1
* H5¥E A ontap-nas-economy SEENFENBCERY PVC » A EMETE o

fEFASnapMirrorfg 5%

TridentXz i — (B2 & _ERVRIGHR & SR E R E R BEHIRE 2 MR GEEZ » BilE
BERUBREKHER o EaIUERALATridentiZ &% (TMR) MG ETREBETERE
# (CRD) ZK#IT T FHR1E -

- 7EBERE (PVC) ZRIRRIIIBISRIA

. BIHEE > RIREERRI%

. FTHSBIR R

C ESEIBRT (KFEERE) 2SR RN E B

- fEEBIRNMEEE BN » BRI EISER o

BREBIRIRMF
EREZAD > SEEERME LTI RIGM -

ONTAP#HE&E

* *Trident * : {EFONTAP{EABIFEHIZR Kubernetes 3£ B1Z Kubernetes £ _F % B7Z7E TridenthiZs
22.10 EShRZA ©

* 5FE]EE ¢ AR ERREERIONTAP SnapMirrordEEZ 5T Rl 58 A JHTE2KIR ONTAP &M BIRONTAPRE L
RSFR © 5528 "ONTAPHHISnapMirrorsF R M T #RE % o
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LONTAP 9.10.1 [ > FRAFFRIsEILANetAppeF rIEE XXM (NLF) BIFZ 3T » B — BRI AR B 2 EIhEE
BYBE—>Zff o 352 R"ONTAP One MEMiHIEF A" THRES o

@ &2 & SnapMirrorFE[GI 2 {REE ©

HEHE
* BEM SVM | ONTAPHFRIRV AR EERE - H26) "SEMSVME FEEIIM THRES -

() ®EWEONTAPHEE RIEMRIAHERN SVM 2IBRE— -

* * Tridentf] SVM* : ¥#Fizis SVM A Bt BZEE i TridentfER ©

X ErEESNEIl

NetApp TridentZ1&EFNetApp SnapMirrori i THAIR B S » ZITMER U TREIEN ZIRIVGEEFLER -
ontap-nas : NFS ontap-san :iSCSI| ontap-san : FC ontap-san : NVMe/TCP (RIEERKONTAPHR
7 9.15.1)

@ ASA 12 ZIEAZIREASnapMirroriEITHIFREE R - BRIASA 2 RFRER > F2R" T EASA
r2 #FERF" o

RIFFEPVC
RIKIRIE LD B - W fEMA CRD A > EXHIREN SR & 2 R REGERIE o

TR
1. £ Kubernetes 5% F#ITTHIPER
a. AT AL —E StorageClass ¥ “trident.netapp.io/replication: true £3[&] o

I+

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

fsType: "nfs

trident.netapp.io/replication: "true"

b. {FERSCAIEIIAY StorageClass E1iL PVC ©
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B+

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

C. ERFHERRIREAGREEEN -
BIF

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:

- localPVCName: csi-nas

TridentB{SHEIR & A SR E AR E R B AT ERRE (DP) AkES » A%BIEA MirrorRelationship BYAKEE
1AL o
d. BY48 TridentMirrorRelationship CR IEX{S PVC FIAERZFEF] SVM o

kubectl get tmr csi-nas
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kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

generation: 1
spec:

state: promoted

volumeMappings:

- localPVCName: csi-nas
status:

conditions:

- state: promoted

localVolumeHandle:

"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”

localPVCName: csi-nas
observedGeneration: 1

2. 1£§#4Bh Kubernetes #£&E FHIT YIS ER :

a. ¥17—1{@ StorageClass > ME&E trident.netapp.io/replication: true & o

I+

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

trident.netapp.io/replication: true

b. i 8= BRMRFEEANRERE CR -

I+

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas

remoteVolumeHandle:

"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”
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TridentiE AL B MIRIZRAEME (SONTAPHITERR(E) EIZSnapMirrorBifR il B ELEITHIIAME ©
c. BII—@E PVC > {EAATEIIA StorageClass E&EBN#ZEER] (SnapMirrorB1Z) o
B+

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

Tridenti# %2 TridentMirrorRelationship CRD > ¥R ZRMARTEIE » BB HAREE R o UNRIZTEULRE
% > Tridenti& (R EAIFIexVol volumeRE T2 MirrorRelationship FEZEMEIR SVM HZER SVM
Fo

Tridenti & F{% (TMR) @—7%& CRD » ©&/n PVC ZEEXNEZEN—I% - BEE TMR EE—EKEE » ZikiESE
R TridentfAZZRVARAE B R - BAY# TMR BB LU TARES ¢

* BRI - A PVC BEREGRAGHNERE - ER—EMBIREE o
* BEE At PVC AR BRI RE - BRIRARGRE o
* BRI At PVC BERGRFHNBIRE » ZARINZRGREEFED

° MR BIZHRE QR EICREE AR > N BFERAENELNNRE » AATEER BIEHEENR
o

° WNREHRE 2 BIRARREILR G > I EMBILAERERK -

EETRISMNE R Y HA RS (R 2 SBENPVCRYZETT
7£%H8) Kubernetes =& F#IT 38R ¢

* 1 TridentMirrorRelationship B spec.state fIE % promoted ©

st BIEELIR AR EERAPVC
HEEFEIKIEER (B%) #R ST T ERLURAEEE) PVC !
&u%
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1. 7% Kubernetes #£ + » #37 PVC HIREE » W SEFIREBIEITTEHH o
2. 7£F Kubernetes &£ > 137 Snapshotinfo CR MU EVSAZRFAAE T o

B+

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. 1£4##BN Kubernetes #£ t > #& TridentMirrorRelationship CR BY spec.state {17 promoted > Aif
spec.promotedSnapshotHandle B A IREBRINZRLTE o

4. 1E%HBh Kubernetes #£ > BT TridentMirrorRelationship BIHREE (status.state (1) SEZIEF ©

WIEHBRIMERGRF
EWEREREZR  BEERRESHERFIR—T7

1. 728§#B) Kubernetes £ I > :5HE{F TridentMirrorRelationship _E#J spec.remoteVolumeHandle H{IFIED
Eif o

2. 1£%HBh Kubernetes £ E » #& TridentMirrorRelationship B9 spec.mirror T\l B #i% reestablished °
B ANt
Tridentz & ¥ F IR @ A SHEN AR @ NI T T FIR(E -
R EPVCESREIFTAVEEEIPVC
ERERICEHEE EPVCERBERAPVCE o

1. REEEE) (B1E) #E MR PersistentVolumeClaim #1 TridentMirrorRelationship CRD ©

2. tFE (KJR) F=EFMIBR TridentMirrorRelationship CRD o
31X (KR FELAEEWHEE (B1Z) PVC EBII—@EHAI TridentMirrorRelationship CRD ©

AEHB - THRBPVCHIRT
PVC AIUREE—RRAEA/) » MREFEBBEAAK/] > ONTAPRK BEHEREAER flevxols °
it PVC BIR1E R
AEBRER > BHBEREENHIRE T FHE P —IERE
* MIFREEEBN PVC LRVSRRRAA - SERIREREF o
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* 2{& > 15 spec.state BT A promoted ©

fipr—EPVC (ZATEHK)
Trident@F R EERHERMN PVC » W EMIREIRE 2 ATFZIE R -

kg TMR

MIBRERIRRAA—EIA TMR 2 EFIERA TMR 7ETrident5erl IR 2 ATEHH 2 promoted HREE o U RIEZMIFRAY
TMR BB promoted AREE » BIRTZIE IR REG% > TMR iS5 MIBR > Trident& 1§ A% PVC 1874 ReadWrite ©
LILEMIBRIRVE S TR ONTAP R A FEIR & BYSnapMirrorst B i o AR R E R IR & R #R&RA1% » BITEENL
HAVERIRRAART - MBEFAAE established HEHEEEBARAERIET TMR o

ONTAPTEAREY > BERTIRERAA
ERRAAEII BB SR o IEATLUER “state: promoted E{#& “state: reestablished’ FA B ETRAAZRIMRNL o

BB E IR A SR ES &R - ] LUER promotedSnapshotHandle 67 4% B el & 2R 2 A4S
ERER o

ONTAPER4Z S E FT iR 1% RH{%

&R LUER CRD #11TSnapMirrorE i » MEETridentEAONTAPEE EIZFELR - FHFREMUT
TridentActionMirrorUpdate FIEEHIAE T, :

B+

apiVersion: trident.netapp.io/vl
kind: TridentActionMirrorUpdate
metadata:
name: update-mirror-b
spec:
snapshotHandle: "pvc-1234/snapshot-1234"

tridentMirrorRelationshipName: mirror-Db

“status.state’ B TridentActionMirrorUpdate CRD HIARIT o ERILABYE FIh ~ 1T 5% KB o

fEF CSI #hix

TridentB] AR B LA 75 TR M st 28 ST FG R & W A EL M AN R Kubernetes BEEARRYERES ¢
"CSIHRIEINREE" ©

L

fEF CSI ?E?¥11Jﬁb » A LURIR IR o] A @I A R E R EIR T4 - 115 » EiRARFSHER 25T
Kubernetes BIESZE 7 BN EIHAVEIE o B UMUN—EEIFEANARERE » B E&E - 27
FEEZEINEETATEEHAEL > TridentffEAET CSI R o

TRESHR CSIEHINRENEE EE .
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Kubernetes 1t 7 MifERFHI IR @A ERT -

* #1 "VolumeBindingMode 5243 "Immediate’ TridentB 2 &K2 B EEHERA] o HiR&HEMSEAET
$237 PVC FFRRIE o 'S 2TERRE © VolumeBindingMode R T & HI I THIZELRIEEE - FAMSEHE
I ARFEEK pod RISAEEK o

* #0 *VolumeBindingMode :& €% *WaitForFirstConsumer PVC IS A 4 HERE & R S N4 ERSHIEE » B
BIEM PVC B9 pod WEBEFEEL © B4k » PRI LRI HERE & 2 m B IR B R fI I TAYAEAIR o

i

(D) 1 WaitForFirstConsumer S8 s FBEHEHRE o SATLUBILR CS| FEALINAEREF -

IRBEAE
BEM CS| IRIAEH » CRBUTH :

* FE1THHY Kubernetes EEEE"Z 121 Kubernetes higzs"

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1e4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

* BETHEIELEMAIZEE » LEEIREERFIFES] © (topology . kubernetes.io/region
‘topology.kubernetes.io/zone) °© fEZETridentzai > BEFHEIE H* EZEEELEZEER > U
{ETridentSESTRXENIRILLEHE ©
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"nodel", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/master":"", "topology. kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

SR 1 BRI

Tridentf#Z & In AR AIRE O A EEFEE A EHEE - SERIHA T LUEF—EnTE4A45
“supportedTopologies' ZR P ZIE RV @I FIME S RAVEIR o HHLEAILFEZIRRY StorageClasses » RBEER
TEN&ES/ &R RENERRENGAERG A GRS o

UTR—ERIREZRLA :
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YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl
managementLIF: 192.168.27.5
svm: iscsi svm

username: admin
password: password
supportedTopologies:
- topology.kubernetes.
topology.kubernetes.
- topology.kubernetes.

topology.kubernetes.

JSON

1,

"storageDriverName":

"version":

"backendName" :
"192.168.27.

"iscsi svm",

"managementLIF":

1] ",
.

svm
"username": "admin",
"password": "password",
"supportedTopologies": [
{

"topology.kubernetes.

"topology.kubernetes.

"topology.kubernetes
"topology.kubernetes.

®

StorageClass A LR HEY A EFER
TridentE E R IR —EMIRE o

{REJLLE S “supportedTopologies' EEfETZ Mt 2 a0ULE ©

io/region:
io/zone:
io/region:

io/zone:

"ontap-san",

n
5"y

io/region":

io/zone":

.1o/region":

io/zone™":

“supportedTopologies' ARt S AR I &M D EAEE o

== oo

IBE °

us—eastl
us—-eastl-a
us-eastl
us—-eastl-b

"san-backend-us-eastl",

"us-eastl",

"us-eastl-a"

"us-eastl",

"us-eastl-b"

BEREMPERKRT
HN B RIRRMHNEIHMN AT A E FERH#TE

FSREUATER :
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version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b

EiEEBIFH > “region'Fl zone tEH R RMEFZAMAVIE o “topology.kubernetes.io/region™#l
“topology.kubernetes.io/zone JREFETF M AT LA EE(EA ©

TR 2 . ERIDERIEEFLER

RIRIR AR R E P ENRAAVIRIEARE > FILAE & StorageClasses KRB SHRIEEH o ERIREMLREFHAIER
PVC sERBVREEHR » LURMPLEERREFE R A A TridentR HBVHEERE o

A2 RN TEA
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata: null
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions: null
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: extd

7£ Lt StorageClass & ° volumeBindingMode "5&E4A "WaitForFirstConsumer ° fEFIE
StorageClass &K PVC RBTE pod F#5|BEAZHIT o f > "allowedTopologies et E{FE V& sy F &
[E o i "netapp-san-us-east1 StorageClass TEf#FAE L33 PVC ° “san-backend-us-east1' & inE&EIN_EFr
7t o

SER 3 | WIEAEFA PVC
#217 StorageClass i EHHFER B IRE > IRTERILIEEIL PVC ©

A2 REEH spec’ AT !

kind: PersistentVolumeClaim
apiVersion: vl
metadata: null
name: pvc-san
spec: null
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us—-eastl

{ERLEERE RS PVC BEEUTHER .
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

77 ETridentfZpREE LS B PVC 455 > 55EMA PVC & 52BN T &4
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

Ltk podSpec $5 Kubernetes #&# pod FAEFIFER FIUEREIR L © "us-east! 7EZ@IFH » BEEFEMIFE
RUEREL o “us-east1-a B F ‘us-east1-b @i

mEENTEHL ¢
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

FHERAER supportedTopologies
AUEHIRENER » FEEZLUT/BE | supportedTopologies M “tridentctl backend
update ° EAEHECRKNENETE » REANREBENPVC °
EHEZER
 EERRER"
* "EELEIERR
s "M A RFEAM "

* SHENATE"

fEFRIR

Kubernetes A EHAIRE (PV) BYMEHE & (RER 0] LA 37 btk & B ELE RS R EL R 48 o f&|li)
I FERATridentZ2 i AR BEAYIRER » EEATETridentZ SMNEILRVIRER » IRBREEILN
HATR&E » MURICIREBERMIEEE R o

B

SIREZT IR ontap-nas ’ ontap-nas-flexgroup ’ ontap-san ’ ontap-san-economy °’
solidfire-san ’ gcp-cvs ° azure-netapp-files * # ‘google-cloud-netapp-volumes' Bt o

FIsEZ Al

LEFRRE SN EREEINIRERZEFIZIF BTEREEZ (CRD) ° 52 Kubernetes #RHFes (140 :
Kubeadm ~ GKE * OpenShift) BYEE o

MRIER Kubernetes Z{THRA B = RERIZEHIZ3H] CRD » s 2 RB[EIE MR E REEZERI2F]

@ YNR7E GKE IRIFFRIUIRFHIRE IR » A RBEITIRIRIEGIZS  GKE ERAREIISRIRIRE
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BIHIRERER

TER
1. B2 —1{& "VolumeSnapshotClass BZ{E 8. > s520]..."&RhIB4E"
° 32 “driver 5@ Trident CSI| EEEHFZT ©

° deletionPolicy AILL “Delete Z{#E “Retain © 5RE4 "Retain BMEEELUTIER » fEHEEL
MEEEEIRBINEMHEE | VolumeSnapshot #11E 4 RIS o

B+

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. BIIRBPVCHIIRER o
Ll
° ILEEHEIIIRA PVC BIIREE -

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

o IHEFIARA pvel RIBATERES pvcl-snap °© VolumeSnapshot £8{L15% PVC » i B BAE{E
PVC #BRH# o “VolumeSnapshotContent {tRBIFIRBRIEH R o
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kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

> SRETLUEEAIH VolumeSnapshotContent $5& 2 “pvci-snap BBt SRESHARLE 1R o 3 “Snapshot
Content Name' s AR LEIREBAY VolumeSnapshotContent #J14 © 5& "Ready To Use' L2 #FRRIREE A
FARSEIIAREY PVC ©

kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%
Ready To Use: true
Restore Size: 3Gi

N E RBEEIIPVC

1ZE] LA “dataSource /47 VolumeSnapshot B VolumeSnapshot 17 PVC “<pvc-name> {E2 &2k
IR o PVCERUESERE » AL EEIZTIMRE L » MWEHEMPVCE XM °

@ PVC B E R E BRI RIRIEI - 2E"MHE | EEFEHERARIHE Trident PVC 1REEEL
PVCo"o

WU T EHIMERLU T ATEEIL PVC © “pvcl-snap {EAB IR o

cat pvc-from-snap.yaml

220


https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend
https://kb.netapp.com/Cloud/Astra/Trident/Creating_a_PVC_from_a_Trident_PVC_Snapshot_cannot_be_created_in_an_alternate_backend

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

EEA IR & IR

Tridentz#F"Kubernetes TASLEE E R MIZ EEEBF EIE B FESEIE "VolumeSnapshotContent fETridentZ §hE
LAV FNEE AIRER o

ez Al
TridentS EZIUKEA T REBHRE o
1. &3#E1E8 | B —E VolumeSnapshotContent 5| B &IRIREBAIYIMY o B EXEN TridentRRVIREB TIER
2 o

° IEEBIRIRIBAVZATE annotations fEA “trident.netapp.io/internalSnapshotName:
<"backend-snapshot-name"> °

° 5% ~<name-of-parent-volume-in-trident>/<volume-snapshot-content-name>1£ "snapshotHandle iE2
SNERIRERIZEN IR (H AR TridentAYME—EEH © "ListSnapshots F&IF o

@ & “<volumeSnapshotContentName>"H % CR &5 RH » ARFE X AE IRIRELTETE
UTEg ©

B+
UTFEHIEIL T —1E volumeSnapshotContent " 5| B IRIRBAIEHR " snap-01 °
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content-name>
volumeSnapshotRef:
name: import-snap

namespace: default

E3EIES | 37 "VolumeSnapshot 5| CR “VolumeSnapshotContent' BH o 15 2 ¥ {EFRERAIES
"VolumeSnapshot fE43 E HYan & ZE IR ©

B+

LUF 6323 7 —1E VolumeSnapshot "CREFH " import-snap EHIR "VolumeSnapshotContent®
[P "import-snap-content °

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: import-snap
spec:
# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)
source:

volumeSnapshotContentName: import-snap-content

NERIE (BHEIRE) © INPREBEXBFTEINAR VolumeSnapshotContent\II‘ZE‘/E
‘ListSnapshots M o TridentBIETY “TridentSnapshot ©

o HMERIRIZFZINERE VolumeSnapshotContent "E) “readyToUse AR “VolumeSnapshot ' E|
“true°

° Trident[E]$F readyToUse=true ©

{EEIfERE © B —{@ PersistentVolumeClaim  BFHBY *VolumeSnapshot > HA
spec.dataSource (Z#E “spec.dataSourceRef &&= "VolumeSnapshot #£4 ©

I+



AT —ES| B PVC B VolumeSnapshot "#3% " import-snap ©

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

ERRIRIREHIR & R

FERERT  REBEHREREEN > UEFRERAUTAREENHIEENRZAMERM | ontap-nas’#l "ontap-nas-
economy T)i% o B{FA *.snapshot EIZCIRBERERIMBEEE -

{EFRHEIE & IREBIZ[RONTAP CLI i & B R EI SR RIBPECERAVARES o

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap archive

@ ‘gt%}?'rﬁﬂﬁéﬂzkﬁ% » RAWKRERERKNER - BIIRRREISREMIRE BN FHRNEERgE

TERIRETIR M BETRINIE

Trident#] A REBIZHRIE ~ [RAIBEFEIMIEINAE TridentActionSnapshotRestore (TASR) CRe It CR1E
A5EHIM Kubernetes 121F » IR ERBEBEAEFHAMRE ©

TridentSz 1B REEIR1E ontap-san ’ ontap-san-economy ’ ontap-nas ’ ontap-nas-flexgroup °’
azure-netapp-files ° gcp-cvs ° google-cloud-netapp-volumes ° #l “solidfire-san’ GJi4 o

G Z Al
s ZBHER B4 E MIPVCHN B FRVRERR @ IRER o

* FESIPVCIRRER B EMIE o
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kubectl get pvc
* FESTHATRE IRIRE A TAE o

kubectl get vs

TR
1. #1317 TASR CR © L& HIAPVCEEIICR © pvel TIHMEEREE “pvcl-snapshot ©

@ TASR CR SBfIR PVC A VS 1M 25R o

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

2. FEF CR {EIRIRINIE o ULEBAITEIRIRIRIE pycl o

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

nld:l:%
Tridentf¢ RIRHPIERE K} ISR LABRSR IRIRIERGIRAS

kubectl get tasr -o yaml
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apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap
namespace: trident
resourceVersion: "3453847"
uid: <uid>
spec:
pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:
startTime: "2023-04-14T00:20:342"
completionTime: "2023-04-14T00:20:372"
state: Succeeded
kind: List
metadata:

resourceVersion: ""

* RZBHIBERT > TridentNEERERMEEFES - LHEEZBRAITILIERE

@ * REEIEEHMRM Kubernetes EAE Rt EEEIEE R FHRA ST HEARE R fraZRT
3 TASRCR ©

&2 = RARGIRIREY PV

& 27 R R IRERAVIF A AR E R » HEMI Tridentliix EAE 24 TIETEMIBR) ARAS o MIBREARR & RER LM
FaTridentidiE &

EPEHARRE IRARIE 25
YNRITHY Kubernetes SE1THRAEL S IRIREERIZSA CRD » ERILUITFHEEF -

1. BIHHRERER CRD ©

cat snapshot-setup.sh
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#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. JEITRAGEERRS o

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ MBEME > FTF3 "deploy/kubernetes/snapshot-controller/rbac-snapshot-controller.yaml i &8
¥ "namespace #TIG R R A ZER ©
NERAELS
* "BIRER"
* "EHIREEE"
fEREIREE AR

NetApp Tridentigt T B Z AR E (—4HMIRERER) REBRVINAE » ATAREILFA
FERR&E (PV) BY Kubernetes HAEREABIRER o AR EAHIRER TR RTE R —BF BRI Z(ERERE
& HPEUSHIEIZ ©

@ VolumeGroupSnapshot ;& Kubernetes FRAVBIEARINEE » H API thEE RIS ARPEES ©
VolumeGroupSnapshot FiEHIE{E Kubernetes R4 1.32 ©
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B ETAERE

HMAARIBZ 18 “ontap-san’ ILEBENTZ(EBAN iSCSI 193% > M A ZIELMIBE (FCP) 5 NVMe/TCP - B4
ZHi

AFEMRIGE Kubernetes hRZA% K8s 1.32 S EE S AR S ©

s HEGHARE AR INPIRRERIZRFMBEFTEIEER (CRD) ° 52 Kubernetes #R#E2s (/a0
: Kubeadm ~ GKE ~ OpenShift) BYEE o

YNSRIEHY Kubernetes SAThR AN B ZIMEBIRIRIERIZZA CRD > SR BI[EIZ IR & IRIRIEFIZE] o

@ Y12R7E GKE IRIEHFEIMRBEREMRR > AIFRZIIRIBIEH|ES o GKE EARERIEREIR
BRIEHIES ©

T_T?E”?"“%'J%S YAML 1 > &7 "CSIVolumeGroupSnapshot #&IHAEFIER A& “true” » LA FE(RER FRHAFR B 4B IR

* FE{RFAAE PVC/HEEERTER— SVM £ » LUERESIEEIL VolumeGroupSnapshot ©

* T£BI% VolumeGroupSnapshot Z A » :55£# 17 VolumeGroupSnapshotClass ¢ BEZ{5 8. » s5 25" & M4H 1R

72 Sk mn
fefg" o

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshotClass
metadata:

name: csi-group-snap-class

annotations:

kubernetes.io/description: "Trident group snapshot class"

driver: csi.trident.netapp.io
deletionPolicy: Delete

* ERRANFEEFENEIAAMEREN PVC » SiEERBMIEERAR PVC -

LUTFEEFIERU T AEEZEIL PVC | pvcl-group-snap  {EABRKRIIZEE
‘consistentGroupSnapshot: groupd ° IRIBEEMERERZEHAVEME o
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl-group-snap
labels:
consistentGroupSnapshot: groupA
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 100Mi
storageClassName: scl-1

* B AAHEREREAVEIEEAE R (consistentGroupSnapshot : groupd) FEPVCHIRIE °

IEEE A2 ST @ AR IRER

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshot
metadata:

name: "vgsl"

namespace: trident
spec:

volumeGroupSnapshotClassName: csi-group-snap-class

source:

selector:
matchLabels:
consistentGroupSnapshot: groupA

fEREFEIRRIREHIR & BIE

TR UME R ER MR RARRB—E 2 BN ERBRERSEFALHIRE  SEEREIREAARRBIES—E
IEEEC/\O

fERMIRE RERIZRONTAP CLI AR &2 R 2 el RIBRSCERAVARRS o

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot

vol3 snap_ archive

@ g? REZRIAR > HAURERERHKER - EURREIABHREREENFAMHNEEREE
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WRIREITRUBSTRIRIE

Trident®| B IREBIRMHIREE « RIUFEFEIMIEINSE TridentActionSnapshotRestore (TASR) CR e Iit CR 1E
75814 Kubernetes 121E » TEIREEN BT ERFARET

BRsFAER » B8R LIRRETRMAEERIME" -

MIFRE = BB B A RIRAY PV
fHPREF AR BARR & TR AR

* (@B LUMIFRZEE(E VolumeGroupSnapshots > M EMIBREFAEFAYE —REE o

* MRAEFASEERBHER TRREFIAS > Trident@ % EBE NEEMIFR) KA » BRHETBIRR
R e L 2 MMIFFZE

* MRFERDAERIREIL T 5elg - AREMIFZEFE > A SFMGERERETOENRE » L EERD TR ZA
HOEMIPRZEHE o

EPEHARRE IRARIE 25
MNRIER Kubernetes 2EThRAEL S RERIZEHISSF CRD » EETLUNTERBER -

1. BIHRERER CRD ©

cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshotcl
asses.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io0 volumegroupsnapshotco
ntents.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshots.
yaml

2. F2ATRAREERSS o
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kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ WMAENME > TR "deploy/kubernetes/snapshot-controller/rbac-snapshot-controller.yaml i 88
¥ “namespace #ig B GV AR 4 ZE R o

TERAERE

BRI’
IR
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