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=% Trident Protect

E1ETrident Protect I 7ZENIZ 4

Trident Protect £ Kubernetes B9 & A EREEIFEUET] (RBAC) 128! o TERBER T »
Trident Protect 12t —{B & 4 in % =R R EBEABRITERIRFZIRS - MREHNEBEER S
FREFFENLZRER » BRI LUEATrident Protect By RBAC IHAER EiFARMIEHIH &
TR R4 = RIBVTERY ©

S EERAKEEHTARERIZEVER ° “trident-protect a5 ZEf] » It B AT AIFENFRE Hfthan 44 ZEE AT
%ﬁ o BEHHERNEAREANGME » CEERIUEINGRER > TRERNEAEANEESESRRE
AR ERERT » EAERERELIEIRARAERNEELZEFEK (CR) © "trident-protect a5 R 2= © &
RETRAEAGREEPREIEAEANENEE CR (REBRESTHAHMMMNERRENERN R ZREFE
VERAEAENEE CR) °

REEEES EFNABRENTrident Protect BE]BRHR » HREE !

* AppVault . EEREER/REHIR
@ * AutoSupportBundle : IKEEIE « HEEMEMBURAITrident Protect#iE
* AutoSupportBundleSchedule : 12 HzEUiETE)

REBBREEAENAGNFIIES] (RBAC) S EMENEFEIRG T ERSHER -

AR A BNERUEH (RBAC) M ERH HRNG £ ZMNERIES (58 » SHS8H... "Kubermetes RBAC
g o

BRARBIRFIER » 552/ "Kubernetes ARFSIRF SXAE" ©

4 . EXEMAEERENFEER

fIgn - —EEESEERFEIES - —MATRAPM—ETHAR - EEEEER TN T™ER » UBIL—EIR
Hep T2MEMTHES B RO M ES B aE=RNER

TEA1  BustTHUE S SEMENER
RlEan R =R LERIFMGEE L D BEETR > W B thizhls ] UFIELEER -

1. BIRERT—EsmRZER

kubectl create ns engineering-ns

2. B TR G RZER


https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/

kubectl create ns marketing-ns

TR 2 | BIUARHARTIRE - UEASEGLERTNEREH

2T RS ER % E RS —EERRFIRE - ELERZASEERERERII—ERTIRS » UER RN
BRI NE—SERHEZ B DR o

B
1. B ITRREBREIL—ERFIRS :

apiVersion: vl
kind: ServiceAccount
metadata:

name: eng-user

namespace: engineering-ns

2. B THEBREIL—ERFIRS

apiVersion: vl
kind: ServiceAccount
metadata:

name: mkt-user

namespace: marketing-ns

TR 3 | AEEMRFIRP B AL
ARFSR A 2 IRMAN R IRFIRPEITEDERE - MREBEIRE > AJUERMRLEREL -

ﬁl‘%
1. B IERBIRPBRIL B -

apiVersion: vl

kind: Secret

metadata:
annotations:

kubernetes.io/service-account.name: eng-user

name: eng-user-secret
namespace: engineering-ns

type: kubernetes.io/service-account-token

2. BITHRBIRA R —EEH



apiVersion: vl
kind: Secret
metadata:
annotations:
kubernetes.io/service-account.name: mkt-user
name: mkt-user-secret
namespace: marketing-ns

type: kubernetes.io/service-account-token

8% 4 . 217 RoleBinding ¥15 » #& ClusterRole Y1448 2| S EFHIBRFEIRE ©

Z#ETrident Protect BF & #2171 —{EFE:%AY ClusterRole ¥4 o {ERILUEBEIIFEMA RoleBinding #1451t
ClusterRole #B7E ZIARFEIRE ©

1. BEEACHED TRRRBIRF !

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: engineering-ns-tenant-rolebinding
namespace: engineering-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

2. BEEAGHTEDITHRISIRG



apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: marketing-ns-tenant-rolebinding
namespace: marketing-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: mkt-user

namespace: marketing-ns

SRR 5 1 RIERER
A ERE S IER -

TR
1. BRI RERETUFNIREZEER :

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n engineering-ns

2. R TRAREEEIITHNER

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n marketing-ns

TER 6 1 12T % AppVault ¥4IV 7ZEUERR
AEYTHRONREBSIENEELS > KEEESFTERTEREREL AppVault YHFRIEFEVER o

1. BT WEMA AppVault EIR4AESH YAML X4 » UIRFEREE AppVault BIZEUERR - #1140 » LR CR #%
FEREH AppVault WFEHERR eng-user :



apiVersion: vl
data:
accessKeyID: <ID value>
secretAccessKey: <key value>
kind: Secret
metadata:
name: appvault-for-eng-user-only-secret
namespace: trident-protect
type: Opaque
apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: appvault-for-eng-user-only
namespace: trident-protect # Trident Protect system namespace
spec:
providerConfig:
azure:
accountName: ""
bucketName: ""
endpoint: ""
gcp:
bucketName: ""
projectID: ""
s3:
bucketName: testbucket
endpoint: 192.168.0.1:30000
secure: "false"
skipCertValidation: "true"
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: appvault-for-eng-user-only-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: appvault-for-eng-user-only-secret
providerType: GenericS3

2. BUNWERAG CR EEEESMANKTHNAEMPREERIFIER - Flu



apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
name: eng-user-appvault-reader
namespace: trident-protect
rules:
- apiGroups:
- protect.trident.netapp.io
resourceNames:
- appvault-for-enguser-only
resources:
- appvaults
verbs:

- get

3. BUNWERABHE CR » HEMRHERIERE eng-user o FI0 :

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: eng-user-read-appvault-binding
namespace: trident-protect
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: eng-user-appvault-reader
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

4. SAHESTHERE S ERE

a. EFERFIA s =M/ AppVault ¥ &

kubectl get appvaults -n trident-protect

-—as=system:serviceaccount:engineering-ns:eng-user

TREZEFZHLUTRABHEL :



Error from server (Forbidden): appvaults.protect.trident.netapp.io is
forbidden: User "system:serviceaccount:engineering-ns:eng-user"
cannot list resource "appvaults" in API group
"protect.trident.netapp.io" in the namespace "trident-protect"

A AR RS ESMPIRTEA SRR AppVault B

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user
get appvaults.protect.trident.netapp.io/appvault-for-eng-user-only -n
trident-protect

CREZEEIELUATAENES -

yes

Ilju:%

184%F AppVault #RAVEE A E FEZAESEAIRIERN AppVault MHEITRAREREN EIRIRME » I BFREZAESN
FEEIRRYE R EFZINVEREIR - HRILMPIEEFIEHER

B Trident{REE R

&R LAEA kube-state-metrics ~ Prometheus #1 Alertmanager BJR T B 2K &5 1% Trident
Protect {REERERAVREEARIT o

kube-state-metrics fRFEIE Kubernetes API BElEAISIZ o iFH B Trident Protect &5 & FH » AJUBEERARIRIE
FERRENE RSN -

Prometheus E—ET A > ©rILUIEU kube-state-metrics EEEI’\J@:TTé » WG H 2R AN SN Z IR E
FBRYE SN © kube-state-metrics #1 Prometheus HERMHE T —fE757% » B G 0] LABSIE(E A Trident Protect EIEHY
BEIRAV AR FIARES o

Alertmanager @—IBARTS » ©RILIZEUL Prometheus ¥ T AR ER » WREMERBIICEENEZNE -

BESHFEINEENEEEHRSE | CRERBECHNIRIZETER] - F2RUTEAXMH
MES B RESREAMSZIE

@ * "kube-state-metrics X1g"
o " R M HE T R

* "Alertmanager X1&"

TER1 ZREETH

EfETrident Protect PR B RE R » (MBEEZEMERE kube-state-metrics ~ Promethus # Alertmanager ©
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224t kube-state-metrics
AT LUERS Helm Z28E kube-state-metrics ©

HER
1. #f1% kube-state-metrics Helm chart © 40 :

helm repo add prometheus-community https://prometheus-
community.github.io/helm-charts
helm repo update

2. ¥ Prometheus ServiceMonitor CRD FEFRZIZE4E -

kubectl apply -f https://raw.githubusercontent.com/prometheus-
operator/prometheus-operator/main/example/prometheus-operator-

crd/monitoring.coreos.com servicemonitors.yaml

3. & Helm chart BII—E:REMRE (B8 > metrics-config.yaml ) ° EAILIREBSIRIEBSTUUTEHIAD
=i



metrics-config.yaml : kube-state-metrics Helm chart it &

extraArgs:
# Collect only custom metrics

- —-custom-resource-state-only=true

customResourceState:
enabled: true
config:
kind: CustomResourceStateMetrics
spec:
resources:
- groupVersionKind:
group: protect.trident.netapp.io
kind: "Backup"
version: "v1"
labelsFromPath:
backup uid: [metadata, uid]
backup name: [metadata, name]
creation time: [metadata, creationTimestamp]
metrics:
- name: backup info
help: "Exposes details about the Backup state"
each:
type: Info
info:
labelsFromPath:
appVaultReference: ["spec", "appVaultRef"]
appReference: ["spec", "applicationRef"]
rbac:
extraRules:
- apiGroups: ["protect.trident.netapp.io"]
resources: ["backups"]
verbs: ["1list", "watch"]

# Collect metrics from all namespaces

namespaces: ""
# Ensure that the metrics are collected by Prometheus
prometheus:
monitor:
enabled: true

4. BB EPE Helm chart IREEE kube-state-metrics ° 140 :



helm install custom-resource -f metrics-config.yaml prometheus-

community/kube-state-metrics --version 5.21.0

5. FBIKEBTFREFECZE kube-state-metrics > LUES Trident Protect EFIEFTEIRMIISIE | "kube-state-
metrics BE]EBENXIE" ©

Z4E Prometheus

AT LUIRBB UL T EREA%EE Prometheus @ " 28 SREHISCHE" o

%4 Alertmanager

ISR LURFBLL T ERBEZREE Alertmanager @ "Alertmanager XAE" o

T2 EEEERETRUBRTE
LREZTAR > BERCCAMEEIBRIE -

1. #& kube-state-metrics £2 Prometheus 24 o #47#8 Prometheus FC& X (prometheus.yaml) IFTE
kube-state-metrics IRFEE o 40 :

prometheus.yaml : kube-state-metrics fR75£2 Prometheus BI&ERY

apiVersion: vl
kind: ConfigMap
metadata:
name: prometheus-config
namespace: trident-protect
data:
prometheus.yaml: |
global:
scrape interval: 15s
scrape configs:
- Jjob name: 'kube-state-metrics'
static configs:
- targets: ['kube-state-metrics.trident-protect.svc:8080"]

2. Fg& Prometheus FFEZ#REEEHE Alertmanager © #7#§ Prometheus BCE X ff(prometheus.yaml) MM
MFESD -

10
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prometheus.yaml : [7] Alertmanager E$iX%%R

alerting:
alertmanagers:
- static configs:
- targets:
- alertmanager.trident-protect.svc:9093

mR

Prometheus IRTERI LU kube-state-metrics UREEFSIZ » I BRI LA Alertmanager 353X E4R o IRE T LR EME
BERAIVE U R ERIVBIEMUE ©

T3 RETRMERBER
EEFTARRLIFE  BRSREPLELNEESBRLR > UWREREZIXIINE -

LM FHIHKRK

WUTEAERT —ERRER  ERMDBIERIRERES 121 B> TR EWRES o "Eror FFESHHE
REHE o AU BT IS FAIMUTSENIRE > Lt YAML B R BB S7EEMEZEF o prometheus.yaml’

RE
rules.yaml| : E&H% KA Prometheus £4R

rules.yaml: |
groups:
- name: fail-backup
rules:
- alert: BackupFailed
expr: kube customresource backup info{status="Error"}
for: 5s
labels:
severity: critical
annotations:
summary: "Backup failed"

description: "A backup has failed."

Ao E Alertmanager [/ 21t &8 81X LR

TWAJ AR TE Alertmanager > EEARBNEXTIHMEE > FIUNEFEH « PagerDuty ~ Microsoft Teams S{E
FEHARTS - REERTEEPIEERENECERNT o "alertmanager.yaml X {4 o

LT EBHIBECE Alertmanager A Slack $878 35X8 K] - ERIRBERIIRIEBETULEER] - SBELLATE ¢ “api_url
TIRE S TIRIEPERM Slack webhook URL :
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alertmanager.yaml : [A] Slack 838 353X E#;
data:

alertmanager.yaml: |
global:

resolve timeout:

5m
route:
receiver: 'slack-notifications'
receivers:
- name:

'slack-notifications'
slack configs:

- api url: '<your-slack-webhook-url>'
channel: '#failed-backups-channel’
send resolved: false

E 4 Trident Protect X1E€1

Trident Protect (EEIE S 8E
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£ CR B 1EE
HER
1. B B;TER (CR) IEENRESGEE (FIf0 > trident-protect-support-bundle.yaml ) ©°

2. FREMN TR

° metadata.name: (W IR) LB TERIAHE ; AACHNIRIREE—([AH—BERERNEHE -

° spec.triggerType: (Required) lEE Z IR BRI NESERIZEIEL - FHEMNENEELRRES
HRFERNER 12 Bh o AIRERIME -

- BRHE
* FEN
° spec.uploadEnabled: (F#E) IZHIE4 TR BB TR H LEENetAppZIEAALL « MRKIEE
> BIFEEE A false o AIRERIME !
=1
* false (FE=R{E)

° spec.dataWindowStart: (F]3£) RFC 3339 t#8I M BHIF & » 5 E B BT ESNERREERMA
B9 B EAFNBERS o SNERKISTE > BITERR A 24 /SR - ERREAIMISER B EISEERE 7 KA1

YAML &34 :

apiVersion: protect.trident.netapp.io/vl
kind: AutoSupportBundle
metadata:

name: trident-protect-support-bundle
spec:

triggerType: Manual

uploadEnabled: true

dataWindowStart: 2024-05-05T12:30:00%

3. B 5T “trident-protect-support-bundle.yaml iR EFFE% > EF CR:

kubectl apply -f trident-protect-support-bundle.yaml -n trident-
protect

i/ CLI B XiEE
TR
1. B SIEE » BiEETNEBRATIRERMNEN c & trigger-type RERSEEIENEIIEZH
STEILHERERIZERERE > WHARIMARE "Manual 3{FE “Scheduled ° FEF%E Manual ©

fgn



tridentctl-protect create autosupportbundle <my-bundle-name>
--trigger-type <trigger-type> -n trident-protect

BERNRREEE
ERE—FERIUXEERE  CUEREELEEETRERREIEHERL -

1. %1% “status.generationState Z3Z "Completed ARAE o R LUERIU T SEITELEE ¢

M

kubectl get autosupportbundle trident-protect-support-bundle -n trident-
protect

2. BZEEBRIEHNFHERR - WHESTHAIAUtoSUpport EF REVGHESRIES

kubectl describe autosupportbundle trident-protect-support-bundle -n
trident-protect

2| “kubectl cp tEALLFBE G L LIETE > KERSHEERALCEENSKE R

4R Trident{F:E
BT L Trident Protect FARZIEFTARZS » UZZHINEESB1ETEER ©

11 24,10 BRASFHRES > FHREARIATHOMRBATAE @ARRK o ILAIS T QA L HSRER T IRER - S
FHRIER IR  MREFHRBRPRRKR > CAUFHRIROIRE - LR RO
Q) PrrEAEsRE

B RTBTERVEIE » RTUTE ﬂﬁﬁﬁu{:ﬁﬁﬁﬁﬁ'mﬁﬁﬁ%ﬂ s WHAFAREENRRAEM - B2 EF
EREFHR BB E AT B8R

EEFH4RTrident Protect » 5587 T4 FER o

1. E#FTrident Helm &

helm repo update

2. 4K Trident Protect CRD :
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CD MREZMW 25.06 ZRIFVARAEFER > BIEEHITILP R > A4 CRD IREEE S ETrident
Protect Helm B&R ©

a. HITUEHSLUE CRD WEIEHN trident-protect-crds &l ‘trident-protect :

kubectl get crd | grep protect.trident.netapp.io | awk '{print $1}'
xargs —-I {} kubectl patch crd {} --type merge -p '{"metadata":
{"annotations":{"meta.helm.sh/release-name": "trident-protect"}}}'

b. B1TItEdr < LUMIBR Helm 5% "trident-protect-crds’ B3 :

@ REEE trident-protect-crds # Helm EiLEIRAISE S MIPBRIEH CRD FEAEREE
ko

kubectl delete secret -n trident-protect -1 name=trident-protect-

crds, owner=helm

3. H#RTrident{RE :

helm upgrade trident-protect netapp-trident-protect/trident-protect

—--version 100.2506.0 --namespace trident-protect
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