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ECENEES
Rft—

I —EfFAERER Kubernetes StorageClass El’J PersistentVolumeClaim (PVC) RE
SKTFEL PV o RB IR LGRS CIRAB I LRI 2R

BE
—{@& "PersistentVolumeClaim" (PVC) Z¥i#&E HFAENIFEEEK ©

PVC AIUECE R RFFRER T EEEUET - EARINNY StorageClass @ F=EEIES MERTLUERIFF A HIR
ERIA/NIFEVRT > B R LUERIRIBE S ARTS S 4R ©

SEFPVCER » MAIK ERLRIERES -

R{EPVCE

1. 3 PVC ©

kubectl create -f pvc.yaml

lTIT

o

2. IEPVCHREE

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 1G1i RWO 5m

1. BEENRBRET—ESEEF -

kubectl create -f pv-pod.yaml

@ TR UMERU T AN EEE#EE kubectl get pod --watch©

2. ERECHEEE /my/mount /path ©

kubectl exec -it task-pv-pod -- df -h /my/mount/path


https://kubernetes.io/docs/concepts/storage/persistent-volumes
https://kubernetes.io/docs/concepts/storage/persistent-volumes
https://kubernetes.io/docs/concepts/storage/persistent-volumes

3. IREERILUMIFREZ Pod T © Pod FEFRGFETRTE > (BERRY o

kubectl delete pod pv-pod

Fama B

PersistentVolumeClaim #&Z4<;5 8

ELEHAIRETR T PVCHIEARR BRI o

PVCE# > fi{RWOEE
IEEEFIETR T —EEA RWO FEVERMEZ PVC » EE—E% % StorageClass HY StorageClass HE

Bt o basic-csi ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

storageClassName: basic-csi

PVC #1 NVMe/TCP

L& FIET T —8Ei% 2 StorageClass B9 StorageClass BAfEAY ~ BB RWO 7ZEUEFER NVMe/TCP EZx
PVC o protection-gold °

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold



Pod;5E&Ef)

BLEHPIET TR PVC EZIIRERIRMEAREE -
EAEE

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: storage
persistentVolumeClaim:
claimName: pvc-storage
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: storage

E 7K NVMe/TCP BCE

apiVersion: vl
kind: Pod
metadata:

name: pod-nginx
spec:

volumes:

- name: basic-pvc
persistentVolumeClaim:

claimName: pvc-san-nvme
containers:

- name: task-pv-container
image: nginx
volumeMounts:

- mountPath: "/my/mount/path"

name: basic-pvc

B2 "Kubernetes M Trident: SR "B RATFEEEEUNMAE. . X B RIEFAMS B PersistentVolumeClaim' LA 3E
HTridenti{AI D BB 2R H ©


../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html
../trident-reference/objects.html

EXEHE

Trident Kubernetes (EFE IR T ER M ERIEFTHIEENFES - SHEMIER
iSCSI ~ NFS » SMB ~ NVMe/TCP #1 FC HifEFrEMBCEAVE N ©

&7t iSCSI &

SR LUER CSI sSREFENIETT iISCSI FHAMMHIEE (PV) ©

@ iISCS| HiItEIEFTTZ U T ALEIE | ontap-san ° ontap-san-economy * “solidfire-san’ &
EIZEE Kubernetes 1.16 KB SRS ©
HEF 1 . 327 StorageClass MBI &IERE

4REE StorageClass EHELMUEITRE allowVolumeExpansion HE “true e

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

HHIBTFER StorageClass » HHEEITRIBUEZUTAR ¢ "allowVolumeExpansion #[E o

SEF 2 . FRCEILRY StorageClass #£17 PVC °
HREEPVCIE &l B ¥ “spec.resources.requests.storage’' 2 7 RMETHIFFEER S » ZRT M BARNRIBR T ©

cat pvc-ontapsan.yaml



kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

TridentB| Z—EHRFAHE (PV) WG HEILF A SHEREEA (PVC) BIBHEZR o

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885dbo71 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s

TR 3 | EHR—(EZE#E PVC RS
BRI EIREE | - DIEREHERS - 5% iSCSI PV K/NRFAMEER :

* Y03 PV 23| pod > Trident& &R H#FRIR LRI - EfTRiEREG » WHABEZERFEHIAR N -

« ESREREEN PV BIANE > TridentEERFRIGIETHGEE o PVC 8 pod #7E%R > TridentZEHh
BB T RBIERZRFKNAN o Kubernetes ETEIRTTIRIERINSEREEH PVC K/ o

FEEEGFH » B3 T —EFER TYIHEER pod © san-pvc °©



kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

T4 B PV

LERBEIN PV X 1Gi sAE%A 2Gi > 554REE PVC &L EH © “spec.resources.requests.storage’ £ 2Gi ©

kubectl edit pvc san-pvc



# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

$E 5 . EBiRE
IRB] LG EPVC ~ PVAITridenttI e B R ER BB A S B LM ¢



kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

A FC B2HE

A LAER CSI sRERRTIET FC IHAMHMIRE (PV) ©

() FommisREE T LUTH%HE | ontap-san EBIEZRABE Kubemetes 1.16 RERHRA o

HEF 1 . 3R StorageClass MU IEHIE & IERE

#5%E StorageClass EHEMEITERE allowvolumeExpansion HAF “true e

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True



B EFTER StorageClass » HEETHRBBIUBEZUTAZR | "allowVolumeExpansion #[E o

SEF 2 . FHCEILRY StorageClass 17 PVC °

4REEPVCER I T “spec.resources.requests.storage' 2 T RIEFTMIFFRER T » R T HBANRIRIAR T o

cat pvc-ontapsan.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

TridentB Z2—BHFAHE (PV) MG H LA ASHEZER (PVC) BIBHEZR o

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82f2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s

TER 3 | EE—{E&E#E PVC BIERE
i CERAEEREIREE | UERBERYT - AR ENCERETERAMERR -
* YR PV EHEE| pod > TridentEERMAFRIG LA - BRBHERE > LRBERRGFBIAR) -

© EEPAEARERER PV AN > Trident@7E#FRIIRTHAIRE  PVC & pod #E®R > Trident& &4

FHEETRFERERRRNA © Kubernetes EEHRTTIRIERTITEMEER PVC K/ o

EEEGFH > B 7 —EfER T5IEER pod : san-pve ©



kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

T4 B PV

LERBEIN PV X 1Gi sAE%A 2Gi > 554REE PVC &L EH © “spec.resources.requests.storage’ £ 2Gi ©

kubectl edit pvc san-pvc

10



# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

$E 5 . EBiRE
IRB] LG EPVC ~ PVAITridenttI e B R ER BB A S B LM ¢



kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

& NFS &

TridentS2 1B A ERER NFS PV #7388 = © ontap-nas ° ontap-nas-economy ’ ontap-nas-
flexgroup ’ gcp-cvs ° # “azure-netapp-files' & im ©

HEF 1 | 3R StorageClass MU IEHIE & IERE
ERENFS PV A/ BEEEEARERERFHEIMNATHGERER > A EERTEUTRE !

allowVolumeExpansion HE “true:

cat storageclass-ontapnas.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true

12



MREBLRIL T —ERBILEBNGEELE > AInILUEBER TIfh< B RERAHELER - kubectl edit
storageclass’ A FFESFaEMEAR ©

SBF 2 . FHCEILRY StorageClass 317 PVC °

cat pvc-ontapnas.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Tridentf&s%#5% PVC 21 —1E 20 MiB Y NFS PV :

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2mé2s

TER3 BT PV

L ERIER 20 MiB PV %A 1 GiB » 354REE PVC 178 E “spec.resources.requests.storage £ 1 GiB :

kubectl edit pvc ontapnas20mb

13



# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
#

HER 4 . BEiERE
TR EE PVC ~ PV M TridentBEFRAY A/ \BREGFE R K /NE L EHRE !

14



kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o f—————— fm—————
o —— B et et o t———————— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
et e et e e e t———————— tom e
o ——— T et et P - e +
| pvc-08£3d561-b199-11e9-8d9£f-5254004dfdb7 | 1.0 GiB | ontapnas |
file | c5a6f6a4-b052-423b-80d4-8fb491alda?2?2 | online | true |
e e e ——
- T it et +————— f—————— +
AS =
HEOS

eI LUERU T ARG IR A HFHIEEE A A Kubernetes PV ¢ tridentctl import

o

iR I pE = NI
1RO WA R & BB A TridentMA BT T 5 321E -
* BERERARFM AL EEFHREREENE
* ARREREXFERAERENTERA
* EELHMM Kubernetes 8%
* EKRHERIARBRERAER S

ARER
TEEAMREEZA > FEBUTEE -

* Trident2AEEEA RW (GEE) ERMONTAPE o DP (BRHF#E) 1ARMIEE ESnapMirrorBiZHEE © 15

15



IR &E A TridentZ Al > FEXFTlARRIRERRAA o

* BFIEREANRAESEEHNHEIRE - EEEALEREANG > SFERZE » AERITEARE

() EHRESKEANEE {5 Kubemeles TAUSAHINES - RERISHENIS pod
T o BRI

* {RE “StorageClass W7B7E PVC L35 » Tridentft B ABIEPAEALLSE - ERIIBIEER > SFEHRE

FHEMIRBHEEFFIEETRREFLRETERE - ANHIREEET - RItEAREREERHEM - Et > B
EHIRRFERE PVC EERREFERN AR RIRTUh T » EAWAEERY -

* HABTKRRIEPVCHEEILRE © MirERHAFRIZEIEAR - PV 8RIR > A m PVC K

ClaimRef °

° EIERBRFIIATRE 4 “retain' TEPVH o Kubernetes FAIHAEE PVC # PV £ » BICRIR G B A LEHEE
85! I RBEABTT ©

° WNRFHEFLEREIUEREEZ "delete’ & PV #MIFRE: > #TFHIRE th SHRMIER

* FERIBEA T » TridentEIE PVC » L& IHEFdrFlexVol volumefl LUN ° {RAJLAIELE "--no-manage &

AFFFEEHFRERVARSE o MRIREEMA “--no-manage EHBVESEHRAR > Trident A& ¥ PVC 3¢ PV #1117
EAIERSMAVIRAE o MIFR PV B > EFHBRE R SWMIER - HMIR(F (MEREERNMEREREX)) g
WIBHE o

WNREHAFER Kubernetes REIBERZMETIEEE » (BXETE Kubernetes ZINE IR (ETFHAR
ERAEmEHEE » BIEEEIEIEEER o

* 7£ PVC M PV NAGERE » EERAEWMME | ——BIETEEEA » —2fam PVC M PV Z2EEERE - IR

TEEIECLEMIER o

AR &E
&R LUER “tridentct! import A % o

1.

16

BIUFAMHREERR (PVC) X (fIM0 > pve.yaml ) FAREIEPVC o PVCIEZEEE S name »
namespace ’ accessModes ’ # storageClassName o (BJ#) {KAILAIERE “unixPermissions 7E{R
HPVCEZRH °

T R—EREREER :

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: my claim

namespace: my namespace
spec:

accessModes:

- ReadWriteOnce

storageClassName: my storage class



(D) FEasHtSY N PV LEIEEA) - BTEREREARSEK -
2. 27 “tridentctl import FAIYEE BB RIIE M Trident® i & FELURIE—IBMEE LRIBENATENRS (B)

40 : ONTAP FlexVol ~ Element Volume * Cloud Volumes Servicef&f&) o 35 -f BEIZHRHERIEEPVC
FEZEAVERIK o

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

30Tl
BEEUTEEASHEA > LT BRZENESHER -
ONTAP NAS HIONTAP NAS FlexGroup

TridentSx 1B AU T AR EABREE | “ontap-nas' ] “ontap-nas-flexgroup' S o

@ * TridentRZ1BMFE A ontap-nas-economy ajt o
* 3= “ontap-nas'#l “ontap-nas-flexgroup ERENEXN A A FEEIHERTE o

BEEH AU TANAIZEM ontap-nas ‘driver EBONTAPEE FMFlexvol volume o FARAUTARE
AFlexVol#% “ontap-nas BREIFENNIL(ERIEMNERE - EFERONTAPESE ERIFlexvol ARG RIIUEAR T
FIAREA ¢ “ontap-nas PVC o [E#k » FlexGrouplfit& tha] LLFE A % “ontap-nas-flexgroup PVC ©

ONTAP NAS #iff|
THRR T SEHEEMIETEHIREE ABEEH) o

17



SEEHIRE
UTEHHBEA—E%% managed volume E$% “ontap nas :

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

e tomm - fom -
fomm - o e pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
o fomm - fom e
fomm o fomm fo—m +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |
o fo—m fom -
fomm o fomm - fomm - +

KetEE

fEFRF --no-manage IBAE » TridentA G B BHFREE o

LU TE55IE A "unmanaged_volume' 1 “ontap_nas i :

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-

file> --no-manage

o e Fomm -
fom - o fomm - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e fomm - fom e
fom - o fom - Fom——————— +
| pvc-df07d542-afbc-11e9-8d9£f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6ad4-b052-423b-80d4-8fb491ald4a22 | online | false |
o e Fom -
fomm - o fom - fomm - +

ONTAP SAN

TridentXZ 1B EAETEA ontap-san (iSCSI~ NVMe/TCP #1 FC) # ontap-san-economy =)t o
TridentA] LA E A B2 S 8 — LUN BYONTAP SAN FlexVoll4HE&E o Z8 ontap-san EBEFNIEF ° EAEE PVC &

iI—fEFlexVol volume » i TEFlexVol volumeA#EIL—1@E LUN ° Trident& A FlexVol volumeilli i HE PVC E&
fEESh o Tridente] LA A ontap-san-economy B85 %E LUN BIEIRE o
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ONTAP SAN &5
THRR T SEHEEMIETEHIREE ABEH) o

SEEHIRE

HINFEES > TridentZ i FlexVol volumeEHan 4% pve-<uuid> FlexVol volume®HY LUN #ET

“lunO °

LU TFEHIE AT “ontap-san-managed' FlexVol volumefZ7E/¢ “ontap_san_default' & :

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

e +—————— o ———
- T et et L e +————— - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e et - o
o e et e o o +
| pvc—-d6eedf54-4e40-4454-92£d-d00£fc228d74a | 20 MiB | basic |

block | ¢cd394786-ddd5-4470-adc3-10c5cedca’757 | online | true |

e o o ———
o T bt et e - e +

LU EEHIE A "unmanaged_example_volume'{E “ontap_san i :

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
o e e s e e S e e et
et o e e e e e e e e e e o S it +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
it R S it o
fom— - o fo——— +om—— +
| pvc-1fc999c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759f555a | online | false |
o fom Fom
ittt Rt e it o S et +

NRHE LUN HFER|EL Kubernetes B IQN 18R IQN BY igroup > SNFAIFR » BIEUREI T 52

. LUN

already mapped to initiator(s) in this group ° KEERIREEIZIHEUHEY LUN A BEE AR

BR& o
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3

iscsi linux ign.1994-05.com.redhat:4c2elcf35e0

unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

paTE

Tridentz ¥ # FANetApp ElementEi2FINetApp HCIEE A “solidfire-san’ E)## ©

@ ElementSEFNTE XN IE BEIHIEELTE o B2 > NRHMIEERTBELE > TridentZ{E[C|$8:R o 1
A—RBEERE > wlEt > RME—EE—EEERLR > AEBEARENEEE o

TTEREA
MUTEHEA—E element-managed BIHABE “element default ©

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

o msmesesesese s s s s e P o=
Fommmmmmm== L et Fommmmm== o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
o esmeses s s s s s e e s e it fommmmemememem=
Fommmmmmmo= B e Fommeomo= S +
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9c42-e38e58301c49 | online | true |
Fommemmcrmsrerrrrrrrrr e re e e mm o Fommmmmm= Fommemmcemeomo=e
Fommmmmmm== e et Fommmmm== o= +

TridentSZiIZFEAUTHRAEABIEE | "gep-cvs B ©
EEHENetApp Cloud Volumes Service Sz 32 RIMEFEEE A Google Cloud Platform » 5535 3E ik
() CHEHEHEE - MHERHRE BN IR FAMEZ RIS :/ - Al 1R
PEHIRIEE 10.0.0.1: /adroit-jolly-swift BEFERIRE?A adroit-jolly-swift e

Google Cloud Platform &3
UTEHHZBA—E gcp-cvs  BIRBE gcpcvs_ YEppr® BEAERBRKE "adroit-jolly-swift ©

20



tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I

| pvc-ad6ccab7-44aa-4433-94bl-e47£fc8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
fossssssssss s e se s s oses oo sssssss s s R e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Azure NetApp Files
TridentSZ B FERAUT AR EARIEE . “azure-netapp-files’ E)# ©

EEE AAzure NetApp Files » s55BHANR & BRI B sZHATR & o MAREE B AR & BB W BRI FP A A2
() THMEZEIES : :/ o I > MBHEEER 10.0.0.2:/importvoll BRI

“importvoll °

Azure NetApp Files#il

MUTEHHIZEA—E azure-netapp-files BIHAE “azurenetappfiles 40517 REFEERTE
“importvoll °

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

LBttt P o=
Fommmmmomo= Fommemererrorerrrrrrresersrreee e s s Fommmmmoe e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmmmomeorrrrrrrr e re e e mm o e Fommmememesemos
Pommmmmmm== ettt Pommmmm== o= +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274f-d94b-44a3-98a3-04c953c9%a5le | online | true |
et o= P
Fommmmmmm== e memes e e s s s s s s s o= o= +

Google Cloud NetApp Volumes
Tridents>2 I FHAUT AR EABIEE © "google-cloud-netapp-volumes’ )i o

Google Cloud NetApp Volumes#i |
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TFEHIEA—E google-cloud-netapp-volumes BIHAE backend-tbc-gecnvl BE
“testvoleasiaeastl®

tridentctl import volume backend-tbc-gcnvl "testvoleasiaeastl" -f < path-
to-pvc> -n trident

o fomm -

B ittt Fommm—————— et
fom— - fomm - +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fommm—————

fm e o -
fom - e +

| pvc-a69cdal9-218c-4ca%-a941-aea05dd13dcO0 | 10 GiB | gcnv-nfs-sc-
identity | file | 8¢cl1l8cdfl-0770-4bc0-bcc5-¢c6295fe6d837 | online | true
|
o fomm -
o fomm o
fom e +

LUF&i51%E A —1E " google-cloud-netapp-volumes' & MBS FE N B —& 156 > f2FE4 .

tridentctl import volume backend-tbc-gcnvl
"projects/123456789100/1locations/asia-eastl-a/volumes/testvoleasiaeastl"
-f <path-to-pvc> -n trident

i R L L
fossssssss=sss=ss=s=s=s Fomsmme==== fess===s=s=sssesessososassssssssssssa=s
Fommmomoe S +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |

fm e s e e e e e e e s e s e e e fommmemaae

E e frem=m=m==== fressssseee e e me s oo s s s e e e
e e 4

| pvc-a69cdal9-218c-4ca%-a%941-aeal5ddl3dcO | 10 GiB | gcnv-nfs-sc-—
identity | file | 8c1l8cdfl-0770-4bc0-bcc5-c6295fe6d837 | online | true
|
e fomememaae
frossssssssmes e s e fremsmem==== fressmsseee e e m s m e s e s e e
f======== femmme==== +
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BT R & AR E

fEFTrident » &AL AE T IR &EISRE RENABIIER - S U EBEHE IR E
Wi HEKREHERZ B Kubernetes EJR (PVC) o AR IRERERIENR > U
By B TR BNEITIER ; E] - EASERNEAREE R ZEEELEER o

e Z Al
SR B THRRE R ENZE -
1. WAREG RN ~ FEE AR STEIRIE o
2. #1? ontap-nas-economy EBENTEF » R E Qtree MR @& LIBR S HTEEH L ©
3. ¥15? ontap-san-economy EEENFEF » RA LUN LB EAEEZ o
PR
1. A BT @ LT EEONTAPALERSIIZ RS ©
2. A EF T E LB A ERNIRAEE -
o] B IR & S BRI RIT A

1. MNRARLBERPOEERUMERLY - NBIHEIRAY - BR > MREBAERRY > IHRERIZ
RIRAMSRNESRS °

2. BERRIKREPNLBERGLHEIRER - FEFRETER - JUEREERPMAEFRFAFRIRIRE

Bims e B 0 B F R W ASNIRE
AR AR TR AR B0t R ARE 2 Y T PR o
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HRAR B &5

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"defaults": {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} } "

by

"labels": {
"cluster": "ClusterA",
"PVC": "{{.volume.Namespace}} {{.volume.RequestName}}"
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AEREEH)

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",

"username": "<admin>",

"password": "<password>",

"useREST": true,

"storage": [
{
"labels": {
"labelname": "labell",
"name": "{{ .volume.Name }}"

}o
"defaults": {

"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster
1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by
{

"labels": {
"cluster": "label2",
"name": "{{ .volume.Name }}"

by
"defaults": {
"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster
}} _{{ .volume.Namespace }} {{ .volume.RequestName }}"

}

LB A EL
#ifi 1 :

"nameTemplate”: "{{ .config.StoragePrefix }} {{ .volume.Name }} ({{
.config.BackendName }}"

il 2 :
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"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""

REL SRR

1. HNHIRREA - RSAERAHMREABRERINRER - 7 SR - fI
{"provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}} ©°

2. HItEEHIREEA > HMIRERBERRRERRERERNLEEL

3. Trident R IR BH FEUHAFRIBR—EER o

4. INRERBEEEW IR ATE > Tridenti§ RN —LERE o KR I ME—RHLIR & 78 o

S5 R NAS &EERHIREH BT RERERB 64 51 > TridentRHkIRIRA R I BAERMIRE % o 3

RFrB EIONTAPERENIZSF » SRR & RIBEBLERE > IHREZIREFRERA

SRR 7D E NFS &

fEA Trident » ERIUTE X epa =M PR UMIRE - TE—ENZEEHBan % =F P A=
HiER& o

S3E

TridentVolumeReference CR AJ:EE1E—1ESL Z1E Kubernetes #p% = 2 & 2 A ReadWriteMany
(RWX) NFS B4HEE © 554F Kubernetes [REMRRAEZEFUTES :

* LEHREFIRERIUERZEME
* BARFTA Trident NFS LR ERFHTEZ
* FMKEE tridentct! SEMREMIERE S Kubernetes IhSE

WEIRT T BM{E Kubernetes s ZEMIAY NFS HEREGE LA o
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K ................ N Primary PV Secondary PV

o

________________________

namespace

secondary

TVol €—p» TVol

=
3
2

.......................

Storage
Volume

TridentVolumeReference

primary/pvci

QERETERRANARENFSEHE -

o B RPVCIUHZ SRR
Ren ERER ER T FECRIR PVC HERBIER -

YA

9 RTEBRSHERTEI CR AR

EEEIEEIRTEIEHATREMER &I TridentVolumeReference CR FYHER o

e EEZEa R ZERIPEE I TridentVolumeReference

BiZdn 4 R A £ &1I TridentVolumeReference CR L3 |BARIE PVC ©

e EEEmATEREAPEILRE PVC

BiFn 2 ZHNEREERINE PVC » LUERAKIR PVC HRERIRIR o

EcEZRiRan % EEMN B R =M

wiEFRLE > BadERHARTERFRREEEEE - KEEESNBRaa=REa ENHENTE - €A

ERBEBSEIRPIMERIETE
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1. REFFRZEEEEE | BIIPVC(pvcl ) ERFEMELERP » BT EB R L TR AEZAIRER
(namespace?) f#H "shareToNamespace s¥fi# o

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Tridenti21Z PV KE &R NFS EFHIRE o

° ISP LUERESR A IRIVEER PVC HAGZ @Rz - Al »

trldent.netapp.lo/shareToNamespace.
namespace2,namespace3, namespaceéd °

@ © WRAIMERNU T AREREIFAmRZER * - Al

trldent.netapp.1o/shareToNamespace. *

o AU EHPVCLLEL S “shareToNamespace BEFF A LUARINEERE o

2 *RETES | RBEFECEIBERN RBAC » UEFEHIEZEGLEMEAETEEHhATRIPET
TridentVolumeReference CR BIHER o

3. BEGATHEEE | THEGSEMAPEL—EIsRK RS ZEMAY TridentVolumeReference CR ©
pvecl ©

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. BEEMATHEERESE | BiPVC(pve2 ) EBESHAZER (namespace?) fEF “shareFromPVC st LIS E

HKE PVC
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

()  EEPVCENRTHEINARZRRPVCENRSY -

RS

Tridentz&EY “shareFromPVC 7B 4% PVC LAt » WA ER PV BU SR EHIREERNILES > Xk
R&ismZRIRE PV L HAKIR PV #FEIR - BB PVC Ml PV BEREEEHE °

MEEZES

CRIUMIBRE 2 Eap R EEHZRIHIRE o Tridenti i3 FRE 2R AR 4 ZE P 2R E R EVER » WREHHE
FAsAHARRE R ELthan R =R EVER o EFA 5| AR &RYar % ZEREEMMIFRE > Trident& M FReLHERR

[=]
oo ©

£/ “tridentctl get T F&
[ tridentctl BRER » IEAILUETT get IS FERIES - BEZER » 5A2RESE | . /trident-

referencef/tridentctl.htmi[ tridentctl €5 < FN35E1E] o

Usage:
tridentctl get [option]
1E5 .

* *-h, --help: BRABGHER) -
* —-parentOfSubordinate string : FFEHREHIEFRKEHRIEE L o
* ——subordinateOf string : iFEHEIRHITEHIRERN TER ©
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BRI

* Trident# A[HIE B R R ERRARZHIRE - SRZEAX G HENHMSZRMIEBELZEEH -

s REE BB IRIRPVCHRAEHE HRPVCHZEERR o “shareToNamespace &(#&
*shareFromNamespace st 25, flIF# “TridentVolumeReference CR o & EHEHIZEVEIR > A BMIFRIEE
PVC o

* RBHEAREELEITIRE  ERMBGIRE
BEZEH
ETRAEMBGLEHEEAENESEN .
* RERRERZERES [ IEEaR TSR
* BB & NetAppTV" ©

BT EE

ETrident > {EEIMUFIFER— Kubernetes EEFREHLTHANIRESHLEERELE
REREE I SRLREE o

Fo R
BEREB A BREIRE SIS R RRE S » 1t AAEREEER -
(D EoozmmRESENTER  ontapsanl ontapnas EFEBIR ° FRERMGRE o

IREREEN
RERESRENATREL L o

e BZRR PVC LUFEES
Ren R ERER ER T FIRIR PVC HERBIER -

X

9 BFEBEmATRPEIL CR MER
EEEIEEIRTEIEHATREMER &I TridentVolumeReference CR BYHER o

e EEEGAZTREFEIL TridentVolumeReference
B1Zen 5 =R A E &1L TridentVolumeReference CR LB |BARIE PVC ©

o EEReREMPEILE PVC
BiF R ZEMIBEAERIL PVC UERKRHRRZERFHRI PVC -
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BB K Ran s =M B Edn % 2

wiEFRLE > BondERERERERER TR ERBEEE - £EEESN B RanL B ENHIENE

F - EREABESESRPHMERISE °
ﬁ 334

1. REGLEREREE | BIPVC(pvel ) EFBRHAERB P (namespacel " IFFHEBIZHELTRIHZAE

fR (*namespace?2) £ "cloneToNamespace'

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: pvcl

namespace: namespacel

annotations:

sEf# o

trident.netapp.io/cloneToNamespace: namespace?

spec:
accessModes:
- ReadWriteMany

storageClassName: trident-csi

resources:
requests:

storage: 100Gi

Tridenti£iL PV RERBIGHFHIREE o

° WA AERER 2 FRAYE B

trident.netapp.io/clon

PVC HA4ZEdmBZzER °

eToNamespace:

namespace2, namespace3, namespaceé4 °

@ o WAIUERU T ANERRIFTA IR * o fli

trident.netapp.lo/cloneToNamespace. *

o IR B HIPVCLLE S “cloneToNamespace BEFF A LURINEEFE o

2. REEHES | BRREEEEERNERASENFR

F# 3T TridentVolumeReference CR BIFER o

E# (RBAC) > IR B1RS

(namespace2 ) ©

fign -

R EREAEERRGRER

3. HEmAEHEEE | HEEGREMPEIT—EIERAREH%ZEMAY TridentVolumeReference CR ©

pvecl °
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. HIEEGLTHESE | BiPVC(pve2 ) EBEEMAZEM (namespace?) A cloneFrompPve HE
‘cloneFromSnapshot > # cloneFromNamespace B 15 E 2RPVCHIEEAR ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
annotations:
trident.netapp.io/cloneFromPVC: pvcl
trident.netapp.io/cloneFromNamespace: namespacel
name: pvc2
namespace: namespace?2
spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:
storage: 100Gi

PRI
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fEFSnapMirrortE il
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* BFENEE | FEARERREENONTAP SnapMirrorJERIH sF I8 A BIE KR ONTAP #EEM BIZONTAPESE +
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B+

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

fsType: "nfs"

trident.netapp.io/replication: "true"

b. {EFAScATEILA StorageClass 37 PVC ©

B+

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

C. ERAKENRIURGRREEENR -
BIF

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas

TridentBSHAIR @M A SR E AR E BRI ERR:E (DP) AKR& » FABIE A MirrorRelationship BIKES
1L o

d. HY4& TridentMirrorRelationship CR I{HXE PVC BIAER&FEF] SVM o



kubectl get tmr csi-nas

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
generation: 1
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas
status:
conditions:
- state: promoted
localVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”
localPVCName: csi-nas
observedGeneration: 1

2. 1£§4Bh Kubernetes #£&E FHIT YIS ER :

a. #17—1{@ StorageClass > AE&E trident.netapp.io/replication: true & o

I+

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: csi-nas
provisioner: csi.trident.netapp.io
parameters:
trident.netapp.io/replication: true

b. i 8= BRMRFEEANRERE% CR -
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B+

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas
spec:

state: established

volumeMappings:

- localPVCName: csi-nas

remoteVolumeHandle:

"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel”

TridentiFEREBEMRAEARAILTE (LONTAPHIFERR(E) EIZSnapMirrorB{ZA N ¥ EEITHIAME ©
C. #ir—1{E PVC > £ AIEILA StorageClass {EA#HBI#FEER (SnapMirrorB1E) o
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

Tridenti§ 452 TridentMirrorRelationship CRD > WIRZEMARTFTE > BIEIIHIEE KM o N RIFTELLR
% > TridentiFFE{RAZFTRYFlexVol volumeTX B TEEL MirrorRelationship FIE FEBViRIH SVM HER SVM

o

BETUARE

TridentiZ &% (TMR) @—7#& CRD » ©&m PVC ZBEIEEEAFZN—IF - B1Z TMR 25 —@iREE » sZIRESE
FFTridentBAEERVARRE BT EE - B9 TMR BB LUTAES ¢

* BRI : At PVC BERERAGHNERE - ER—EMBIRE o
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* ¥ TridentMirrorRelationship B spec.state I E % promoted ©

8IS EARIHE E B A PVC
EtEIRPEEETE (BR) HiR > SUTUUATHERLURHEEB) PVC ©
1. 7% Kubernetes #£ F » #137 PVC HIREE » W ERFIREBIEITTH o
2. 7T Kubernetes &=t » #1317 Snapshotinfo CR MUEVSAERFAHE o
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kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. 1£4%#B) Kubernetes 25t » #& TridentMirrorRelationship CR B spec.state {8 E# % promoted > Aif
spec.promotedSnapshotHandle B3 REBIIAIETE o

4. {£%8Bh Kubernetes #£ I > #:2 TridentMirrorRelationship BAREE (status.state #{il) EEERFH °

BIEEB R IMEREGRE
EMEREREFEZR BRI EERIB—7

1. 7E§4B) Kubernetes & I > :5FE{F TridentMirrorRelationship _E#Y spec.remoteVolumeHandle HAIFIEE
B o

2. {£§#4Bh Kubernetes #£ I > 1§ TridentMirrorRelationship B9 spec.mirror B{IE#% reestablished °

B IR F i
Tridentsz {1 T HAEE B AR R ERIT FIURIE :
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1B EPVCEREIFHVEEENPVC
ERRICEHEAEIPVCEREBPVCE o

1. RERBIUMEE) (B1E) FE$MER PersistentVolumeClaim # TridentMirrorRelationship CRD ©

2. ftx (FR) #EFMIER TridentMirrorRelationship CRD ©

317X (KR) H=ELATEIRFHEE (B1E) PVC EII—E#HA TridentMirrorRelationship CRD °
BEER ~ THRARPVCHIR T

PVC AIGEE—RRAEA/) » MREREEBEAIA/) > ONTAPK BENHEREEABEZ flevxols °

%t PVC #iR1EH
EERIMEN  FH BB R RIT T IIEP—IERE
* MiBREEE) PVC ERIERGRRR - EERIRENRAG o
* I& > 1% spec.state BT A promoted ©
fips—EPVC (ZAIBHKR)
TridentZBEZEAERM PVC » W1EERMIFRMEIRE 2 AIRERIERERIE o

kR TMR
MIBREERRIA—AIR TMR 2 EFIERA TMR 7ETrident5erk IR 2 ATEE 25 promoted HREE o U SRIEZMIFRAY
TMR BEEI promoted #REE » BIIRIZIEEE4R% » TMR HE4#EMIBS > Trident& g4t PVC 12F+74 ReadWrite ©

LEM BRI EERRIRONTAP R HEHAERE BYSnapMirrort B} o SRS SR ER ILHERE ARG RF » AIERILL
MR ERRAAR > ABERAE established HIFEEHARAEIET TMR ©

ONTAPTEAREF » EMRERRAA
EERREIIBEIUAER R o ISR LUER “state: promoted & “state: reestablished” AR BETRAARIMRNL ©

& B RIRA AR ES M ER > B]LUfEA promotedSnapshotHandle 35E 1% B I &2 /R EIAEF
TERER o
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B+

apiVersion: trident.netapp.io/vl

kind: TridentActionMirrorUpdate

metadata:
name: update-mirror-b

spec:
snapshotHandle: "pvc-1234/snapshot-1234"
tridentMirrorRelationshipName: mirror-b

“status.state’ B TridentActionMirrorUpdate CRD BIARIT © ©RIMEVE BT ~ 1T 3 KB -

{5/ CSI R

Tridente] UF BT A U EE Mt 2 T FERRE & A B MY N E Kubernetes 25 AVEREY -
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S AKERIAR pod FUEBAEEXK o
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kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1le4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdoc4"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df"”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

* EETHEELEMAIZEE » LEEIREERFIFES] © (topology . kubernetes.io/region
‘topology.kubernetes.io/zone) °© fEZETridentzHi > BEFHEIEE H* EZEEELEZER > U
{ETridentSE$ARXENIRILLEHE ©

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0s":"1linux", "kube

rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-a"}]

[node2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone" :"us-eastl-c"}]

FER 1 | BiRERRERIR

Tridentf#7Z & iH Al 52 5t ARG A A @EZ ML B IR E - SEB A LUIEE —E &AMt
“supportedTopologies' R MFTZ 1BV @EIFFNME S RVESR o HHL A LEEER IR StorageClasses » REER
TENES/ &P AENERREA RS R MRS o
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YAML

version: 1
storageDriverName: ontap-san
backendName: san-backend-us-eastl
managementLIF: 192.168.27.5
svm: iscsi svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a
- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",

"supportedTopologies": [
{

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-a"

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-b"

“supportedTopologies' Rt S ERIFEIFM D EIBE - BLEEBIFHNSERKRT
() storageClass FRAILUR MBI R HHEMEE - Bt O SEBRHNE LN BT ENHEE
Trident& 718 in 2 3 —EHFRE o

fRAIAE 2 “supportedTopologies' &EfE Tt B ANULE © FFLBATEA] -



version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b

EiEEBIFH > “region'Fl zone tEH R RMEFEAMAVIE o “topology.kubernetes.io/region™#l
“topology.kubernetes.io/zone JREFETF M AT LA EEEA ©

T 2 | ERMERANBELER o

R IR AR R E P ENRAAVIRIEARE > FILAE & StorageClasses KRB ZHRIEEH o ERIREMLREFTHRIER
PVC sERBVREZEHR » LURMPLEEIREFE A A A TridentfZ HBVHEERE o
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata: null
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions: null
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: extd

7£ Lt StorageClass & ° volumeBindingMode "5&E4A "WaitForFirstConsumer ° fEFIE
StorageClass &K PVC RBTE pod F#5|BEAZHIT o f > "allowedTopologies et E{FE V& sy F &
[E o i "netapp-san-us-east1 StorageClass TEf#FAE L33 PVC ° “san-backend-us-east1' & inE&EIN_EFr
7t o

B 3 HEALER PVC
¥17 StorageClass Wi HHERI%IR%E » IRERTLUEIL PVC ©

A2 REEH spec’ AT !

kind: PersistentVolumeClaim
apiVersion: vl
metadata: null
name: pvc-san
spec: null
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us—-eastl

ERLLEB N PVC BBEEUTA

43



44

kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

Ltk podSpec $5 Kubernetes #&# pod FAEFIFER FIUEREIR L © "us-east! 7EZ@IFH » BEEFEMIFE
RUEREL o “us-east1-a B F ‘us-east1-b @i

mEENTEHL ¢
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

EHMRImUAER supportedTopologies

AUEHIRENEIR » FEEZ LU TBE | supportedTopologies M “tridentctl backend
update ° EAEHXEERKDENETE » REANREBENPVC -

BEHREZERE

c "EERSER
* "ENELEEERR
* "R SRR A"

* SRR TE"

EFIRER

Kubernetes A MHAIEE (PV) BYBAIRE RER AT AR L AR & I E (B R REIRARI A o 8B
B F A TridentZB I AR EAYIRER » BEATETridentZ IMEILBVIRER » CIRBRBEILH
MR » WURRIRBRIRRHIEEE R o

W

EREBT IR ontap-nas ’ ontap-nas-flexgroup ’ ontap-san ’ ontap-san-economy °’
solidfire-san ’ gcp-cvs ’ azure-netapp-files ’ # “google-cloud-netapp-volumes )1 o

FIsEZ Al

LEFRARRE  CAEREINIREBIEFIZZFMBIEIREZ (CRD) ° 52 Kubernetes #RBFas (140 :
Kubeadm * GKE ~ OpenShift) HIEE

YNRIERHY Kubernetes SThR AN B RIRIERIZSH CRD » 52 RI[EIZ IR & [RIRIZERIZE] o

@ YNIRTE GKE IRIFFEITHHRHIRRIRR > AR ZZ I RIRIEHIZS o GKE (EAMEIERIREE
a3 o
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BT HATR & IRER

1. BI2—1@ VolumeSnapshotClass EZ 58 » sE2H..."HIREE" ©
° 3 “driver 5@ Trident CS| EEEHFZ L o

° deletionPolicy RILL “Delete {#&E “Retain © 5RE4 "Retain BMEEELUTIER » fEHEEL
HEEERRBIMNEWIFE © VolumeSnapshot ¥+ E# M o

B+

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. BIIRBPVCHIIRER o
&)
° ILEEHEIIIRA PVC BIIREE -

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

o IHEIIAZA pvel RIBATERES "pvcl-snap °© VolumeSnapshot £8{L15% PVC » i B BAE{E
PVC #HEEE# o "VolumeSnapshotContent (X RE R IREBRIEIR o
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kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

° fREJLAHER H ‘VoIumeSnapshotContent‘ﬁ?‘k% ‘pVC1'Snap‘?E‘@?ﬁ?ﬁ%ﬂ%@ﬁz‘iﬁ%@ﬁﬁﬁ o 3= *Snapshot
Content Name' s B ILERERAY VolumeSnapshotContent #J{4 © & "Ready To Use It 2 #FRRIRERA]
FARE2ILHREY PVC ©

kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%
Ready To Use: true
Restore Size: 3Gi

LR & RERFZIIPVC

&R LUER “dataSource # %2 VolumeSnapshot B9 VolumeSnapshot 317 PVC “<pvc-name>'{E2 853K
IR o PVCER/ESERE » TLURHERTIMERE > MEEMPVCE—#EM -

@ PVC #EE s RHR @ MERIAVBIRIEIL o 2F "HIME | BATHEREIRE Trident PVC RERE L
PVCo"o

WU T EHIERL T AEEIL PVC © “pvcl-snap {EAB IR o

cat pvc-from-snap.yaml
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

PE A GRR & [RIR

TridentsZ 3 "Kubernetes FEJCEE E IRIERIZ FEBHEIES A "VolumeSnapshotContent fE TridentZ 4h &
SRV FIEE AIRER o

BRYAZ Al
Tridents EEILTHEA T IRBIIRE ©
1. EBEES | B3 —f@ VolumeSnapshotContent' 5| & IRIRIBAVYIM o EHEEREN Tridentrh BYIRER T1ER
2o

° IEEBIMIRIBAVATE annotations fEA “trident.netapp.io/internalSnapshotName:
<"backend-snapshot-name"> °

° 5% '<name-of-parent-volume-in-trident>/<volume-snapshot-content-name>'1£ “snapshotHandle' & &
SMERIRERIZNIR AR TridentfIME—EF © “ListSnapshots #8IF o

@ & “<volumeSnapshotContentName>"F}? CR & R4 » BRFE X AE IRIRELTETE
UL

BF
LUF &R T —1B volumeSnapshotContent ' 5|ABIRIREBIEHER “snap-01-°
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2.
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content-name>
volumeSnapshotRef:
name: import-snap

namespace: default

E3EIES | 37 "VolumeSnapshot 5| CR “VolumeSnapshotContent' BH o 15 2 ¥ {EFRERAIES
"VolumeSnapshot fE43 E HYan & 22 ©

B+

LUFEE6I32 3 T —1@E VolumeSnapshot "CREFH " import-snap EHIR "VolumeSnapshotContent®
[P "import-snap-content °

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: import-snap
spec:
# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)
source:

volumeSnapshotContentName: import-snap-content

NERIE (BHEIRE) © INPREBEXBFTEINAR VolumeSnapshotContent\II‘ZE‘/E
‘ListSnapshots M o TridentBIETY “TridentSnapshot ©

o HMERIRIZFZINERE VolumeSnapshotContent "E) “readyToUse AR “VolumeSnapshot ' E|
“true°

° Trident[E]$F readyToUse=true ©

{EEIfERE © B —{@ PersistentVolumeClaim  BFHBY *VolumeSnapshot > HA
spec.dataSource (Z#E “spec.dataSourceRef &&= "VolumeSnapshot #£4 ©

I+



AT —ES| B PVC B VolumeSnapshot "#3% " import-snap ©

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

ERIRBIRIEHIRE BHR

TERIERT  REBERREREN » UMEREAUT AN ENEEENRAHEEM | ontap-nas’# ‘ontap-nas-
economy T)i% o B{FA *.snapshot EIZCIRBERERIABE R -

EFRMIRERIRIZRONTAP CLI iR E E R E oAl fRERPSCERAVAR RS o

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap archive

@ ‘gt%}?'rﬁﬂﬁgﬂzkﬁ » RAEWKREREERKNER - BiRBREISREMIRE BN FHRNEERgE

TEIRBREITRIESAR IS

Trident® | FIREBIZMHIREE « RFEFEIMIEINGE TridentActionSnapshotRestore (TASR) CR e It CR £
#A5EHIM Kubernetes 1#1F » IR ERREBAEFARE ©

Tridentz 32 RER IS ontap-san ’ ontap-san-economy ’ ontap-nas ’ ontap-nas-flexgroup °’
azure-netapp-files ° gcp-cvs ° google-cloud-netapp-volumes ° #l “solidfire-san’ St o

FRtaZ Al
T BER EMERPVCHI A FARHIRE IRER o

* FESIPVCIARER B EMIRE o
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kubectl get pvc
* FESTHATRE IRIRE A TAE o

kubectl get vs

TR
1. #1317 TASR CR © L& HIAPVCEEIICR © pvel TIHMEEREE “pvcl-snapshot ©

@ TASR CR SBfIR PVC A VS 1M 25R o

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

2. FEF CR {EIRIRINIE o ULEBAITEIRIRIRIE pycl o

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

nld:l:%
Tridentf¢ RIRHPIERE K} ISR LABRSR IRIRIERGIRAS

kubectl get tasr -o yaml
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apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap
namespace: trident
resourceVersion: "3453847"
uid: <uid>
spec:
pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:
startTime: "2023-04-14T00:20:342"
completionTime: "2023-04-14T00:20:372"
state: Succeeded
kind: List
metadata:

resourceVersion: ""

* RZBHIBERT > TridentNEERERMEEFES - LHEEZBRAITILIERE

@ * REEIEEHMRM Kubernetes EAE Rt EEEIEE R FHRA ST HEARE R fraZRT
3 TASRCR ©

fHBR B = RAEHIRERAY PV

& 27 R IR ERBVIF A AR E R » HEMI TridentliicEAE T2 TIEEMIBR) ARES o MIBREARR & RER LU
FaTridentiiE &

Ep B RN IRIRRE T 25
INSRAEH Kubernetes TR B S RIRIZHISA CRD » AL TFHBEEF o
1. EEITRARRERER CRD o

cat snapshot-setup.sh
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#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. JEITRAGEERRS o

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ MBEME > FTF3 "deploy/kubernetes/snapshot-controller/rbac-snapshot-controller.yaml i &8
¥ "namespace #TIG R R A ZER ©

B PR R & 4B R BT

NetApp Tridentieft T 2L 2 EMIREE (—AHEIREIRER) RERRITHEE » TAREBIFA
FERE& (PV) BY Kubernetes HERE AR IRIR o ItERERR & 4B 1R BR RMTE B — B R BATE 2 (B RERE
EAFEUEEIZ °

@ VolumeGroupSnapshot & Kubernetes FREVRIERRINEE » H API th B2 5L RIG RS ER ©
VolumeGroupSnapshot FrEEHI&R{E Kubernetes FRZAx%y 1.32 ©
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* EEUHIRGEABRBZA] 0 BRI PR RAR & AR IREREER o
* FE{RFAAE PVC/HEEERTER— SVM £ » LUERESNFEIL VolumeGroupSnapshot ©

* T£BI% VolumeGroupSnapshot Z A » :55C# 17 VolumeGroupSnapshotClass © BEZ{5 8. » s5 25" & M4H 1R
HREE" o

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshotClass
metadata:

name: csi-group-shap-class

annotations:

kubernetes.io/description: "Trident group snapshot class"

driver: csi.trident.netapp.io
deletionPolicy: Delete

* ERRANREFENZEIAAMEREN PVC » SiEERBMIEERAR PVC -

LATFEEFIER T /A7EEI PVC | pvcl-group-snap  {EABERIRIEFMZR
‘consistentGroupSnapshot: groupd ° IRIBEMEMNERERIZHAVEFE o

55


../trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
../trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
../trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
../trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
../trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
../trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
../trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
../trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
../trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
../trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
../trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
../trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
../trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl-group-snap
labels:

consistentGroupSnapshot:

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 100Mi
storageClassName: scl-1

groupA

* B AAHEREREAVEIEEAE R (consistentGroupSnapshot : groupd) FEPVCHIRIE °

IEEE A2 ST @ AR IRER

apiVersion: groupsnapshot.storage.k8s.io/vlbetal

kind: VolumeGroupSnapshot
metadata:

name: "vgsl"

namespace: trident
spec:

volumeGroupSnapshotClassName:

source:
selector:
matchLabels:

consistentGroupSnapshot: groupA
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csi-group-snap-class

SCERAUARRS ©
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IR 41
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clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot

vol3 snap_ archive

@ ;z????'f%ﬁﬁguzkﬁ » RAWKRERLERRER - BIRRRISRHHMRE BRI EEREE
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* @B LUMIBRZEE(E VolumeGroupSnapshots > MIAEMIBREFAEPAVE — 1R o

* MREFASEFERBIER TRERZFEASL » Trident@i§ZE5BE NEEMBR) RS » BAKBELBIFRIR
R SR 2 MMIPFEE o

* MRFERDERIREIL T 5efE - AREMIIFZEFE > A SFRGERERETOEURE > LEERDTHZA
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EP B AR & RIREE SR
SNSRITHY Kubernetes B1THR A & HRERIZHISEA CRD » WRAIIN BB EM o

1. BIUMRERE CRD °

cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshotcl
asses.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshotco
ntents.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshots.
yaml

2. FEITIRERIEHILS o
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kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ WMAENME > TR "deploy/kubernetes/snapshot-controller/rbac-snapshot-controller.yaml i 88
¥ “namespace #ig B GV AR 4 ZE R o

FERAZELS

* "SAEIRIRER"
* "R
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