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* Google Cloud NetApp Volumes
* NetApp All SAN Array ASA (ESAN)

* TENetAppTTE H BRI FHITONTAPHRABIZAIEFAS « AFFE{ASA 2 (iSCSI ~ NVMe/TCP #1 FC) o
£ "R A B o

* NetApp HCI / Element&ti& 118 E k4~

Trident X1& KubeVirt 1 OpenShift [E##{G

S ENFEFRSHER
Trident 1B 5K KubeVirt #1 OpenShift E##1EHY ONTAP EBEHFZL -
« ONTAP-NAS
* ONTAP NAS £&&#ER4 %
* ONTAP SAN (iSCSI > FCP > NVMe over TCP)
* ONTAP SAN #&ER ({£[R iSCSI )

BESMER

* BHAFLER EFATE OpenShift [EHEMCIRIERER fsType 88 (F¥0 : “fsType: "ext4") - WMAEE
E» 5% Volume IR EAFERATIZE datavolumeTemplates " BAEEEE " volumeMode=Block ?
LUEH] CDI B B IR E R HIRE o

* BIRHEEERIHIZRMN _rwx FEUER,  © ONTAP SAN (iSCSI > NVMe/TCP » FC) #1 ONTAP SAN
457 (iSCSI) ERENF2TN(EX1E [ volumemode : @i ([RIGHRE) o HWHNELEEREIER > EEFEMALE
2 > FAEL fstype HIEE BRI EEIRM o

* HREE wx FEUERNERRETERRE > XIETIIAES !
> NFS + volumeMode=Filesystem
° iSCSI + volumeMode=Block (FRIAEE)
° NVMe / TCP + volumeMode=Block ([RIGEEE)

° FC + volumeMode=Block ([R{E%EE)

INEETRS

TREERPBILE Trident ARASAI BT FINAE ~ UK EZ1ER Kubernetes A o

IhRE Kuberneteshi s EEINFERE ?
Trident 1.27 -1.34 &
Volume Snapshot 1.27-1.34 =S
K HVolume SnapshotfIPVc 1.27 - 1.34 =
iISCSI PVsAZEE K/ 1.27 - 1.34 =
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IhAE KuberneteshiZs FENHEREE ?
a<
[}

B mCHAP ONTAP 1.27-1.34
EhRREE L R A 1.27 -1.34 x
TridentE&E T 1.27-1.34 =
csithiE 1.27 -1.34 =

BRAENERIERERR
#EPA Trident MR IEXNESEFERM - EEN THEBAIUEREFE

* OpenShift B33 &7 AMD64 F1 ARM64 2248 L7 1&AY Red Hat Enterprise Linux CoreOS (RHCOS) i
* Red Hat Enterprise Linux (RHEL) 8 S{E R4S > Z1& AMD64 1 ARM64 Z24%

@ NVMe / TCP % RHEL 9 S{E kR o

* Ubuntu 22.04 LTS S ESHRZS » X1 AMD64 #1 ARM64 2548
* Windows Server 2022

* SUSE Linux Enterprise Server (SLES) 15 S{&E S hRZx

RIETERR ~ Trident EERRPHAT  FLLETEEM Linux TIEE LBIT o T8 ~ BLETFELEREHEREEE
B9 NFS FRI%EY iISCS| RREN23IREEE, Trident FTIRMERVEEIRE « REFERANBIRTE o

Mridentctly ‘2B AIEEMELLLinuxhiRds _ EBT ©

EAERS

KubernetesZ& £ P IFT A TEEIBAES N JBRESIHI S IE B APodEL ENHIRE - EEER TR, - MU BIRER
EEMERENFE T 2R L4 NFS ~ iSCSI 8 NVMe T H o

"HEAS T EES"

HFERAAARE

Trident FJAE B EE BHIF AL - BIFART BEREA o
"RTE R

Trident EiZIE

Trident FEEFEUF EERIB A AeEEITE:

il
pm= |
o

"Trident 38"
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Containerf &1 ¥ FEFYKuberneteshk s

HNEEZE - TIBERRE Trident FRRHIBRIRIRGSEEH o £/ "tridentctl images 85 < ZREZEFIRHE
ZRBRIRTBEE o

Trident 25.10 FREEMN A 23 i5(&

Kubernetes iZs Containerff:f&
v1.27.0 ~ v1.28.0 ~ v1.29.0 ~ v1.30.0 ~ v1.31.0 ~ v1.32  * docker.io/netapp/trident:25.10.0
0+v1.33.0 ~v1.34.0 .

docker.io/netapp/trident-autosupport:25.10

* registry.k8s.io/sig-storage/csi-provisioner:v5.3.0
* registry.k8s.io/sig-storage/csi-attacher:v4.10.0

* registry.k8s.io/sig-storage/csi-resizer:v1.14.0

* registry.k8s.io/sig-storage/csi-snapshotter:v8.3.0

* registry.k8s.io/sig-storage/csi-node-driver-
registrar:v2.15.0

* docker.io/netappl/trident-operator:25.10.0 (i5&f#)
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{£R Trident

At T VRENRE

Kubernetess= & RRIFAE TIEENRLERAZASESIH ST B R PodEc ERVHAERE - EEEET
TEERRL » IS AIRIRIGEEZRVERENTZTUZR % 4E NFS » iSCSI » NVMe / TCP 8 FC T
Bo

EEEENTA

MREFERNREBENAES « AIEZLEFEVERNEEETEZEN TA © Red Hat Enterprise Linux CoreOS  (
RHCOS ) MRMIRATFEREGLRETA -

NFSTH

"ZEE NFS TE"WMNREIEREFER © ontap-nas ’ ontap-nas-economy ° ontap-nas-flexgroup ° 3§
# azure-netapp-files®

iSCSITA
"ZEEISCSIT A" NREFEAME | ontap-san > ontap-san-economy > solidfire-san ©

NVMe TH

"Z4% NVMe TE" MNREIETEEMA ontap-san BAMNSEE TCP (NVMe / TCP ) E#itRERIFER LIS
=& (NVMe) o

@ NetApp Z:&FEH ONTAP 9.12 S EMIRA2KEZIE NVMe / TCP ©

SCSlover FC TH&
2R E FC #EAR ~ FC-NVMe SAN Y755 MR E FC 1 FC-NVMe SAN EH#RIEFMAE > o

Z4E FC TE"MNREEA ontap-san sanType fcp (SCSlover FC) o

s BEEWESEL* ¢ * OpenShift #1 KubeVirt IRIEZ#8 SCSI over FC © * Docker &~<321& SCSI over FC © *
iISCSI 5&1’5(157 BRI FC LR SCSI °

SMBT &
"EEESMBHAEE" MNRICIEIEM | ontap-nas % SMB 12{f# o

ERE AR IR R

Trident 2 E = BENMERIEIREE S RILUETT iSCSI 3% NFS ARFS ©

@ ENREARFS IR PIRR SRR EIRARTS ~ BEARERBEERRTE - HRM « RERREIBIRE L
MREGHTR B E R

BRSNS
Trident EAEREI EM « LEBBIRRZINRT - EERRELEEN - FHIT:
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kubectl get event -A --field-selector involvedObject.name=<Kubernetes node

name>

WRBIRREIRIARTS
Trident E&&5! Trident &i%4 CR LS EERARIARIARTS - EERRRREIMIART » F]IT !

tridentctl get node -o wide -n <Trident namespace>

NF St &
ERFERANMTRELENFSTA - HIRNFSARFSTERLHARIRE)

RHEL 8. t

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

(D =BNFSTAZ® « AEFABTIRHE  WBGS R E TR E W -

iISCSIAIRE
Trident FTLAEENEIL iSCSI TRREER ~ 14 LUN ~ RRZEREEE « )KHEMKIVE » TFHEKEHE Pod

iISCSIBFRIEEINGE
5 ONTAP &4t ~ Trident &R0 HEMIT—R iISCSI BFEE ~ L :

1.~ R PR AYISCSI TIEPSERARRER] B ATAYISCSI T IERRERARAE ©
2. *EEBC PR R ARAS B B ATHRAS ~ LM RIPRERAVAEIE o Trident EIRTEMRIEEBITIER « UK AIRME I HITHEIE
3. BUTHERVMELR « LI B RTAISCSITIEPE R ARREIRIE EFRTRAVISCSI TIEREELARRE o

@ BHEETENCIRAIAER) DemPE EEE ARSI H trident-main o HERRCER » [BE
7E Trident ZEEHARIHEEEL "debug’# [true 1 ©

Trident iSCSI BRAEEINBERBINHILE ¢

© B EREAREIER - RE R LIBRE A EBNISCSITIERSEL o IR TVEFSEIART « Trident EEE LA
FtotE - UEMETEADMELRVELR o
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BIan ~ WNSRIEEFIERIZR LIS CHAPHEE « MABERR K AZEMR ~ RIEERY (stal ) CHAPHEE ]
@ FEEFETE - BREERIHHEILLIER - L EBEEIL TR - UEREMAICHAPH

* BRISCSITERLER

* BRLUN

* FH4R Trident Z BIFEZ EAYERL *

* REFERSEEZEA igroup (5 23.04+ ) -~ iSCSI BRIEERKE %A SCSI ERBERHIFRA L B RE

SCS| E#fia o

* MNREFRRIGEHER igroup (B 2004 F 23 HIEEBE) -~ iSCSI BREER Y SCSI BIRBEFR

FEL] LUN ID EXEh SCSI EFrimt o

* MRREFEASEERLR igroup FEIHEERY igroup ~ iISCSI BIRIEER G RE SCSI Bt « UEUS

SCSI EFRHFPRIREY] LUN ID o

ZHISCSITA

ERERANEFER RN IRELEISCSITA -

BHIRZ Al
* Kubernetess&= S A S EEIELER N BE B —HIIQN o EEHNERFTRIRMG o
* EABERARMCOS 455 F#hkas ~ S EtMERHELAEBHILINUXEREEXE R4 solidfire-san ERENFET

MTEOS 12,55 ERIRZA s ECHAPE S EH ABEHFFRESMDS /etc/iscsi/iscsid. conf ° g
F12. 71 L 2 HIFIPSHHECHAPESR AZSHA1 ~ SHA-256F1SHA3-256 ©

sudo sed -i 's/”"\(node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf

* EEAIERD iISCSI PV #1117 RHEL/Red Hat Enterprise Linux CoreOS ( RHCOS ) BT {EEIZLET > 557E

StorageClass F$5%E discard mountOption MAEITRIERZERIEIUK 55288 "Red Hat sRBESCH" o

* BEREEABRERITIRAE multipath-tools ©
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RHEL 814 £
1. ZRTINRGEN

sudo yum install -y lsscsi iscsi-initiator-utils device-mapper-
multipath

N

. ¥ &Eiscsite-initier-utilshk 4~ & 236.6.0.874-2.el7e{ EHTHR S ©

rpom -gq iscsi-initiator-utils

3. RiFHRATFH

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. RS ERK:
sudo mpathconf --enable --with multipathd y --find multipaths n
(D HE{R /etc/multipath.conf 85 “find_multipaths no £ "defaults /1 °

5. BREITHIR" iscsid"F"multipathd" :

sudo systemctl enable --now iscsid multipathd

6. RYFYLRE) MiSCSIy

sudo systemctl enable --now iscsi

Ubuntu
1. RETIRHREN -

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

2. 1B IISCSIRAEE 42.0.874-5ubuntu? + 10X E#HRA (GERNEEAEKR) 52.0.874-
7.1ubuntu6. 1 EFRRA CGERNER)
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dpkg -1 open-iscsi

3. RRHERATFE

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. BAZEREK:

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}

EQF

sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

(D HE{R /etc/multipath.conf &5 “find_multipaths no'7£ “defaults / °

5. FEIREBUB LT Topen-iscsiy M MERETH,

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi

(D #Ubuntu 18.04 « ULZ\;E?E@FE liscsiadmd) HREBIFEIZIE « JABHBEREE lopen-
iscsi) ~ iISCSIHEEABEENE) o [thaT &Rk TiSCSI) ARTS ~ LUBEhELE) liscsidy ©

RESEH isCSI BRIEE
ICRILAERE T Trident iSCSI BRAEERTE « UEEIBRAY TIEREER

* *iSCSI BRMEERMERIE * | RERE) ISCSI BHRBERIAER (FARE : 5 7)) - LIUREBR/H
FHREBRANET « KRARESBRERIT

4 ISCS| RREERRIRIMGS 0 BE2EL ISCSI BREE - RIFREEM iSCS| BREE
D s e iscsl R R TR S e (5858 « o TSR 15C8] R FEAED)

Hl:.°

* *iISCSI BREEZERME * | FRE iSCSI| BREBEFFHIFEHE - BEHAEENTERIEFRESRE
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TARME | 7 DiE) o MO HREABRANEE « UEHRFI AT EBN TSN BEFREREA L
T~ ARBEAREREA « ARBHHERZEHNREZEA °

£fe

LERTHET ISCS| BEHEERTE ~ 55818 iscsiSelfHealingInterval M
iscsiSelfHealingWaitTime 7E helm Z4£5} helm EFTHABIZE o

LR EHI# iISCSI BREERRRA 3 1iE « MBREESERERS 6 718 !

helm install trident trident-operator-100.2506.0.tgz --set

iscsiSelfHealingInterval=3m0s --set iscsiSelfHealingWaitTime=6m0s -n
trident

A

EERTONEE iISCSI BHFIEERTE ~ 557818 iscsi-self-healing-interval # iscsi-self-

healing-wait-time 7E Tridentctl Z4L oy EFEABIBISEL o

LT g6 iISCSI BREERRRA 3 7iE « MBAREESERERS 6 7iF

tridentctl install --iscsi-self-healing-interval=3m0Os --iscsi-self
-healing-wait-time=6m0Os -n trident

NVMe / TCP H4iR&
ERBERANEIEERMIIGLRELE NVMe TA ©

* NVMe ZEE RHEL 9 S{EHHRAs o

@ * Y1R Kubernetes EAZEAIIZORRASKEE ~ B NVMe EHEZARERIZOIRZA « SR RERAH
fEA NVMe EHF BiFEAIAZORAS BRT 2 —1E ©

RHEL 9.

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$(uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp
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Zit1E  FBEAM SR Kubernetes &P SEENELERBM—BI NQN

cat /etc/nvme/hostngn

@ Trident BEEUL “ctrl_device_tmo™{& ~ B NVMe 7EMFER R B HEIRIE o S5/ B ILRTE o

FC W4f%& /Y SCSI
(CIRIE AT LB Trident (EAAYAEEE (FC) E%I%E » 72 ONTAP A% LAl S R EIRHEEE -

FoRIRI
RIE FC FrRE AR M ERERE o

1. BSERAEN WWPN o IIFBFHMAEN « F2H "ERNAEER" o
2. ENfGRREDER (EH%) /TEAI WWPN o

FA2HHENERIEERFARRELN o
3. {EA A B1ZH WWPN 7£ FC TR FREDE o
INFEHMEA > B2 EMBA SRR X o
INBFARE N 0 FF2R TS ONTAP X :
° "Fibre ChannelflFCoE} &@4HE"
° "BRTE FC IEAM « FC-NVMe SAN FHHY57E"
R FC TA
ERIEERARNS CRLHEFCTA o

« EEAER FC PV $11T RHEL/Red Hat Enterprise Linux CoreOS ( RHCOS ) BT {EENZLES » 57
StorageClass F$§%E discard mountOption MAEITRIERZERIEIUK © 55288 "Red Hat sRBESCH" o
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RHEL 814 £
1. ZRTINRGEN

sudo yum install -y lsscsi device-mapper-multipath
2. ARZERK:

sudo mpathconf --enable --with multipathd y --find multipaths n

@ FE{R /etc/multipath.conf 85 “find_multipaths no 7 “defaults’§ ©

3. HEXE “multipathd #fTH :

sudo systemctl enable --now multipathd

Ubuntu
1. ZETIRREN -

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools
2. YA ERE

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}

EQOF

sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ FE{F “/etc/multipath.conf &5 “find_multipaths no7£ “defaults 1 ©

3. FEE multipath-tools’ B EY AL IE1E #4117 ¢

sudo systemctl status multipath-tools
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ZEBTCE SMBHEIEE
oI UERUTAERE SMB % ontap-nas =i o

TAZETE SVM LIRS E NFS #1 SMB/CIFS #BAIRE > 7 854 ONTAP RSB R EE L
@ ontap-nas-economy SMB Volume ° HRERE LME—FEENHE - iEH SMB HifEE R
KRBy o

@ “autoExportPolicy’ Rz & SMB Volume °

ez Al
ZECE SMB HARE 2 AT ~ A EEHE THIIER

* Kubernetesg2 &£ B fELinuxiEHIZZE0RL ~ LURE/D—EBTITWindows Server 202289Windows T{E&f
Bt o Trident (£ 1BHMEE Windows BiEE_E#1THY Pod BY SMB HEER o

* E/DE—@ Trident I Z B 2K Active Directory 5258 © EAEMD smbereds :

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'
* REAWindowsBRFSHISCSI Proxy ° HERIE csi-proxy * 552/ "GitHub : csi Proxy" 8 "GitHub :
A WindowsHISCSI Proxy" #A ¥ Windows_E#{THKubernetesffiZy o

1. W ANEREFE ONTAP ~ B LU M #3237 SMB = ~ 5 Trident BJ A& &L SMB HAA o

@ Amazon FSX for ONTAP 2 SMB £ o

TR LEAMES N2 —REIISMBEIEHARE "Microsoft BIEF 4" HEBRRIRARBIRE THE
FEONTAP CLI - ZE{FEFHONTAP CLIZEIZSMBiA :

a. MAKE « BRI HBRBEEKREERS -

o vserver cifs share create T EEHAREIHABEE-pathEIBERISERRE o MNRIETEDY
BRAEE Ao gRK o

b. 3237 ESESVMMERARISMBHAE :

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. MEEHAEERIL :
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vserver cifs share show -share-name share name

() #2m EusVBHEE" LEGREHEEL -

2. BB  (MAERTE TY)IEEUIEESMB Volume © I1ZEONTAP FRBHIFSXfor Sendbackend4B A 5E
I « :FE2R "FSXIZHONTAP R IEABRESEIEFNEEH" o

2¥ s AR Bl

smbShare o] LIFSE FYIEF—IF . /8 Microsoft EIEF 1T  smb-share
B3¢ ONTAP CLI E1iI8) SMB HE%TE ; /sF
Trident 237 SMB HFEM%TE ; F2HEREZEZAU
FHLEH AR E o HIRAEREEE ONTAP ~ LE2# %
EFIER o Amazon FSX BEE L84 fES 1B
ONTAP &l ~ BRAIAZEH °

nasType *INBERTE A smb. MR Anull ~ BIFERR 2 nfs © smb
CERERTD) HEEENZRERT o WERTES ntfs B mixed ntfs B mixed @
BT SMBHIFER o A SMBHERE &

l'unixPermissions. HigiEEIET - SMBEAREE N BREAZTER © *

BIRESE Trident EAFRA 2 EHEEE o ©EHFTridenttN{AI Bz H#FE R @ ~ U
K Tridentif X R F R A EHAFEE o

Trident & BEMtRIRIRMT SRHFEDIFIEZRRRNFBEERM - BENARERFRANRR

* "2 EAzure NetApp Files —EEERE & IH"

* "28 7€ Google Cloud NetApp Volumes "

* " ENetApp HCI —ER R ZINAERISolidFire & i%"

* "fFEFIONTAP IFEAR—HRICloud Volumes ONTAP NASEEENTE =X 2K 58 E £ i "
* "ERONTAP R3Z#&MICloud Volumes ONTAP SANEBENTE T\ 3K 3% € £ "

* "}&BC Amazon FSX for NetApp ONTAP {3 Trident"

Azure NetApp Files
5 EAzure NetApp Files —E#F5E1& i
100N

ENEES DHBIRETIRER

1&BI L& Azure NetApp Files 52 E 7% Trident 9121 o EEILAERT Azure NetApp Files &

imiE1E NFS #1 SMB HEHEE o Trident th32#8 8 Azure Kubernetes Services (aks) =
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Azure NetApp Files EEENF2 ¥ 4AE R

Trident 212 77! Azure NetApp Files {EFERENIZT « AIEIREEITEN c TENGFEIEREIE :
ReadWriteOnce (rwo) - ReadOnlyMany ( ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod
(RWOP) o

EEniE FHIFE  VolumelE ZEMNEFEUET ZIEMERRR
{azure-NetApp-filfiz) NFS EEF A Rwo + ROX ~ rwx nfs > smb
VI S RWOP
ZE

* Azure NetApp Files FRFEA3Z3&/VIE 50 GiB FUBAIRE o IR EREBV/NHHEIRE « Trident & EHE13EIL 50-
GiB MR & o

* Trident {22 #R#E E Windows Eift EHITHI Pod By SMB Hitk& o
EEHE A

Trident 373% "SE'E 5 7357 "Azure Kubernetes fRF5#5E - B2 ERAEE S 7MpIFTRERICTREEINEE
AR

* fEF aks ZBEM Kubernetes &
* 7f aks Kubernetes &5 R EMFEE B DA
o Z24EH Trident » HEHEIFE “cloudProvider B457E "Azure™ By o
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TridentEE ¥

G EFEA Trident BEH F&4E Trident ~ 554%%E tridentorchestrator cr.yaml MURRES
‘cloudProvider "Azure" ° Y0 :

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

Efe
MU T e H{ERIRIEEEHE Trident Set £28E c1oudProvider ' & Azure “SCP -

helm install trident trident-operator-100.2506.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code>tridentcti</code>
LUT 524 Trident MAEHEIZEEE cloudProvider' 4 “Azure .

tridentctl install --cloud-provider="Azure" -n trident

G %ill

Eim B Pl :E Kubernetes Pod WU T{E& &5 72 ERs52K1FE Azure BEIR ~ TIEIRHEBFERY Azure 5858 ©

EETE Azure HEREIRS DG ~ GOHERMRE -

* 558 aks ZBEM Kubernetes &5
* 7£ OKS Kubernetes &5 L2 EN TIEE A oidc-cE1T &
* ZHEM Trident ~ EFEF “cloudProvider 5% "Azure" % “cloudldentity' 357 T{E& & 5 534589
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TridentEE ¥

G EFEA Trident BEH F&4E Trident ~ 554%%E tridentorchestrator cr.yaml MURRES
‘cloudProvider "Azure" » MiERTE cloudIdentity 7%
‘azure.workload.identity/client-1d: XXXXXXXX—XXKXX—XXXKXK—XXKXX-XXXKXKXXKXKXXKX ©

g0 -

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-

XXXX—XXXX-XXXXXXxxxxx' # Edit

Efe
FERTIIRIGEHRTE * BinftEm (CP) *M* EixFa#HAH (Cl) *EENE :
export CP="Azure"

export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—=XXXX—
XXRXXXRXXXXXX""

SCI'BRE “cloudIdentity :

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SCI"

<code>tridentcti</code>
FERATIIRIZEHRT * TinftER * # * Zi% IDENTITY * FEZR(E -
export CP="Azure"

export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—

XXXXXXXXXXK"

LU ZEE Trident M AFFEIZERE cloud-provider % “SCP ™ # cloud-identity SCI :

tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident



R EAzure NetApp Files —EINRETZIE IR
TR EAzure NetApp Files SERIGINFEZ A ~ MABRERA S FIIEK °

NFS #1 SMB Hifitt& AN B4

WMREEFE—R(ER Azure NetApp Files ~ SRETEMAIEER ~ BIAN EIT —EVIIARTE ~ A HERTE Azure
NetApp Files I Z37 NFS Volume ° 5528 "Azure : 52 EAzure NetApp Files THAELLZEIINFS Volume" o

EERTEREA "Azure NetApp Files" i ~ IWEETFIER .

* subscriptionID® tenantID> clientID> location # “clientSecret 7£ AKS

@ =5 LFRASEF D HMAIRAERIER
* tenantID®™ clientID M ‘clientSecret 7f AKS =& HERAEHRE D FAERIE
E o

* REEE - :52[ "Microsoft : % Azure NetApp Files I RE2EE" °
* Zik4A Azure NetApp Files FYFAEER o s552R "Microsoft : i FAIERZR4E Azure NetApp Files" o
* AzuresJEI$RHEAY TSubscriptionID) Azure NetApp Files (EIHREARZIBHITHAEE) o

* tenantID® clientID Ml “clientSecret ¢ "FEFATZZUEEM" 7£Azure Active Directory® ~ BffAzure

NetApp Files ZERIEIRHITIEIHAE - BRI EREEATIIHP—IA !
c ERENEREAR "HAZUreTRLER" ©

°c "B EffEAE" (assignableScopes (TE:JRIARA]) > EBELUTHER » EFRH? Trident FREERIRELR o

BiIB;TAeZE ERHAzZure A\MEILIERAE®R" > o
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"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat



ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []

* Azure location Z/VEE—IE "ZkEVF4IEE" o € Trident 22.01%E location 2¥ 2R imMEEER LERN
WA - FRARERE RAFIEENUESE °

* DUMEERA cloud Identity 5B “client ID W "ERAEISRNGEESZH" LEPFEEX ID
azure.workload.identity/client-id: XXXXXXXKX—KXKXX-XXXKX-KXXXK-XXXKXXKXKXXKKX ©
SMBHAIR &R EthFER
EEHEI SMB Volume ~ {TXBER !

* Active Directory B EMEARZE Azure NetApp Files ° 2R "Microsoft © ZEI7&EIE Azure NetApp Files
B9 Active Directory 4"

* Kubernetesz= S EFELinuxiZEHI23E08, « UK E D —E#TTWindows Server 202289Windows T {E&f
2 o Trident {232 #EH#MEZE Windows &iZ4_E#1THI Pod BY SMB HFEE o

* E/DE—@ Trident #2582 &Y Active Directory 5858 ~ LUE Azure NetApp Files SE#58:EE Active
Directory ° B4 smbcreds !

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* BBEAWindowsRFEHISCSI Proxy ° BERE csi-proxy ~ sA2E "GitHub : csi Proxy" 8§ "GitHub : 78
A WindowsBJSCSI Proxy" A Windows E#1THIKubernetesEi%h o

5| 1% 4R AR IETEELET ffl) Azure NetApp Files

BEfZ Azure NetApp Files B NFS #1 SMB & iR4RACEETE WG EI4RRE SR o
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EIREHE <& REH4E>

NetAppi& /A BiREF4E//<NetAppiR B>

AEERM EREHA/<NetApptR B >/<AE2E Fith>
FEBARRR EIREH AR/ < ERAERR>

FHARE ERBHAR/ < E RS >/ < T AR >
VolumeE R E

ﬁﬁju?’fﬁﬂﬁﬂﬁE’\J#%?%EE&EP?EE"F@BEIE » BUERIFEER B Volume HIRACE - 5526 [FHAREEA] UESHEE

2¥ Sk TEs%
MBE L #RA BE tH FT A PR & RYFR A o r0.00.0.0/0
exportRule HERBLEIRDIRH
A8 ~ LICIDRFRESIHFIE
RIIPvA{iItEER IPvA F 48 B8 4R
& o SMBHAFR & BB o
lhapshotDir =1 snapshot B #2HA] R E #+¥t NFSv3 B9 NFSv4 "false" 2
"true"
(RND R EBITERR K/ 100A%%
TunixPermissionsJ HEREEAIUNIXIERR (48/)\GEML ™ FEEIIEE « sTHREERRE)
#F) o SMBHiIREEBEZB o
4HREEEAH
T EHFIRETERSER - BAPD2HRETEXE - EREERBIGREENSFE °
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EREHRENEIRAERE o FHALLAERE « Trident FIRREEREMEPZRIRKE Azure NetApp Files BIFRE
NetApp tRE - BEEEMFHER « WHEEREFEEERTEES—EAEEN FHER L - HRERE ~ Bt
nasType nfs BERTERE - MEBIHEA NFS HMIREETERLE

ETMIFIYATEERA Azure NetApp Files W AR « BIRARR RS « BER LESRESEAEEN
MR & R HERSMVEEE] o

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus
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B IRAARE E A BYULE subscriptionID s tenantID™ clientID M ‘clientSecret ’ FHAFEE
BB R AEEATEE o

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- resource—-group-1/netapp-account-1/ultra-pool
resourceGroups:
- resource-group-1
netappAccounts:
- resource-group-1/netapp-account-1
virtualNetwork: resource—-group-1/eastus-prod-vnet
subnet: resource-group-1/eastus-prod-vnet/eastus-anf-subnet



EimS 755!

LB IRAAREEARBALE tenantID clientID M “clientSecret (EFRAZEIRS DA SERINEE
)

o

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
- smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus—-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

BAREEERERNSEREERER

B IRABRE SRR E N ETE Azure FINIE « WE eastus BREEEF "Ultra o Trident EEI;IFR
ZABEFZEIR4S Azure NetApp Files BIFRE FHBEE ~ W FEMTE HP—(ERFEE _ M EFHVEIRE o

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:

- application-group-1l/account-1/ultra-1

- application-group-1/account-1/ultra-2



BB FE QoS BEMNE RG]

I & IREC B HERE @ B 7T Azure 1 "eastus’ BB F&) QoS BEMMINIE

version: 1
storageDriverName: azure-netapp-files
backendName: anfl
location: eastus
labels:
clusterName: test-cluster-1
cloud: anf
nasType: nfs
defaults:
gosType: Manual
storage:
- servicelevel: Ultra
labels:
performance: gold
defaults:
maxThroughput: 10
- servicelLevel: Premium
labels:
performance: silver
defaults:
maxThroughput: 5
- servicelevel: Standard
labels:
performance: bronze
defaults:
maxThroughput: 3
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IEBIREREFIE— D SR E N EHE R N EE—FHEK « TEERD VolumeBIRECETERE °

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
virtualNetwork: application-group-1/eastus-prod-vnet
subnet: application-group-1/eastus-prod-vnet/my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

snapshotDir: "true"

size: 200Gi

unixPermissions: "0777"
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IRIFEEAITE—EEPERSARTEER - ENASEREEEXETRNRFER - MABE
fEKubernetesFRE I REB LR RNFHFERNF « EREA - ERBERNERZRAKRED BRMBIKE

performance °

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%le5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- application-group-1/netapp-account-1/ultra-1
- application-group-1/netapp-account-1/ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelLevel: Premium
capacityPools:
- application-group-1/netapp-account-1/premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- application-group-1/netapp-account-1/standard-1
- application-group-1/netapp-account-1/standard-2



S RBIIRERAERS

Trident AIRIEME AT AMEE - ATEFAHIRHEZEIR o "supportedTopologies’ tE{& imAB R RYE 1]
BRRESERIENEIHMNEIEES o IbRisENEIRMEEEMERNSEE Kubermnetes N FIZH
MERMEIGE - ELERIEMNEIHARAUEFFENPRENAFEZE - BN e SR IFFiEHEDNE

%?%E’\Jﬁ%ﬁiﬁﬂu v Trident S7EFFAEIME P REITHEE - NFFHFAER ~ 55 £F (csithizl "2

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:
- application—-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
supportedTopologies:
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-2

HEEESR

UTARA StorageClass EHRA2E LIMEEFEERD -

FHRAMNEHFITER parameter . selector B

fFH parameter.selector T A=EEEIEE StorageClass ERESMTEENERER - ZHEE

SHEMENER NP ERSERER
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

SMBH R & FY E 2= &5 5

R nasType * node-stage—-secret—-name 0 ‘node-stage-secret-namespace EEI4EESMB
MR & ~ WA Active Directorysls5 &k} o
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: "default"

SEmRERERRENEE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

SEMRE ERRREE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}



@ nasType: smb ZIESMBHiEERIEEEHZESS © nasType: nfs 8 nasType: null NFSE
& HYERIESS ©

FERVAE Yy
BUBIKEREZR AT TGS

tridentctl create backend -f <backend-file>

MRBIREIIKRY « RNBIRARARRE o SR IT 7)< RigRecsk ~ UHEREA -
tridentctl logs

AL AEFARRSIERIRIREZ 8 ~ ERIUBR#TTcreatedn < ©
Google Cloud NetApp Volumes

%7€ Google Cloud NetApp Volumes &

RIRTERI LAE Google Cloud NetApp Volumes &€ Trident AY1& 1% o &R LAEA Google
Cloud NetApp Volumes & im2RHif0 NFS #1 SMB #4iR&E o

Google Cloud NetApp Volumes SEENFENEAHE R}

Trident $2f "google-cloud-netapp-volumes' Ei 2 £ iE TV BRENTZE TN o TIRMIFEUEN E13E | ReadWriteOnce
(rwo) ~ ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod ( RWOP) o

BEEhiE B8HBE  VolumetZX ZIRHVFEUER SERERRA
google-cloud- NFS ERAS Rwo » ROX ~ rwx * nfs* smb
netapp-volumes iR RWOP

GKE MZim & 5335

TinE 75 "I:E Kubernetes Pod U TE& &85 552582k 7FEX Google Cloud EJF ~ MIEIetAAERY Google
Cloud &4378H8 o

EE7E Google Cloud FERERS DA ~ CHBEEMRE :
* £/ GKE ZfZE8J Kubernetes &% ©
* EEIRMERE LRTEH GKE 5 GKE F#EZ AR ERENTIEaHE DA
* B% Google Cloud NetApp Volumes BIZE (A / NetApp ° BIF) ABIBE:IARH GCP RFEIRE

* 28R Trident €3 cloudProvider » BJ3§%E [ GCP J # cloudldentity » MA3EEFTEY GCP BRFEIRE o AT
E—{EEH
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TridentEE ¥

G EFEA Trident BEH F&4E Trident ~ 554%%E tridentorchestrator cr.yaml MURRES
‘cloudProvider "GCP" ~ W& cloudIdentity A “iam.gke.io/gcp-service-
account: cloudvolumes-admin-sal@mygcpproject.iam.gserviceaccount.com®

g0 -

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sal@mygcpproject.iam.gserviceaccount.com'

Zfe
FRATIIRIEEHZTE * DinftErs (CP) M * xS H#HA (Cl) *HEENE:
export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sa@mygcpproject.iam.gserviceaccount.com""

LUT & HERIRIEEBIZLEE Trident WERE cloudProvider & GCP “s$CP ~ W{FAIRIEEE
SANNOTATION 5 ‘cloudIdentity :

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SANNOTATION"

<code>tridentcti</code>
FERATIIRIZEHRT * TinftER * # * Zi% IDENTITY * FEZR(E -
export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

LU g ZEE Trident WAFFEIZERE cloud-provider 4 “$CP ™ #M cloud-identity
SANNOTATION -

tridentctl install --cloud-provider=S$CP --cloud
-identity="S$ANNOTATION" -n trident
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#{%:8E Google Cloud NetApp Volumes &if
TR E Google Cloud NetApp Volumes &IfZ A ~ EABHERAE FHIENRK ©

NFS Volume BN E (4t

WMRIERE—REA Google Cloud NetApp Volumes ~ MM EH « BIBEEET—LEVIRRTE ~ THER
T Google Cloud NetApp Volumes #2317 NFS Volume °© s8R "FHiGZ A" ©

7E52E Google Cloud NetApp Volumes &k 2 A - s5CEREES T5EE !

* {#F3 Google Cloud NetApp Volumes ARFE&EHY Google Cloud 1RE ° 52/ "Google Cloud NetApp
Volumes"

* Google Cloud tRPHIE MR - 5520 "HpF=" o

* A Volumes Admin ( NetApp Volume BIE) A Google Cloud BRFEIRS (roles/netapp.admin ©
E2E B EENEIEA GEER"

* {GHY GCNV tREBY APl IBHEZE o SH2B "EILARFIRE TiE"
* @ o A2 REFERMEE"

MFTBANAIERE Google Cloud NetApp Volumes TFEXHERAVEFAEE A ~ 55 "5%7E Google Cloud NetApp Volumes
HITFEVRE 2R o

Google Cloud NetApp Volumes f&i4H A e TEAN 54
BEf# Google Cloud NetApp Volumes HY1& im4HRESEEIE » AAERTARRE &M o

RIRAERGIETR

BERIHEEEE—Google Cloud@HFREHMIRFE - ERTHMENRIUMIRFE « ErIIERH R o

2R A jE
rEl KIEA
ltorageDriverName EFEHENLE #1E
storageDriverName %
BISTEA [ googoogle E
% -NetApp-Volumes | ©
Mgimsail (BEf) RERFENETRE EREnf2NatE+ 11 +API
TR —EB D
storagePools BERZ2¥ - ARNiEEANEHEENRESRA o
ProjectNumber Google CloudiR P EZ4R5% o tE{ERIEGoogle Cloud
AOREEHEKE -
(ITA=1 Trident #1Z GCNV Volume B9 Google Cloud i & °

I E&E Kubernetes &R « ERE I NEIRE
location AJAAIREEZE Google Cloud EIFHRVEREL £
HRENITEEH - BEERAEZELTEIMNEE -
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'nfsMountOptions
(FEHIVolumeA/)v)
CAR75E 4R )

(R
'DebugTraceFlags ]

nasType

supportedTopologies

Volume & RECE EIE

55 AA 6

BB ILABR Google Cloud IRFSIREH AP| £18
netapp.admin ° EFEEGoogle CloudiRFEIR A FA
BERER (BFERIRIHARE) AIISON-EXRA
B o apikey WEBE TIERHNERERY
“type project id»™ ™ client email®

client id™ auth uri token uri

auth provider x509 cert url ™ #l
client x509 cert urle

FEAREEHINF ST 58I o "nfsves=3"
MREKRMNEIFE A NSHILE « WERERERK - "™ FERFEHIHIT)
RPN R HEIRERNRTSER - BLEEEHE flex

standard > premium' 3 ‘extreme ©

ERRIHEEMEEISONARLIZHE "
F GCNV Volume B9 Google Cloud 482 °

SRR AR R E(E R VSR FEAZ o 2 ¢ null
{"api":false, "method":true} ° BRIEMIEEE
ﬁ&iiﬁﬁ?ﬁ@ﬂﬁ%gﬁﬁmE’\J%EﬁﬂEEﬂ ~ BRIEE/MEB LT

RE °

SRENFSTSMBRARE @RI © $|WIBEFE nfs ~ smb nfs
Zinull o NFSEERR &I TERRERR Znull ©

KRB IRPIZENEENEEEE - NFFEEH
58 "EA Tesithizl "2/ - I :

supportedTopologies:

- topology.kubernetes.io/region: asia-
eastl

topology.kubernetes.io/zone: asia-eastl-
a

TR AR PRI FER A Volume BIRACE defaults AHRRIER—EHR ©

W

#
M RRA

lnapshotDir

MREBREE

FunixPermissions.

HEREEEHY

55 AA 6

MR ERVELARR - MAZLE  10.00.0.0/01
SR PRAVERS IPv4 {UHHAEAEEE o

77EY T.snapshot; B#% #¥f NFSv3 B9 NFSv4 "false" %
"true"

REBARIRIHEE B DL " (BRTERMEO0)

AR ERIUNIXHERR (48 \ &L "

HF) o

THHHIETERERE  BARDS2BREFERE - ERERRFERHENSGIE -
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ERBHRENRIGERE c B TEEAERE « Trident BIFREERENMEPZRIKE Google Cloud NetApp
Volumes MIFRB fETFAM ~ MBI TR EREREP—EEE L - AREE » ALt nasType nfs BEH
TE%1E - MBS A NFS MitRETERAE

2 1EMIBE1ER Google Cloud NetApp Volumes Wis IR  SIE4HREIFE IR « (HEER LIGRUIAERES
ISFRBCE MY Volume IRILZEIMNIEEE o
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



IRIFEEEEE—EZEPTEEZEEREER - EREERTE—HPER storage - ENAZEREER
TEABNRTEELR « T EEEETE Kubernetes I KRB LEERIFEFIERER « BLEINREMERHR ©
EREEEZBEANEDSER - fIt0 « ETERAERFIP - performance 12, servicelLevel $8RZH

REDERER °

THAIURRELEEREREABEANMEEREER « UBREREREENTERE © £ 585 F
snapshotReserve * fiz exportRule HAFEEREBNTERE °

ARG 3 "EE R 2 o

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£fc700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zqg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prodlmy-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
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auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

GKE M Eixm & 755!

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml
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Trident AIRIBMEF AT MG - ZTFEEIRHELEIE o “supportedTopologies' It im4ERE RV E IR
BERREESERIENEIFMEINEE - IbRisENEIFMEINENER S8 Kubernetes FEEEIRY F1ZH
HEIGA&IFE - ELEEIRMEINRRAEHEFENPIRHNASEBE - HNESRIGFiRHERIENE
%?%W%ﬁﬁ%*TMaﬂ@EﬁﬁEﬁﬂ@ﬁ¢@ﬁ%ﬁ@°m%ﬁﬂﬁﬁ*%W@ﬁRNE%J@g

version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: asia-eastl
servicelLevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-Db

BUBIKEREZR BT TIEG<

kubectl create -f <backend-file>

AEMRRIREMRINEL » SFRIT o< -

kubectl get tridentbackendconfig
NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fdl1ff9-b234-477e-88fd-713913294f65
Bound Success

MRBEHIRILKRY « RNBIGAAEBRRE o Mol UFERH < RIEMBIR kubectl get
tridentbackendconfig <backend-name> * BT F7dr< K R sciz U FEIREA :

tridentctl logs
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A MAEEAAREAERRIEZ & ~ SR UAMIFRR LG « AR BRIIT create 85 < ©

HEFERIE &

TR LEiEiHENELR StorageClass T o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

s ERBMNEHER parameter.selector © *

fEF « parameter.selector A UAREMNEEE Volume WEEISE StorageClass "EHER"  ZHIEE
BEFMENERIPERZERZEE °
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apiVersion: storage.k8s.io/vl

kind: StorageClass
metadata:

name: extreme-sc

provisioner: csi.trident.netapp.io

parameters:

selector: performance=extreme

backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl

kind: StorageClass
metadata:

name: premium-sc

provisioner: csi.trident.netapp.io

parameters:

selector: performance=premium

backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl

kind: StorageClass
metadata:

name: standard-sc

provisioner: csi.trident.netapp.io

parameters:

selector: performance=standard

backendType: google-cloud-netapp-volumes

NEHFERNFAEN 55 "B FETFERSH -

SMBHHR&E FY E 2= & 45

f£F nasType » node-stage-secret-name ] ‘node-stage-secret-namespace > ERJLISE SMB

MR & MR PR EEAY Active Directory
BEPE G R o

e
ﬁ?&?\ g

o (R BB 1E / EHERR Active Directory % / ZHEARA] A ED
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Tasen R ZEEREARARE

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"
SE st = E AR

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

SEMRE ERRREE

78

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

S{pvc.namespace}

csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret-namespace:

S{pvc.namespace}



(D nasType: smb ZIESMBHiEERIEEEHZESS © nasType: nfs 8 nasType: null NFSE
& HYERIESS ©

PVC E& |

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

AEE PVC BERIR  FIT Ma< ¢

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY

ACCESS MODES STORAGECLASS AGE

gecnv-nfs-pve Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb79%9a213 100Gi

RWX gcnv-—nfs-sc 1m

= ENetApp HCl — AR R ZIhEERISolidFire & ix
BRAZAN{AITE Trident L8P AERTREL ©

TREERRA AL

Trident $Ef# “solidfire-san #7Z5REITE NN B ER EEIBE o TIRMNEFEUER B1E © ReadWriteOnce (rwo)
ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod (RWOP) o

‘solidfire-san fEfFERENTENZIZ file M block WHHREIRI - #JY "Filesystem®
volemode “ Trident EEI—E volume WEIIERZRMR - ERRAIFLH

StorageClass?EfE°

EREhiZTt EERE Volumei&®=, FTHENFEELR S ENERERS
lolidfire - san. iISCSI EiR Rwo » ROX ~ rwx HEEZZALK - FEILE

+ RWOP IREEE o
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EEEiER FEHRE Volumei&E, SHREFEERER SIRIERRS
Folidfire - sany iSCSI ERAR RWO * RWOP {xfsh ~ (ext3) -~

FsEZ Al
ERUTHRRIRZA - MEETHIER

* TIEIEFERE - ATHTTElement#fE o

* R4 NetApp HCI / SolidFire 2 £ B2 S5yl A E R ERDE

* {EFFBEMIKubernetes T{EENEAEREZ LA E ERIISCSITA
B UmARAREEIE

T ARASE « SR TR -

2% =R AR

rAEl

MtorageDriverName] EFEHEXNBTE

Mg ima T8 BB HEFRIR

i MVIP « R SolidFire $R TR R

BN ZHAREDEIANESE

(VIPY 17kt (iISCSI) IP{uitFNEEE

(&) ERFIEEERNEEISON-EE
REE o

(RE£E) EFANERSE (WRKAE -
SHEIL)

(¥I%A23IFACE) RHSCSIRERHITERENEH TE "

{UseCHAP) fFF CHAP B&:E iSCSI o Trident f&
FH CHAP ©

(TZERE£4E) EFERANEFEEHHIDBE

(HEBY) QoSH#I%

(PR&IVolumeA/\) MRERMEFRE A/ NSHUEE
E= T N5

'DebugTraceFlags. SREEHEAREF E(FE RV SR IEE o Al
-~ {"api" : false - "method"
. true}

O
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{extd)

s UEIEHRE o

AR "TIEEREHEN" -

FE=R
KIBEAT
&i&7% T SolidFire - SAN |

I SolidFire _ 1 + {7 (iSCSI)
IP it

=0

S22 [ Trident 1 HITZENEEZR
ID

" (ERTARHINT)

null

PRI IEFE & TRE R AR TR S+ AARVECERBED « TRIFE/DfEMA debugTraceFlags) °



g1 . BB IRARRE solidfire-san —iEhsiE EIETIVERENFEL

HEEERIFR R EACHAPEREE R RIRIESE ~ W BB E QoSiR-EHI=EVolume BRI RE! - [KRAJAEE (&
F3 TIOPS) f#fFiER 2 #URE IR « UERSELER]

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

#0512 : NBIRRFEFERNMAER solidfire-san BREMENEEREIRM
AR ERERE R MR ENRIEERE « UWKRBRELERTAStorageClass °

Trident EEERAECER #I%H.:%T%&J:E’JE%%’E%EU@ wi#F LUN - BT HEER « fEFEESRTUHESERE
RERNERZE - TIREESHIREE D4

£ FTEFFMREMRIFERIET « FHEMAERENREFERNREFENTARE type RMR - ERERMEE
PEHEK storage BER ° FEULEHFF « FEMEERNITEITRERE « AEERHAEEBR LilifaRE -

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
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T%StorageClassE &2 LM EREIRA o {F/ parameters.selector HIF « F{EStorageClass & A

82

SVIP:
TenantName:
UseCHAP:
Types:
- Type:
Qos:
minIOPS:
maxIOPS:
burstIOPS:
- Type:
Qos:
minIOPS:
maxIOPS:
burstIOPS:
- Type: Gold
Qos:
minIOPS:
maxIOPS:
burstIOPS:
type: Silver
labels:

store:

<svip>:3260

true

Bronze

Silver

k8scluster:
region: us-east-1
storage:
labels:
performance:

"4"

COSIE 3
zone:
type: Gold
labels:

performance:

cost: "3"
zone:
type: Silver
labels:

performance:

cost: "2"
zone:
type: Bronze
labels:

performance:

cost: "1"

zone:

solidfire

dev-

us—-east-

us-east-

us—-east-

us—-east-

<tenant>

1000
2000
4000

4000
6000
8000

6000
8000
10000

l-cluster

gold

la

silver

1b

bronze

1lc

silver

1d



WRLE EE # E RO AT AR SR & Volume © HABRERF S EFMERNERE RN T ERSEREHE -

85—1@ StorageClass (solidfire-gold-four) FMRETEIE—EELM - ERM—IREHEERUENEE
Volume Type QoS ° Last StorageClass (solidfire-silver (E#&—1@E StorageClass) FER{EMITRHIRME
HRERTEREEM © Trident 8 REBZENMEERER « RN SHFRK °

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: performance=gold; cost=4
fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=3
fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: performance=bronze; cost=2
fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=1
fsType: ext4d
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

fsType: ext4

NFFAEN ~ F2H

* "Volume7zEXEF4R"
ZIESANEEFIFZTLONTAP

ONTAP SAN EEENFE T AEER

RABRARUNE{ER ONTAP 23R ThSeHITHREAITHBE M SANERBIFZ T 2R 58 E TORE M BYT8
s © ONTAP Cloud Volumes ONTAP

ONTAP SAN SEBIFZTUEEANE it

Trident $2{£T5) SAN ZERENTZ « AT ONTAP REETTIEN - TERMFEUENELE | ReadWriteOnce  (
rwo) ~ ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod ( RWOP) o

BeEhizl BHHE  VolumelEX ZEMFEURT XIRAERERA

FTONTAP-SAN ] iSCSI SCSI &1 Rwo * ROX ~ rwx - ISR ;) ERERE
over FC RWOP =

FTONTAP-SAN ] iISCSI SCSI| (&= z 4% RWO » RWOP (xfs) ~ (ext3) ~ (ext
over FC 4)

EEARBIEEER P E
SE{HEH Rox #l rwx o

FTONTAP-SAN] NVMe / &1 Rwo » ROX ~ rwx ° WIS AN ; ELLE e
TCP RWOP

Im

I:IE = Fﬁ‘j
NVMe /
TCP H9E At
EEEIHo
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EeENIZ TV B@WE  VolumelRT ZEAIFEUEI SERHEERT

TONTAP-SAN ] NVMe / =N RWO * RWOP {xfs) ~ (ext3) ~ (ext
TCP 4)
N EREAMHBIEERER P E
A2 H{EF Rox # rwx o
NVMe /
TCP B9 ELfth
EBEIGo
{ONTAP-sanf&z5 ) iSCSI &R Rwo » ROX * rwx EIERARMT ; [RIAEIRE
RWOP B
(ONTAP-san#SiE) ISCSI 1EERH  RWO » RWOP (xfs) ~ (ext3) ~ (ext
4)

EREARGEIEEE P E
3E(E A Rox # rwx o

* {8/ ontap-san-economy REFRHEMIFE FRAEFHFEAE SR "S21EH ONTAP Volume

PREI" o
* f£F ontap-nas-economy REFEMEEFHEFTHTERE S "SZHEH ONTAP Volume
@ FEH" #1 ontap-san-economy EAERRESNTEL

* 287fER ontap-nas-economy MRETEHAFEERRE « K IMENITENE -
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EREER
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* NVMe REZEFRK
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* S0 | ONTAP ¥t BBEFFREMRIVERE LB - BRERAAAEENZEEAAE ~ fIE0 Tadming
g Tvsadminl ~ LUBEMRELONTAP BRERARRAESM -

* REEE ¢ Trident I AEARET R IHAVREE ONTAP REE o TUE ~ BinERLAESHPHER
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g0 admin B} ‘vsadmin ° YIEEIFEIREISRZR ONTAP hRARIRIBIEAE « BLERAFIAESG AR Trident
IRZASFrERBITNEE APl - BEIRE2E ABBAIBILIIEEC Trident £/ ~ (EXERER ©

86


https://docs.netapp.com/us-en/asa-r2/get-started/learn-about.html
https://docs.netapp.com/us-en/asa-r2/get-started/learn-about.html
https://docs.netapp.com/us-en/asa-r2/get-started/learn-about.html
https://docs.netapp.com/us-en/asa-r2/get-started/learn-about.html
https://docs.netapp.com/us-en/asa-r2/get-started/learn-about.html
https://kb.netapp.com/on-prem/ASAr2/ASAr2_KBs/su_create_by_SVM_admin_using_CLI_fails_with_error_No_candidate_aggregates_are_available_for_storage_services
https://kb.netapp.com/on-prem/ASAr2/ASAr2_KBs/su_create_by_SVM_admin_using_CLI_fails_with_error_No_candidate_aggregates_are_available_for_storage_services
https://kb.netapp.com/on-prem/ASAr2/ASAr2_KBs/su_create_by_SVM_admin_using_CLI_fails_with_error_No_candidate_aggregates_are_available_for_storage_services

BImERBAHIL T

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

EefE » BImEREM — LA FEHEDENAE - BiUBIKZ % « (FHELE/ZEEE L Baseb4iRhs « Wi f#1F
AKubernetest%® o Y N EHRIneM —EEEERANHRITE - Eit - E2—IBMASIEE1RE
HKubernetes [{#ZEIEE#IT ©

R RENRENS D5

WMMIRA N RIS « WELONTAP Z& i - BinERRE =&

W
R

* BRIRE&SE | AR iR/&EYBase64 RIS E
* BRIRAAE TR | BEIAR 2IRAIBaseb4 RIB(E

* {S1ERICACertifate : RISECAEEHIBase64RmtS(E - MRFERSERICA ~ RILRIRMHILS R - MRKER
S1ERICA ~ RIRT BB LRI o

HAN TERIZEE TSR o

1. BEEARIHREMNER o B4 55 Common Name (CN) (—f%&# (CN) ) REAONTAP BEHE
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. BEEMICAREMIEONTAP EREHRE FEEHRREFEESRE - MRKERGENCA -« FRBE -

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 7EONTAP X iEH&E F AR Im/&ENEE P81 o

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

@ HITIEAR <& » ONTAP ﬁ?%‘?iﬂu NEE o Bh EER 1 HESER k8senv.pem tEERA » 74
B A END MU Fehy gt

4. HEEDONTAP %38 Tcert) EgsB A M IBINAE o

security login create -user-or-group-name admin -application ontapi
-authentication-method cert

security login create -user-or-group-name admin -application http
-authentication-method cert

S. EAEENRTAIFERSE - LLIONTAP Management LIF IPFISVM&FBENX <SfManagement LIF>FI<vserver
name> °

curl -X POST -Lk https://<ONTAP-Management-—
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. {EFBaseb44RiE/&:E - £IRMSEMICARS °
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base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. SRR E—SEISHERIL B °

cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

Fommmmmmmmm== e Fommmmemecessseseseses s s sses
o= o= +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmmm== e ee== o sssesese s s sess
Fomomomoe Froccomomo= +

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl
online | 0 |

e S e e e e
Fommmmm== o= +

BHEREE D A BN SN R B

1R
Il_l\

ST ERTIRA R

~ DUERARRERERE AN e EDE TR o EMiESAERAITT | EAEAE RS/ EE

AYR IR P B IAERRSE ; ER&RENRIGF EMBERERE/EE - SREEM - L ABRRRANRES
7~ REAIGERSE 7k o AABEAENBbackend jsontEE « EREZMIT MridentctiBInER1 FARHZ2H -

89



cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

ISR - (7P IR LA BHONTAP BRENEE (INBI0S) - HERERS
() # - GEEEES RS EESTEEERE - AREHERLUSRRIES « 2%

{EONTAP == SEMIBRERIREE ©

BHRIEATHEH B 2 HEENFR - 1 AR E 2 R BIUNEEEELR - fIINBIREHRT Trident
AL ONTAP #&imi@sf - WERIER A Volume {EZ o

# Trident F£1ZH5] ONTAP &2

R LUE B RE Privileges 2K3E1 ONTAP Z2EAE « EERMAEE(ER ONTAP BEEEAEKHIT Trident
MIEE o ERTE Trident BimAHREF A SERELTEE « Trident FERKIEILR ONTAP ZEEABRKHNITIE

BRI Trident EI3TAEAVRANEM « BB Trident B ABELR" -
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an

{§£F3 ONTAP CLI
1. FRTYGSERIUIMAE !

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. 2 Trident EAE R FHESRE .

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. BAGHEEFRE !

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

fEFSystem Manager
7£ ONTAP RAEEIEEPMIT FHIPER

1. BiUBRTAR "
a AEARERRBIBTAG  FEN " BRE>RE " °
(8) EE7E SVM EBREZIBIAR « FEN * #FRMHE > 77 VM > > required SVMRE >
fEREHEATE - -
b. 3EHY * ERENAR * EHFHEESR (*—*) o
C. 7 * A * TEE +Add °
d ERABHRA - ABRE—T*f#EFE" o
2. * RAEHEE Trident A& * | +7E [ EREEAG ) RELHITTIDER
a. 1 * fERE * TEBGEER + ©
b. EEVFRRAVEAERTE « A%RE * A * WTMIXIIERPENAS
CH—T T f@EEF"1 o

FHAEN  F2RTYER :

* "AREE ONTAP B TAR "N EX B A/"
c "EABNERESE

{EFE M CHAP B35

Tr

ident ATAERA ontap-san-economy SEBIIZNAVE R crap BBEE iscst TEREER “ontap-sanc iz
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91


https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api

version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkeslpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ fuseCHAP) 2HEHMEIE  REERTE o FAR(ER MR  IHRAtrueZ & ~ ERIEER
Hg 7R -

F% T "useCHAP=true"Z4h ~ "chaplnitiator Secret (chaplnitiatort%%) - "chaptarketatorSecret
(chaptarketusername") ~ "chaptarketusername" (chaptargetuseamuse") #1"chapusername" (chamus7Ei

U RIFEIHRZ % ~ AT ridentctl update HEEATIEE o

TR
HEESIEEERRT useCHAP 4 true - 357 Trident 1E{#72%i% LB E CHAP ° EEIETHER :

* f£SVM_LEERECHAP :

° WIR SVM WIEREER L 2MERB SR (RS TR ) * B - MIREHIRATASHFERN LUN ~ A
Trident ERFARZEMHERRS cuap ~ WHEBERTE CHAP BEh2M BREAE RBARE -

° 18R SVM 85 LUN - Trident iR~ E7E SVM LEIA CHAP o ErBERAIRH% SVM EBEFER
LUN BY7£EY o

* RECHAPEIENZM BIRERE RBNHKE | BLEEBANATRIFEEPIEE WL -

B BIEZE ~ Trident EIEEMN tridentbackend CRD ~ iif& CHAP M {E B LBHTES
Kubernetes 1% o Trident 7EILBIREIIAIFRE PV #23EB CHAP #HE R M o

FRRURER I BT I

{EAT T Tbackend.json) HEZEHEICHAPRE « LUEHCHAPLEEE o ISEETICHAPILE « I{E
F3 Ttridentctl update | #p<3RRIRIBLEATE o

@ EHBIHE CHAP HZREF ~ IKAZEB R “tridentctl SRE &R o 5701 ONTAP CLI 3¢ ONTAP
AR EIE S FNHFEE LASTE - EA Trident REZIIGELEE -
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cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o Fom e
- o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbebbc |
online | T

e —— e — e e ettt
t——— R +

RAEEGIEREIRE ; (1R Trident 7£ SVM EF#ENE « RIS LEEEFEBERFER AR o SNVEGRER
EHHERER - MRARNERSERERS(ERT - PEEPVEVERIENER - REEAEMLITRER

SAN/ERREZETRELFHIONTAP

BEARUN{AITE Trident 247 KA ONTAP SAN EEENTET o ANENIRHBIR4AREEEHI K
BB IREIFEE StorageClasses MIsFAAE K] o

"ASA T2 ZA"EEMONTAPRAE (ASA « AFFFIFAS) E#FENEFLBAAR - BLEEEERXERLESH
BIEF > ANEEREFRARAR o "EAR T AR ASA r2 ZAEBLEM ONTAP R 2 ERIZER" ©

@ HE “ontap-san'ASAr2 Z#Z1EEEENTEIL (21K iSCSI » NVMe/TCP 1 FC #3E) °

ETridentBIGREF » BEIETLEHRMAEASA 2 o BITEELE “ontap-san {4 “storageDriverName Trident™]
EHEEAIASA r2 SEMONTAPR AR o TR » FERIHRTESHINEARASAR R4 ©
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2% sHEA fE®

PR MRFEAESHIEE S « AEAETERLE - MR " (FARTEEIBIT)
#lAggregateusa  #&fEEF Amazon FSX for NetApp ONTAP i ~ 35
gel }87€ limitAggregateUsage ° {gfHAY fsxadmin #

‘vsadmin' A ELZ{ER Trident HEENE 42 {E RSN R
HIFFERUEERR « REIEE ASAr2 244 ©

(PRFEIVolume X INIRERMHIREA/NSHILE « EREEXRK - th ™ FERFGREINIT)

N ZIRHIEEE LUN BURKHFRE K/ o

{lunsPerFlexvol &EFlexVol {ELUNMIERALUNEE  SEEMZETE[50 100
) « 200]

'DebugTraceF| SEEfHHRRFEMFAIEREEEZE - Hlg0~ {"api" : null
ags| false ~ "method" : true}

FRIEEETE T TRER HEAR L T ¥ AR R SCER1EEN ~ TR
SAINER ©
(useREST)  fEFAONTAP REST API FIFMHS# o true ¥ ONTAP 9.15.1 EFAR
> BB falseo

‘useREST E&REA “true’
TridentfFONTAP REST API
Blginds ; BRES “false
Tridentfff ONTAPI (

ZAPT) MROYEARIREITE o LEIhAEEEoNTA
P 9.11.1 KEEARE o LI > EAERY
ONTAPEABBNERFHM

‘ontapi fEA - ERIBBAEEN
‘vsadmin M “cluster-admin®
Ao Trident 24.06 HrAsFonTaP
9.15.1 HEShRASEHLE »

‘useREST =RES true TBR ; BRE
‘useREST %] “false {fF ONTAPI
(zAPT) FFOY o

‘useREST Z2/ & NVMe/TCP BIEK o

@ NVMe {£%1EONTAP REST API » 7%
& ONTAPI (ZAPI) ©

WMRIETE > ANIBARRTESR "true BRATTASA 2 R4 ©

sanType FARERE iscsiiSCSI » nvme NVMe / TCP 8 fcp  iscsi HIRZER
SCSI over Fibre Channel (FC) o
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2 SllE TE%
formatOption Y formatOptions IEEMSTHIEGSTISIE
S %ﬁ{tﬁﬁﬁ%@ﬁ%ﬁgﬁmtﬁglﬁ ‘mkfs© i___l- %Ip\

RIBRIFEERIEINIE Volume o :EF5ATEEEL mkfs
T EIEACEINRTIVEIE « B EREERK - #fl
[ -E nobard |

*$& “ontap-san'#l “ontap-san-economy %75 iSCSI
HERBEEIFETL o **ItESh > 7EfEA iISCSI
NVMe/TCP W ERF » x4& ASAr2 &t o *

limitVolumeP 7E£ ONTAP SAN &HEBIRPFEA LUN BF ~ afEkpy " (FERRAsRHIETT)
00lSize A FlexVol A/ o

denyNewVolum PR ontap-san-economy &imiEII#TAY FlexVol HEht
ePools EBUEZH LUN - RBETERFEN FlexVols B i
B PV o

£ formatOptions AYiE:E
Trident#E:E R AU T EBERIRETERIE -

* -E nodiscard (ext3, ext4): FEEHFE mkfs FEEEIR (r?ﬂ%ﬁﬁ:@iﬁﬁlﬂ%Eﬁﬁ*ﬂﬁﬁﬁﬁ/ﬂ%ﬁaﬁﬁﬂ%ﬁ%ﬁfﬁ
BH) - EEAEZAMNEIE-K » WHBEA ext3 ~ ext4 12X ZR4

* K (xfs): REEHIT mkfs EXEZTR&I o IWEEBBERAR xfs 1E2 R4

f£F Active Directory /&8 M&lx SVM EgsETrident RIS 17
IR BRI AR RE TridentAf£ A Active Directory (AD) /Re& ¥ & in SVM 178858 © 7€ AD IR B[ IA7EEX SVM Z Al »

,_\M\'E‘“""' AD #EisiEslun ¥t s Eesk SVM UEEVERR o H7LEA AD IRPEITREEIR » G AR AER
o & "TEFONTAPHERE Active Directory ABIiZ L TZEY" T AR=¥15 o

1. %%k SVM EC BRI LTBRA (DNS) RE :

vserver services dns create -vserver <svm name> -dns-servers
<dns_server ipl>,<dns_ server ip2>

2. $11T 58S 1E Active Directory 174 SVM T ERSHIRS -

vserver active-directory create -vserver DataSVM -account-name ADSERVER1
-domain demo.netapp.com

3. LRSI AD FRENBHEREERE SYM
security login create -vserver <svm name> -user-or-group-name

<ad user or group> -application <application> -authentication-method domain
-role vsadmin

4. ETridentBIRRERET > 32E username M password 2D RIA AD [FEHE N EFBL B o
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev?2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default

snapshotReserve: '10'

HiMERREEREIIMFABEMIEE ontap-san ~ Trident 73 FlexVol ZBSMEAN 10% A
@ = UBH LUN REEE o LUNIYERE A/NEEREZEEPVCHRERBA/NTEHERE o Trident 4%

10% #IEE FlexVol (£ ONTAP HEETRATAA)) o FREERETUBEMERNTRER

£ o ILEE A IELUNRAM:E « BRIEFTBETRBE R 2F A c ERBEANONTAP-sanfSE R o

HINEEBEIR snapshotReserve » Trident U T AR EEHIAN ©

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 @TridentAE41 LUN 7TERIMEESMNAIIEIFlexVol BY10% o ¥452 snapshotReserve =5% » PVC 55K =5
GiB > BI4EREIR& A/ A 5.79 GiB » AJAA/N\A 5.5 GiB ° “volume show &5 % FEEE T E2 S5 5 S 1LIAY 45

Aggregate State Size Available Used%

_pvc_89f1cl56_3801_4ded_979d_034d54c39514
online RW 18GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd
online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951la_@Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

Bal ~ RERBEXN « FEERHEARREAER Volume °
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RIEAERSHEM)
THEHIERERERE  BARDSBREBFERE - ERERREREENSGIE -

@ WNRITTE NetApp ONTAP LH2HC Trident 5/ Amazon FSX > NetApp ZEiEEIsE £ gl
DNS %478 > M IP {itk o

ONTAP SAN 34

EeFRNEARLER ontap-san BBHER :

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

MetroCluster 15

TR E R « BRETHAMTIMEARFERENRRIRESR "SVM ERHEER"

EEEEUIAMTE > BAERT A svm 2#FKIEE SVM "managementLIF o /40 :

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password
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ONTAP SAN #7547k &1 45

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>

ReE B ERsE SR

TEUEEAABREEHIP clientCertificate v clientPrivateKey M “trustedCACertificate (
=R~ REAEERCA) BIEA backend. json A RIBISAP AR « AEBERAEECARENE
ROAMRISIE ©

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulIGNsYXNz
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& CHAP #if)

E't:bﬁﬁ%@ﬁﬁ@ﬁ@ﬁﬁuﬁ useCHAP ?&Eﬁ true ©°

ONTAP SAN CHAP #5fj

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SAN %57 CHAP &34l

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe / TCP &5

CAZETE ONTAP &im _E5RE NVMe BY SVM

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

SCSlover FC (FCP) &if3l

o IZEEEAR NVMe / TCP BIE A& IH4H

WL JATE ONTAP BinsEHA FC B SVM ° E& FC NERERIHAERE o

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_fc

username: vsadmin

password: password

sanType: fcp

useREST: true

1
BE o
mnen
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version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:
nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\
lume.RequestName} } "
labels:
cluster: ClusterA
PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

formatOptions ONTAP - SAN 4575 R EREN T2 T &5 15

version: 1
storageDriverName: ontap-san—-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:

method: true

api: true
defaults:

formatOptions: -E nodiscard

EREENRIREA

EE‘E@%E%@%%@%EP N @%r%a‘ﬁﬁﬁﬁ%ﬁim?&ﬁﬁiﬂ’ﬁﬁ?&ﬁ ~ fFgn spaceReserve fﬂTt N
spaceAllocation fR ~ # encryption & c ERERNEERFEERPESRMN °

Trident 7 TER) WAUPREERECEIZER ° 7 FlexVol volume Trident L3R EMRE SR ERER LMNFE

REENINFERCERNHFTHRE - K7 HEER  FEESIUHHSEAERERIEERRE « LRIEER
IR & 4E o
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EELEEFIF - BLEAEFNEBEITRER spaceReserve © spaceAllocation M ‘encryption {8 M
R RN EBEETERE
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ONTAP SAN 54
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version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm _iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"

gosPolicy: standard
labels:
store: san store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: "40000"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: "20000"
zone: us_east 1b

defaults:
spaceAllocation: "false"
encryption: "true"

qgosPolicy: premium
- labels:
protection: bronze
creditpoints: "5000"
zone: us_east Ic
defaults:
spaceAllocation: "true"

encryption: "false"
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ONTAP SAN #7547k &1 45

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"
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zone: us_east lc

defaults:
spaceAllocation: "true"
encryption: "false"
NVMe / TCP &

version: 1

storageDriverName: ontap-san

sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:

spaceAllocation: "false"

encryption: "false"

# & in ¥ FEE StorageClass

%! StorageClass E&AZS/H [EHREENEIRHZF] o B parameters.selector HfIH ~ &
StorageClass #3 & MFAUFLE E#FEE ] BN TR - MIEE R S EFAENERE RPN EERERERT -

* o protection-gold StorageClass EHEEFNFE —EERER ontap-san &if . EEM—IREER

RENER o
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

f

=
=

° protection-not-gold StorageClass ¥ EEHTHIE _BEFME=BEEREE ontap-san Bl :

ME—IRHEBRIMREERIEE -
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

EEM—%

(i

° app-mysqldb StorageClass @HEEFHE =EEHER ontap-san-economy &if :
mysqldb $ERFE AR IRHEREFHERHNER o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

o protection-silver-creditpoints-20k StorageClass EHEEZEFHE _EEHRERE ontap-san
&in - EEM—IRHEIBARIRE 20000 1E1S BAEEBIE Rt o



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* ° creditpoints-5k StorageClass EHEZEPHE=BEHRER ontap-san PRI IR FEIEERE

& ontap-san-economy & : S —¥#E 5000 BEEHAMHBNERFE °

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* o my-test-app-sc StorageClass E¥EE testArP HMEHRERE ontap-san SRENTENIBED
sanType: nvme ° iEeM—MEEARFEIEE testipp ©

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Trident EREZENMEERER « WRFATSHEEK -

ASNASEEENTZTLONTAP

ONTAP NAS EEspf2 Uit

RABERANAIEAONTAP ThEEEFITHAEENASERENTE T AR E HAEIE VB i - ONTAP
Cloud Volumes ONTAP
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ONTAP NAS SEFNFEHE R

Trident #2115 NAS f#FRRENTESX « F1EL ONTAP REETEN - TIENFEUERXEIE | ReadWriteOnce  (
rwo) ~ ReadOnlyMany ( ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod ( RWOP) o

ERSNFE FHHE Volumet®®, ZIEMTZEUET S IENEZERG

FTONTAP-NAS | NFS SEFN Rwo » ROX ~ rwx ~ "\ nfs* smb
Hu 2 RWOP

{ONTAP-NANASZ#Y  NFS EERR Rwo * ROX * rwx * "\ nfs™ smb
Fu\ RWOP

TONTAP-NAA- NFS BERERG Rwo * ROX ~ rwx * "\ nfs> smb
flexgroup. iR RWOP

* {8/ ontap-san-economy REFHEMIEE FRETHTFEAE SN "2 ONTAP Volume

PREI" o
* fF ontap-nas-economy REVHEWMIEEFRASTHTEHE SN "S2HEHY ONTAP Volume
@ FEHI" #] ontap-san-economy EAFAEENTET o

* 87fER ontap-nas-economy MRETEHAFEERRE « K MENITENE -

* NetApp RE:ZTEFTE ONTAP BEENFE XA ER FlexVol BEIETE » ONTAP SAN BRSbh o fEA
KIFEFEHE > Trident SZIREAIRRMRY » WHRIEIET FlexVol BEEE o

EREER

Trident FREAE LL ONTAP 8¢ SVM BIEENFNHIT « BEEAEEREAE vsadnin SVM EAE « HEfE
A “admin’ AEHERA BN AERBEIERE -

HH AR NetApp ONTAP ZBZH) Amazon FSX ~ Trident TEEA € LL ONTAP 5 SVM BEEEMN SN « FAEE

ERAED vsadmin SVM FAE « 2 EEHERACNARLBIFERAERBIT fsxadmin o “fsxadmin
EHEARMBNAEEEIREFERSE o

WREEALE limitAggregateUsage 2% ~ R EREEIERIR o #& Amazon FSX for NetApp
@ ONTAP $3#C Trident fEFEBF ~ LIt “limitAggregateUsage' 280G £ B “fsxadmin EAERE 5
Bic “vsadmin £ - MNRTIEELLDE ~ AHRREER BRI -

EEZAR] ATE ONTAP FRZII B ARGIMNAE ~ 5 Trident BRENTENAI AR ~ BERMIREZEKRM © Tridenthy
RZHhRAERE IFOUZEIMNYAPI ~ T LAPILBMAEZ £ « EARESHREESZ HE

#EEFONTAP R ANASHEEBI TR R R B
BEAZ(EF ONTAP NAS BEENFZTU5RE ONTAP 2iRAVEEK - BRsE IR BE HRAY

%€ 25.10 KRZABA%E » NetApp TridentSZHF " NetApp AFXEHTF 24" © NetApp AFX #7F R A EEMONTAP R4
(ASA ~ AFFFIFAS) 7EREEFENEFAXLEFRAR o

() 2% ontapnas’AFX #3548 NFS WHERBNES, ; T548 SMB 7 -

112


https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap-afx/index.html
https://docs.netapp.com/us-en/ontap-afx/index.html
https://docs.netapp.com/us-en/ontap-afx/index.html
https://docs.netapp.com/us-en/ontap-afx/index.html
https://docs.netapp.com/us-en/ontap-afx/index.html
https://docs.netapp.com/us-en/ontap-afx/index.html
https://docs.netapp.com/us-en/ontap-afx/index.html
https://docs.netapp.com/us-en/ontap-afx/index.html
https://docs.netapp.com/us-en/ontap-afx/index.html

ETridentBIHREF > BEBIEELENRFE AFX o BEIERE ontap-nas 1% “storageDriverName' TridentA]
BENMERI AFX R4 ©
* B ONTAP &l » Trident EXRE/E—ER S DHECAA SVM ©

* SR UBITZERSER « EIIEAEP—EHS —EEFER o fIa ~ SR EFERBIGold4Ex!
ontap-nas EEENFEXFNIEAR ~ FH ontap-nas-economy — »

* EFRERIKubernetes TFERBLERN AL EEERINFST A - 2R "FiEE" UIISEZFHEER -

* Trident (2X32#MEE Windows EiZ5_ F#11T8Y Pod B9 SMB HEREE o 40 EEFALE SMBATEE EFFAEN -
H2E o

E&#:E ONTAP i
Trident 1Rt MTEEEE ONTAP & iRAIRT

* UERE [ IEIENEEEH ONTAP BinlER EHMHR - B CHEARELEENZE2E A A EHEFIR
B~ B0 admin 3% vsadmin MFEREIONTAP EHARASHIR AMESYE ©

* B WRABETERIRRE/RE © Trident 7 SEEL ONTAP REEN © 7EILEE « BIRE RV AR ZTAR
In/&eE - BIWMEERNCAKRE (BEMEA) BIBase64iRiS(E o

TR UAEFIRA R - UEESIRENRER S AZERE - 8 « —RAZE—EEREH X - EBUMER
ERERE A « CUARERIRERPBIRIRARE

(D mpousERRERERE  ERRTSERK  EATHPRESEREN S -
BmRERE
Trident B SVM #EE / #EWE BRI « 745 ONTAP BIHEH - RBCHEPRENTATHAES
I admin & vsadmin ° MILATREMREBRIE ONTAP KRAHIBIASIEAE - BLERRAATAE® ARIAI Trident
HRASFAEFBRUINAE API © EISTZ 2B A B @ AR IILIZEE Trident (A3 ~ EFEBE -
BRI AT
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

credentials:

name: secret-backend-creds

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

Al Al

svm": "svm nfs",

"credentials": {

"name": "secret-backend-creds"

FHiolE B ER W — LA FHEISEMNE - BRI Z B « FAERE/ZEZ U Base644R5 « Wi #7F
AKubernetesté® o B /BB R —EENENEERNTE - Bt - ER—BAEIESRE -
HKubernetes /{#FEIEEHIT °
B /RE R eSS
IR ANBIETTLEREDS « WEONTAP ZBIHE: - B EEZE=—([EARH o

* ARREE | AP iR/&:EMBase644RIB(E ©

* ARIRFAEEE | AL Z I8 Base644RIGE ©

* {S1EBYCACertifate : Z{S1ECARFEHIBasec44RiSEE o UNRERESERICA ~ BIABIRHIEBE - IR KRER
{S1EHICA ~ B ZBZHERIRE -

HAN TERIZEIE TP o

1. %E%ﬁﬁ%?ﬁ%ﬁ%ﬂﬁﬁ%oéiﬁ\ samCommon Name (CN) (—fg®%# (CN) ) REAONTAP EisE s
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. BEEMICAREMIEONTAP EREHRE FEEHRREFEESRE - MRKERGENCA -« FRBE -

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. 7EONTAP X iEH&E F AR Im/&ENEE P81 o

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true

4. FESDONTAP X% lcert) Bas873 ARUIRINGE ©

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. EAEENREAIFERE - LLONTAP Management LIF IPFISVM&TEBE X <SfManagement LIF>F<vserver
name> ° A ERRLIFRARFFIRAIRE S TEREREIE] -

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>"'

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. FRAR E—TEISHEREIL B °
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cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o —— o et ettt it
o +—— +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

o —— e e it ittt et P
+————— - +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o f——————_ Rt et L P
o t———————— +

EiTERsE AT E Bk

ERIAEATIRARE N « UERTEMNERS AR ERREN o EMEI AT | EAEREREEE
AR IRE] ERTAGE ARG ; (ER/REN RN EMAEAE QB - EEEEM - CUABRRANESRR
7~ RBITIGEREE /0% - AAMBEAENNbackend jsontE % ~ HHEIERITHMNERH tridentctl
update backend°

cat cert-backend-updated.json
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{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e ittt e ittt b o
T e i+

| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

R fremememessess==== fessmssee s se s o s s s e e
f======== fmmmmeme=s “F

SCHEEIES « (7 BIERLALEHONTAP BABNER (11NBI0S) - HEEENRE
() # - mEEESES RS EEREERRE - ARTHEBUSRNIES - 2 &0
HONTAP S RN EHTBE -

EHMBIGASHEHE BRI ZHMIEENER - RS E X BB WHIEEELR o IR IFEIRT Trident
AJLLEL ONTAP & im@sf ~ WEEIER AT Volume {EX -

# Trident 1. H:] ONTAP A&

fEA AfE AR Privileges ZIEL_L ONTAP £E£AT « EHRMAEEMEA ONTAP BIEEAGAAHIT Trident B
E’JT’E¥ o BIRIE Trident BipsHRE T A SEAERTER « Trident SEAKEEIIA ONTAP EEABKRNITIE

=<

UNFEEEIL Trident BEJABNFHHEE « 552E Trident B BEEESS" ©
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an

{§£F3 ONTAP CLI
1. FRTYGSERIUIMAE !

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. 2 Trident EAE R FHESRE .

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. BAGHEEFRE !

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

fEFSystem Manager
7£ ONTAP RAEEIEEPMIT FHIPER

1 BUEAE
o BEAEEEMRTETAS HR BE> BT o
(30) EBfE SVM BRRIESTAE - FHBI * (MR > (72 VM > > required svi BE >
ERERRE " o
b. B * EREMAE * ENHBET (—) o
c. 75 * Bt * THRIE +Add °
o EHAEHRA  RER—T * o
2. IAEHEE Tident BRAE* © + 1 [ FAERAE | BELHTTIISH
a 1 * (A% * TREEEET + -
b. BENFREAIERERTE BT A - W THAERPEREE o
c. #H—TF [ o

FHAEN  F2RTYER :

* "AIREE ONTAP NE AR EEB I HE"
c "EABNERESE

EIENFSEEHREA

Trident f£F8 NFS BEH/RRIZRIZHI S HFAECE 2 IR B RITFEN

Trident 7E{52 A EE LH /R A FHR My (B 2878
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version: 1
storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135
svm: svml
username: vsadmin
password: password
autoExportCIDRs:
- 192.168.0.0/24
autokExportPolicy: true

EFRLETHAERS ~ A BRERSVMAPRIREREE A B SoRiZ I ELRE « W AB AFFEECIDRE
1R (FIENTERELRR) RIELHFRRY o sEFEETE NetApp EEHIREBHEMUE « & SVM EAR
Trident °

LUT R A L s AR ThARE VB S I

* autoExportPolicy BRIEA true ° &7%n Trident @AFEAILEIFA SVM #iEEE Volume EBILE
HIRA) svml ~ WEAAIIEE R REEIEFRABVFTIGAIMIER autoexportCIDRs o TEHARE NN EENRLZ A
ZHRE EEARERANTEELRR « U LERKENFIGZHEE o ERIREZMEERS Trident B -
BEU—EELRR - HELBEG 315 CIDR BIRAEIR IP B9ERE qtree 1H[E] o ZLE IP hEFMIEER
FlexVol volume Ffi{sFRYEE H /R Al

° fln
* &% UUID 403b5326-8482-40der-96d0-d83fb3f4daec

" autoExportPolicy 8REA true
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= gtree %4184 Trident _PVC_a79bcf5f 7b6d_4a40 9876 _e2551f159c1c FlexVol ~ EA#r%HY gtree
EITEHER - AHEH qtree #EI7FE trident-403b5326-8482-40db96d0-d83fb3f4daec’
HEA -

‘trident pvc a79bcf5f Tb6d 4a40 9876 e2551f159clc MUKRIE svM LEaEHIZEaE
HEE trident empty © FlexVol EHERIBRANER qtree BEHIREIFRE & BOEIREIA0E
& o RMIMAE AL EE S B EATHELERE -

* "autoExportCIDRs 8 L@ IR/EE o IH(IAZERREAL ~ 78584 0.00.0.0/01 ~ T:/01 - WMRKE
F  Trident ¥TIGAFA T L(EENEE B 213 56 [E B8 BLEHE AL ~ WIRMHHARY) o

TEUEEEHIR 192.168.0.0/24 ~ FIZMAINEZER] o ERMAUMULAINEEEERBY Kubernetes &k IP 81 H AR
GEIEE Trident FREIZAELRE] o & Trident EFEBITHENEER > ©YHIEEIEEAY IP (it » ¥ FEAIR(M
B ESEITIRE autoExportCIDRs © TEEEMEF » 1EEHE IP 218 » Trident @A HEFAEMEIREMEL IR IP
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Trident B S E#HBIRZE ~ BRI LUEASE RN tridentbackend CRD HKiEERIR tridentctl -

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: ext4
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kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'
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TR fERmER N2 —REISMBEEHARE "Microsoft EIEF XS HEBRIRIRA N EIRE TEE
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vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. MERHAEBEEIT :
vserver cifs share show -share-name share name
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1. £ TridentBackendConfig FR$5%E adAdminUser > 1 IR -

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap

namespace: trident

spec:

version: 1
storageDriverName: ontap-nas
managementLIF: 10.193.176.x
svm: svmO
useREST: true
defaults:

adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

2. FEGHF BRI AR o

70 trident.netapp.io/smbShareAdUser’
EREHREE trident. netapp.io/smbShareAdUser’ fE:ZEl  smbcreds &R o

Hpf 7 — “smbShareAdUserPermission
full control °

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:

name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission:

trident.netapp.io/smbShareAdUser:

parameters:

backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name:
csi.storage.k8s.io/node-stage-secret—-namespace:
trident.netapp.io/nasType: smb

provisioner: csi.trident.netapp.io

reclaimPolicy: Delete

volumeBindingMode: Immediate

1. #IIPVC o

tridentADuser

smbcreds

SERREEES > UARE svB MAEKRK - A5ikEE
SETLUBELLT
full control ’ change ’> & read ° FERERE
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LUFEEf#z PVC :

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/snapshotDirectory: "true"
trident.netapp.io/smbShareAccessControl: |
read:
- tridentADtest
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc
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R

£ ONTAP NAS BRI 24 B L

@ FITHY storagePrefix B > qtree A E
RNEREFRIEFIT » AT SRR
&&iEH o

{Aggregate) BrREREEERNAggregate GER ; INRERE ~ Blws "
BISIREASVM) o ¥H52 “ontap-nas-flexgroup SEENFE
o LEETEE R o RKIEK « EfRENES
BEERB] FIA A2 FlexGroup Volume ©

7 SVM B EE#f Aggregate B « EEE
iBERE SVM MEmEEEE Trident
Hl28 ~ 7 Trident D EENEH - BIETE
Trident & E 5 E Y Aggregate LAEC

@ & Volume B ~ YNRAF Aggregate E5f
mAEBEH SVM ~ BIfEEREE SVM
Aggregate B ~ BIFREERE Trident
FRBYSKBURES o fRAZEHE Aggregate &
¥4 SVM B Aggregate ~ 2 H
S ERREPR ~ ABEFBRIRERT LAR ©

*SEIMIEER AFX HFR A ©

PR MRFEAFBBUILE L > BIfcERK - RER " (PR aEHIIT)
f#lAggregateusa ¥ Amazon FSx for ONTAP ° *:5/$5 € B AFX {4
gel FRiF
FlexgroupAggreg ANEREENEGIFE (BRH ; MREHRE « A
ateList WBTEIKEG SVM ) < 15Ik4 SVM FTE S & RBEE

PR %2 FlexGroup Volume © £3E * ONTAP NAS
FlexGroup * ZEESFE ©

£ SVM HEE#f Aggregate SBERF « &
ZEifims SVM MEBEEHRLEN Trident
P28 « HENTE Trident PEFTHES o
E{T1E Trident FREHEN
Aggregate 5 ERECE Volume EF ~ Ul

(D) £ Aggregate BEEHDRIBY,
SVM - BI7E#R59 SVM Aggregate BF
B EE Trident AV BRAREE o
1RAZBNE Aggregate SHEE T A SVM
IHEESEE - R EEIBIRUE
BIRE 4R o

J((gEﬁ%'JVolumejt NRFRAVERRE A/ WA UL E > BIFCERK - " (FERAEREINIT)
AR

126



2¥ sREA HER
lDebugTraceF| SFEEHEAZRFEERAAMEIEEZ o FIM0 ~ { "api” : null
ags| false ~ "method" @ true}

sA7N1ER debugTraceFlags BRIEMIETE SRR
EEFHRISCERAEED o

nasType BoE NFS 3¢ SMB HRERIEIL © EIEA nfs » nfs
‘smb T ZE(E ° FREA null BIIFEEREA NFS HLREE o
WNERISTE > BMRERERTES "nfs BHAN AFX fFERLE ©

FnfsMountOptio LAIESE I FRAINFSHMEEIEEEE o Kubernetes-
nsJ Persistent Volume BY# & EEIEE B B X FEFIERAIE
TE ~ BMNREFEFER P RIEEREIEE - Bl Trident &
Bl AFERFERMARERZPIEENEEEE - IR
E7FLRR N ARRSE R P RIEE (A HMEETE ~ Trident
B ARG IERAIGAV I ENR & _E e T s -

"gtreesPerFlexvo fgFlexVol @2 Aqtree ~ W BIEEEA[50 "200"
I « 300]
smbShare e LIEE Y EA—IE . /8 Microsoft EIEFIE4S smb-share

g, ONTAP CLI Z37AY SMB HFBE&%E ; 75 Trident
321 SMB HAMEE ; IS EE TR U IEHEA
MR & o Wt AEREEE ONTAP ~ LB AERE

B o Amazon FSX EE LB EZ1E ONTAP #&

im ~ BARAIAZER o

{useREST) fEFIONTAP REST AP| BTG RE o "useREST :RE true 1 ONTAP 9.15.1 KESHR
2 “true TridentSEFEONTAP REST API B11&i53@:f; 7> FBH| false o
EiREA false TridentfEF§ ONTAPI (ZAPI) LAY EA T
i@ o LETHAEREONTAP 9.11.1 RESHRA o tE4h
> FR{EAMONTAPE A A B NEEFZEVER -
“ontapi' FEFE c FAERIEME T iE—% © "vsadmin #l
“cluster-admin’ A& o {£Trident 24.06 KxZ<F1IONTAP
9.15.1 SEEHRZASEIYE > "useREST :RES “true TE:R
; 828 "useREST 3 “false'{#F ONTAPI (ZAPI) M
Y o YNERISTE » BIAARRTES true B AFX #7F

limitVolumeP 7£ ONTAP NAS &HBEVBIR(ER qtree BF ~ ATEKRAY " (FERAF@HIBIT)
oolSize FlexVol K/ LR o

denyNewVolum PR “ontap-nas-economy &R IT#TAY FlexVol HEh
ePools EBUBEZH qtree - RBTAEFFIEN FlexVols ATARL
RIEFHY PV o

adAdminUser HB7A SMB HAZT2FEUERA Active Directory BIE
EFRENFERAERE - FRLLL2#MA SMB HAR
HEAEZREHIRNEIESHER o

ARE RICEHIRENRIRHERREER
ISR LAE APV IS IR R HITER B IRACE defaults AHREEES - MNFFEHH « F2 B THIAARREH
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W

#

"paceAllocate (

cE)
(frEE)
MRER R B!
F'qosPolicy

{adaptiveQosP
olicy)

MREBREE

[PlitOnClone

e

M BEER

TunixPermissio
ns|

lnapshotDir

B EER
(R

nameTemplate

Sk a0
gtree BYZERI D EC "

ERERBEEL ; M (BRE) = M Volumes (1) "#E"

E({FEFHRISnapshot/RE "

BISAAFT R MR & MIQoSIR B - Fi2EEMHE "

EE /& IRIE P —{EqosPolicydiadaptiveQosPolicy

B RAAFT IR A IR ERVERE M QoSIR A BHAH - BEiEE "

EREEFEE/BIHNEF—EqosPolicy

T{adaptiveQosPolicy © N ONTAP-NAS-£&EH 7 15 o

REB4AAIREBRIEIEE B 9L F'0J W snapshotPolicy
= T BB T

BIIEASE ~ RERXEERDEIELR "R

TEFRARE & B NetApp Volume Encryption (NVE "&"
) > TBER%A false o AATERE RN EANVE

A REEFBIEEETE o AIRERIGRUE NAE ~ Bl Trident

A EBYE Volume EBHGEIE NAE  INEFXE

& ~ sA2 R0 Trident ¥N{aI5 NVE F1 NAE 1EECE(E"

o

DERAILER MH#)

HHRENEDR "777" R~ NFS HiHE&E ; SMB %
REAZER (FRER)

PEEHIEBIFE . snapshot B ¥ NFSv3 B9 NFSv4 "false" %
"true"

E(FEHANEHRA "FEER"

R EMNZ 2RI c NFSZHE mixed Ml unix €% NFSTEEEZ unix °c SMBTEERA

B | SMBXIE mixed Fl ntfs BRHER | tfse
1211 B TR B R AR o .

47 Trident f5F8 QoS [EAIBHATE ONTAP 0 8 LB « (HEREFAIELAM QoS AR
(D) & reEESRIBEERESERE - £ QoS RUBERARNNTHIE LIFa HeRE
EH9 LR o

Volume = REC & &)
TR ERTEREREH
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:

k8scluster: devl

backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:

api: false

method: true
defaults:

spaceReserve: volume

gosPolicy: premium

exportPolicy: myk8scluster

snapshotPolicy: default

snapshotReserve: "10"

%7 ontap-nas M ‘ontap-nas-flexgroups TridentIRTEFERIFMEGTESE > UHERFlexvol MRS
£ snapshotReserve BOLEF pvc IEFEUTCED - EFREEX pvec B> TridentBFERAFMNtELEE
VREBESEMMIREIEFlexvol o ILERAIBMAFRERAET pve PESHEHFBRNARAZR » MABLDIHRHESE
KOZE[M o £ v21.07 ZAI BFEMAEEK pvec (BN 5 ciB) B MRREEEE SIS 503 BIREE
%EE 2.5 ciB WABAZERM - EeEAAFEREERNSEEMERE o snapshotReserve ‘=EHPNES
Eb o #ETrident 21.07 H > FHEEERNETRAZRM > MTridentE&F 7 %M ©

“snapshotReserve BEERTAGERBNE DL - EFREAR ontap-nas-economy ° BH2ELUTE
BT BE T FRIE :

SHEARAT :

Total volume size = <PVC requested size> / (1 - (<snapshotReserve
percentage> / 100))

HIRBTESE = 50% H PVC 55K = 5 GiB WYIE N » #EEE A/\A 5.5 =10 GiB » RIAA/NNA 5 GiB » E1E &
{EAETE PVC FHRAPFHERMIA o “volume show' #5% FERE T B Lt S5 B LAV A%
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Vserver Volume qurpga‘P State TyrF
_pvc_89f1cl56 3831 4ded4 9f9d &31d5IL39514
online RW 18GB

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW 1G 511.8MB

2 entries were displayed.

FaR Tridentt > SLRILZEMNIRARIEF U LR A XX EHIRE o BN FAHARRTEILAVE » BEZREE X/ NUER
FIEEE o filEn > —1@ 2 GiB B9 PVC &5 “snapshotReserve=50"cRiM4E R B EIRMET 1 GiB BT B 2R - 4
> SR E A/VEEES 3 GiB 0 41 6 GiB MR & _EAERZTIZM 3 GiB BRI B AZER] ©

RIKAHREEEA
THSEHBRTERERE  BAB DI SHFREERE - ERERRIHEREENTTE

(D AR IETENetApp ONTAP £ #E TridentfINetAppsz1E _E{FFHAmazon FSX ~ i EI5EIifsBIDNS
£%8 ~ MIEIPALE o

ONTAP NAS 4875545 5351

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroup il

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroCluster 5

TRAILGRER M « BRATRMIABFEENRRIFESR "SYM EREER"

EEEEETIAMYIA « FAFEBSE SVM managementLIF WEBE dataLIF #l svm 28 o FI40 :

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB Volume &/

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
datalLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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BB EREE SR

B/ \WEIRAEREEF] o clientCertificate s clientPrivateKey Hl
‘trustedCACertificate (ER -~ IRFEAEBEACA) BIEA backend. json W FIESEHEBPIR&
i85~ B ERIERIEECARENERCARISE

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXR0ZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BEELRAES

R EFIERBAAN{AIIETR Trident EASIRSELRAIR BENZ LR EEELRR] o M ontap-nas-
flexgroup” EEREANEFESMER ontap-nas-economy °

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4
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IPv6 i ik&E 15

I EHEER management LIF EAIPVEiIiLE o

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: " [5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipvé6
svm: nas_1ipv6 svm
username: vsadmin

password: password

Amazon FSX for ONTAP £/ SMB Volume i

o smbShare ] SMB &R ONTAP EEE FSX 28 -

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix
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version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

EREENRIKES

ETEERHNRIGERIERHFP - FHEMBARFEARERENTERE « FIM spaceReserve # ~
spaceAllocation {& » M encryption if o [ERE RN EERTFERPERD °

Trident 7F ER) BUPREERECERRE ° FHERTE FlexVol for 3% FlexGroup for ontap-nas-
flexgroup £ ontap-nas ° Trident EEEREEER « HERER LB ERERNEIRERIEE - A7
HEER ~ #EFEESUHHESEERERNIERER « LKERRUIEE DA

FELEHMF « BLERFEFNEBRITERER spaceReserve » spaceAllocation M ‘encryption & - MHE
EERNEBERTARE
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ONTAP NAS 54

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: "false"
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: "100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: "true"
unixPermissions: "0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: "75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
department: legal
creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"



ONTAP NAS FlexGroup &l

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:

spaceReserve: none

encryption: "false"
labels:

store: flexgroup store

k8scluster: prod-cluster-1

region: us east 1
storage:
- labels:
protection: gold

creditpoints: "50000"

zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"

zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"

zone: us_east Ic
defaults:
spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze

creditpoints: "10000"

zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: "false"

unixPermissions: "0775"
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ONTAP NAS #5534 zx &1 151

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

& IR ¥ FEE StorageClass

H2E T3 StorageClass E# [EHtEEEIRHZH] o (B parameters.selector HfIH ~ EE
StorageClass & & M0 HILE E#iEE & o] A EIEHIRE o MEER EEFMENERERNPEESERZEE °

* o protection-gold StorageClass ¥ EEHFMFE—EMNE ZEEREE ontap-nas-flexgroup &
i . ERE—IREERFENEIRM o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* o protection-not-gold StorageClass ¥ EEHHIE =M EMEEREE ontap-nas-flexgroup
®&in . SR —IRESHLIMRERRNEIRA

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* ° app-mysqgldb StorageClass X EERRIELEERER ontap-nas Rif | EEME—7 mysqldb £7
AR REFFHEENEE -
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* tprotection-silver-creditpoints-20k StorageClass E¥FEEFRYE = (EEHERE ontap-nas-
flexgroup R&if . EEM—IRHIRARREN 20000 &5 AREVE R ©

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* o creditpoints-5k StorageClass BHEEFHFE =EEREE ontap-nas BIRHNPHE ZEERSE
& ontap-nas-economy &% | M —#A 5000 EEHMHANEEFE -

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:

selector: "creditpoints=5000"

fsType: "ext4d"

Trident ' REZENMEEREER « WRFRTSHEFEFEK -

B datalIF FIR4EREZ

TAIATEIASREREE datalIlF > 777AZHIT FFen< » IEHRY dataLIF I2AHTAYE IR JSON 1E3E -

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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@ MR PVCS &I —EsZ1E Pod > E4/ERIBARTE HIFER Pod

AEER -
%% SMB #if|

/8 ontap-nas SEEIZ XN RIHACE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

£/ ontap-nas-economy B2V R IHECE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas—economy
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

BA#FEFANRIREKE
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm0
useREST: false
storage:
- labels:
app: msoffice
defaults:
adAdminUser: tridentADuser
nasType: smb
credentials:
name: backend-tbc-ontap-invest-secret

% ontap-nas SEENTEXHVETFLEREEH)

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADtest
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete
volumeBindingMode: Immediate

(D FE(RANN “annotations’ BXAAE E SMB ° YIRR A » €& SMB MELEF » ERRingl PVC
PRE T HEEE -
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% ontap-nas-economy EEENTE T AU ETF BRI EE )

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser3
parameters:
backendType: ontap-nas—-economy
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

BEEE— AD FHEMN PVC &)

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/smbShareAccessControl: |
change:
- tridentADtest
read:
- tridentADuser
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

BE%1{E AD fEFRER PVC I
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-test-pvc
annotations:
trident.netapp.io/smbShareAccessControl: |
full control:
- tridentTestuser
- tridentuser
- tridentTestuserl
- tridentuserl
change:
- tridentADuser
- tridentADuserl
- tridentADuser4
- tridentTestuser?
read:
- tridentTestuser?
- tridentTestuser3
- tridentADuser?
- tridentADuser3
spec:
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 1Gi

Amazon FSX for NetApp ONTAP ZE

AEC Amazon FSX for NetApp ONTAP {8 Trident

"Amazon FSX for NetApp ONTAP Ef" @2t EMAWSHRT « nl:ER A E@b&ﬂuﬂ“’

FiNetApp ONTAP BEEFEXRMRBVIEZRZ R4 o FSX for ONTAP VMware ] ;R {3E A A4

FEHINetAppINSE ~ MEEMEIEINAE « RN RO BB FAWSERNE S « 8EE - &2
MFIETTIE o FSX for ONTAP Sforsz#2ONTAP Isfftt 122 RAMRINFEFEIRAPI o

BT LAHE Amazon FSX for NetApp ONTAP 182 2478 Trident 24 « IHE{RTE Amazon Elastic Kubernetes
Service (EKS) AR#117HY Kubernetes & FJECE H ONTAP {7 V@ IRFIEZFHENIRE o

BERMAEAMazon FSXWEEER « FHLIONTAP IRASEBN—ERE - TEESVMA ~ e LEEII—ESK
LEHIEE « ELEIRERHFERARKTIERNERKHERIAES © Amazon FSX for NetApp ONTAP #&LUE
It EERARNFERIRME - FHERAKLEETES* NetApp ONTAP Sing* ©

&£/ Trident 22 Amazon FSX for NetApp ONTAP - f&a] LIFE{R7E Amazon Elastic Kubernetes Service (
EKS) H#IITH Kubernetes S5 AIAMHIEH ONTAP RN EIRMIERIFEMMIEE -
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BRT "Trident 53K" ~ BEFEF ONTAP B FSX £ Trident & ~ [KEFRE

* IREMAmazon EKSEE S HITEIEMKubernetesiSts « BEZ4E Mkubeclly ©
© AR EE T EERELTZENAYIRA Amazon FSX for NetApp ONTAP IS Z AN T ERI%32 (SVM) o
* BEGFAITVEEIEE "NFSELISCSI" o

@ AT EEAmMazon LinuxAUbuntuFf BRVEREEZEH T ER "Amazonid 23 iR&"  (AMis) ~ fRIE
RIEKS AMIFEEYTRE o

Z

fein

* SMB Volume :
° {EAZIESMBHAEE ontap-nas 1EREEENFET
° Trident EKS Ffi0cF3Z#& SMB Volume ©

° Trident (E3TB#LE Windows B5E5 FHITAY Pod 9 SMB BIEEE o 1 " A ESVBHILE" Batila
A HSBY -

* £ Trident 24.02 Z A1 « EEEB EEHE DI Amazon FSX iR A LRI MMIEE « 58 Trident fil
B o F/ETE Trident 24.02 BEMThRASPEERULRERE « 557E AWS FSX for ONTAP R IR EEIE R PaE
fsxFilesystemID > AWS apiRegion > AWS apikey #fl AWS secretKey ©

@ MREER IAM BEISESL Trident ~ BYRJLAEB&HE « “apiKey # “secretKey @i FAHEISE
“apiRegion 44 Trident o ANZEEFARE N ~ 58 "FSXIEMHONTAP SiE4EASEIEME 20 o

[EIFFfEE A Trident SAN/iISCSI 1 EBS-CSI BEE1F23(

WNRETTER ontap-san EBEIFER, (B0 iSCSI) & AWS (EKS ~ ROSA  EC2 SR Efth#nfTIERE) —iEfE
FA > BIENES FFrEER S IRISECE RIS B Amazon Elastic Block Store (EBS) CS| EBEIF2 AR - & THERZKR
RINFER B B[R —HIRL LY EBS HifE » CEEEZBREHREPHFR EBS © EEFIFERT "multipath.conf &
FFRETridentzR E I > ERHE EBS HERRHEPRTEZ BRI 24 ¢

defaults {

find multipaths no

}
blacklist {

device {
vendor "NVME"
product "Amazon Elastic Block Store"
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Trident $EHMEEREIET ©

* 088 (JB38) ' 7 AWS Secrets Manager REE2MIEFRE o A UBERERRIERZR - AEFEH
fsxadmin vsadmin 2 SVM s&ERNFERE

Trident FELL SVM £ E N EEHREIABZ AEABIERE S DHIT vsadmin ¢ Amazon
@ FSX for NetApp ONTAP B fsxadmin ' fEFE{ZAEARMENE ONTAP *admin &G
#E o B FaFIEERIBEC Trident £ vsadmin ©

* REHEY ¢ Trident A4 SVM LRERREE ~ Bl FSX 18R AH LAY SVM 4@ ©
MERAEENFEEN  A2RCHREEN R ¢

* "ASNASEZEEONTAP"

* "ZIESANERFEONTAP"
23854 Amazon Machine B#{& ( Amis )

EKS Z2ELIERBIEEZL > H AWS BEHEHAET EKS RfE{EFLE Amazon Machine BE& (Amis) < LT
AMI BE3&3@ NetApp Trident 25.02 Al o

Ami NAS NAS 425 iSCSI ISCSIAAE
AL2023 x86 64 ST 2y 28 =1 =89
ANDARD

AL2 x86_64 =284 28 2t =
BOTTLEROCKET x £ ** =/ REH NER
86_64
AL2023 ARM 64 S 2 21 2/ =
TANDARD
AL2_ARM_64 =28y 28 2 =
BOTTLEROCKET A £ ** 21 R TEA
RM_64

* * UMNRAEFENBENRL » BUEIEMIBR PV

o REAR TridenthikZs 25.02 BY NFSv3 ©

@ MRUIERTHEREN AMI > WARTAZIER » RERTHEFAE o IWRERER B IETT
B9 AMI BY35RT o

* A MITRVRE ¢

* EKSHRZ : 1.32

* REET5E | Helm 25.06 #1 AWS HitnscfF 25.06

* HH NAS > NFSv3 Fl1 NFSv4.1 #EABAIR o

147



* {£5H% SAN #47 iSCSI 5 » IE NVMe B o

* BRITAVRIE *

* 17 f#F4ER) > PVC > Pod

* MiB% : Pod > PVC (—f% > qgtree /LUN -7 > NAS 128 AWS #15)
MTHAE B2

* "Amazon FSX for NetApp ONTAP H9sZ 4B {4"

* "Amazon FSX for NetApp ONTAP HZRS& IR S E"

I IAM 65 AWS Zh5

REI LU Kubernetes Pod 32 E AU AWS IAM A #E1TERRE ~ MIEIRHAERER AWS 22
55 s UFELAWS BJR ©

(D =26 AWS IAM BEE(TERE « TAARER EKS H1E Kubemetes 4 ©

#2317 AWS Secrets Manager

AL Trident & &t¥f FSX Vserver 17 APl » UEA K EIRHEFRE » RILHET B SEEEM o FIRELERE
HNLZ AR AWS Secrets Manager Z05 o FIE » IR ERLE > MASHEIL AWS Secrets Manager 2
15 » HhEE vsadmin IREAIER:E ©

IEEERIZR I AWS Secrets Manager ZBHEH{#7F Trident CSI 5935 :
aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials"\

-—-secret-string
"{\"username\":\"vsadmin\", \"password\" :\"<svmpassword>\"}"

B3 1AM [RE
Trident W& E AWS #ERA SEIEFEHIT © FHLt » MHREZI—ERE - 52 Trident B FPRERAVERR o
% FIfER AWS CLI #2137 1AM JRE :
aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy
—-document file://policy.json

—-—-description "This policy grants access to Trident CSI to FSxN and
Secrets manager"

* SR JSON #8f1 * -
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"Statement": [
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "*"
b
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager—-name>*"
}

1y
"Version": "2012-10-17"

AIRTSIR A RARG (IRSA) #£1I Pod Identity I IAM B

SR LUE R EKS Pod Identity 52 Kubernetes BRFEIRS » FEACA AWS Identity and Access Management
(IAM) Bt » fERA IAM ABETIRISIRE RN (IRSA) « (EAIEEREAFEAZIRFEIRA M Pod A8aIUFEA
BEREFEERER AWS ARTS o
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Pod 515

Amazon EKS Pod Identity BB {E T EIERERAEV/RFEES > FHLL Amazon EC2 HIITERE R EIE
Amazon EC2 HiTERRIRHEENAR ©

E1Z8Y EKS F5 %4 Pod Identity :

RO LGEB AWS SR TS AWS CLI IESEIL Pod 545 -
aws eks create-addon --cluster-name <EKS CLUSTER NAME> --addon-name
eks-pod-identity-agent

BELEMEL2E"RE Amazon EKS Pod Identity Agent" o

% trust-relationship.json :

J237 trust-relationship.json X4 »  EKS ARFZEREFES07IE Pod Identity BILEEE - SABEII—EAEBNU

TMEERBNAS !

aws lam create-role \

--role-name fsxn-csi-role --assume-role-policy-document file://trust-
relationship.json \

-—-description "fsxn csi pod identity role"

trust-relationship.json Xff :

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "pods.eks.amazonaws.com"
by
"Action": [

"sts:AssumeRole",
"sts:TagSession"

A BRERMNE 1AM B
i E— (B BRI AGREEMMNEIEZIN IAM A
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aws iam attach-role-policy \
—--policy-arn arn:aws:iam::aws:111122223333:policy/fsxn-csi-policy

-—-role-name fsxn-csi-role

#237 pod &5 REH -
7 IAM A &F] Trident ARFEIRE  (trident-controller) ZR#EI7 pod &% RaEH

aws eks create-pod-identity-association \
--cluster-name <EKS CLUSTER NAME> \
--role-arn arn:aws:iam::111122223333:role/fsxn-csi-role \

--namespace trident --service-account trident-controller

ARFSHR E REEE (IRSA) BV IAM A&
{#F3 AWS CLI :

aws lam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

* {S1ERE1% json tEZE © ~

"Version": "2012-10-17",
"Statement": |
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-
provider/<oidc provider>"
by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

}
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FEIMERPITIIE trust-relationship.json :

* * <account_id> * - &Y AWS tRE ID
* * <oidc_provider> * - EKS 258 OIDC e f&aJ L 1T 75!)18 B 2KEX4S oidc_provider :

aws eks describe-cluster --name my-cluster --query
"cluster.identity.oidc.issuer"\
-—output text | sed -e "s/“https:\/\///"

* £/ 1AM [RAFTIN IAM B - -
BuAGR  AEAUTHLRRE (ELASEPEL) WNEAS !

aws iam attach-role-policy --role-name my-role —--policy-arn <IAM policy
ARN>

* BgsE OICD fRItE SR E R * !

HESDITHY OIDC {HAE R SRy EARRANG o ERTLUERA T < 2R EREE ¢

aws iam list-open-id-connect-providers | grep $Soidc id | cut -d "/" -f4

MBEEAAZE > FHEA TR IAM OIDC S2EE 7217 BRk

eksctl utils associate-iam-oidc-provider --cluster Scluster name

--approve

WNRIEFER eksctl > sAFEH THEEHIA EKS PRIARFEIREEIL IAM A&

eksctl create iamserviceaccount --name trident-controller --namespace
trident \

-—cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole
--role-only \

--attach-policy-arn <IAM-Policy ARN> --approve

Z4ETrident

Trident f§15 T Kubernetes H3E AR NetApp ONTAP {#1ZEIEAJ Amazon FSX - ;2%
AEBMEESENE TN ERENIE o

G BT AP T EL R — R85 A R4 Trident
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* 2
* EKS Mot

NRICHEEARIRINGE > 55% 4 CSI Snapshot #EHIZZMINNTTH  MIFFMAER ~ 552H "EUE CSI Volume
HUERBRINBE" ©

7538 helm 22 Trident
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Pod 515
1. i Trident HelmfE1EE ©

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. (ERT5EHIZEE Trident :

helm install trident-operator netapp-trident/trident-operator

—--version 100.2502.1 --namespace trident --create-namespace

RILUER “helm list sp SAERI LA SHARE KL - BIENRTE > dhZEf > BIR - K& > EAERRAHE
sThRARSE ©

helm list -n trident

NAME NAMESPACE REVISION UPDATED
STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-
100.2502.0 25.02.0

IRFZIRAHE (IRSA)

1. #F1ETrident HelmfE7FE :

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. 3% T

1\]

BinletE) M RS0 HE:

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam: :<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

——Create—-namespace
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ICRILUER “helm list sp SHERI R ECFABE KL > BIENRTE > spRZEf > BIR - K > EAERZASA
TESTRRARSI ©

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2510.0 25.10.0

MNREITEEA iISCS| > AERTEALIRER LA T iSCSI o NREEHANE AL2023 T{EED
BEHEE R4 > BIRJLUEBTE helm ZEEFEIE node prep 2B BEENZE iSCSI HE I :

(:) helm install trident-operator netapp-trident/trident-operator

--version 100.2502.1 --namespace trident --create-namespace —-
set nodePrep={iscsi}

1538 EKS Moo %8 Trident

Trident EKS Mt B S RMILZIHEMIZI0 « SHEREIE - WALIB AWS BesE - FTEL Amazon EKS fAECfE
F3 o EKS MifNyct rlsREFF @R Amazon EKS RERZERTE « MR RE « REMEMMINTHPIERN I

2o
FoRIFM
TESRTE AWS EKS By Trident fitiNcfF Z Al ~ sAHEELR B TSRS -

* BEAEMMETEIM Amazon EKS E&EIRE
* AWS ¥t AWS THIZBIHER -

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI 482 : Amazon Linux2 (AL2 x86_64) 3% Amazon Linux 2ARM (AL2_ARM_64 )
* BBLEE! . AMD 3¢ ARM
* IREHY Amazon FSX for NetApp ONTAP 1&ZE &4k

EXFE AWS B Trident Mifnrct
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BEFES

1. BAEX Amazon EKS 4 : https://console.aws.amazon.com/eks/home#/clusters o

2. TEAIEMEET » 3 Clusters ©

3. EEUEERTE NetApp Trident CSI o AVEERLTE o

4. ZEEY * Mth0TT o SABEEEN * BUSESHIMTH * o

S. SEMIR AT P BREZEMI N IO
a. [ THESE AWS Marketplace MM 35 » ABEESERBHA Tridents ©
b. 3EEN NetApp B9 Trident /514 _EARIIZES IR ©
C.IEE T Do

6. 7 * REEIMNMITH * REEE L ~ BUITTFIILSER !

() M6 Pod Identity Bl » MBGBELSEE - -

a. FEEFCEREAR * kA~ o
b. yNREREM IRSA B » sAMERRE I EAEREF A ANREHE !
CIRBCEERR  fRE ¢ o

* KER DT ECERET » & EcE(E 289 HY configurationValues 28R EAKEELE—ED
BRPEITAIAE ARN (BRRABUTHER)

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

+
MREHERBRAFEER ER) ~ WIREMNTHN—ZERE I ER Amazon EKS Kihirt
HREER o MREKRRALEE - BHEIRARTEELEEHR « AEER IR o ol UERELERITHER
%it%ﬂé&i%ﬁﬁﬁ@@i% o EEEVILEEIE Z Al ~ FAFEE Amazon EKS il T A EBEELEERTEIENR
E o

1 BET—H > o
8. T mRKRIME * EmLEE B o
Mo LEE e E e EIELENMMmTH o
AWS CLI
1.3 "add-on.json {4 :

712 Pod Identity > s5fEFLA TR :
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G ==

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",

¢ IRSA Bisg > sAEAMU T !

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",
"serviceAccountRoleArn": "<role ARN>",
"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role
"cloudProvider": "AWS"

() mf <role ARN> HI— S BEFFRE I A0 ARN ©

*2.%24E Trident EKS SMEER © *
aws eks create-addon --cli-input-json file://add-on.json

eksctl
T fla < ELEE Trident EKS M0l -

ARN>'",

eksctl create addon --name netapp trident-operator --cluster

<cluster name> --force

7 Trident EKS MiNTT
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BEIES
1. 7B Amazon EKS #Z#l1Z https://console.aws.amazon.com/eks/home#/clusters o
2. TEAIEMEET » 3 Clusters ©
3. EEUEEEH NetApp Trident CSI T aVEE LTS o
4. ZEEY * Mmoo * REIFE o
5
6

. 3EHY * Trident by NetApp * > JATEHEEY * 4REE * o
. 1£ * Configure Trident by NetApp * B E « ${T FFILER :
a. EECEFERN * kR~ o
b. B * BERMARRTE * > LRFEEL -
C. EEVHEEFEE o
AWS CLI
THIEBHIE R EKS Mo -

aws eks update-addon --cluster-name <eks cluster name> --addon-name

netapp trident-operator --addon-version v25.6.0-eksbuild.l \
--service-account-role-arn <role-ARN> --resolve-conflict preserve \
--configuration-values “{\"cloudIdentity\":

\"'eks.amazonaws.com/role—-arn: <role ARN>'\"}"

eksctl

* 1®& FSxN Trident CSI F{NTTHBIEATARZS « LASEERTBEA my-cluster ©
eksctl get addon --name netapp trident-operator --cluster my-cluster

* g -

NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES

netapp trident-operator v25.6.0-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* REINTTH R E L —E D SR th s T B E R PR BRI AR S o

eksctl update addon --name netapp trident-operator --version
v25.6.0-eksbuild.l --cluster my-cluster --force
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WMRIEFEBRIE --force #IA ~ H{Ef Amazon EKS MR A ISIRA WL E A EZE « BIEHR
Amazon EKS MiNocH R ; GBS ~ BENIGHRESE - HIEEIEIBZ F) « ;AT
Amazon EKS Mt AEEELFTEETENRTE - AABLEREEUILEBEER - NFEILRENHEHME
TERYFAAE > 520 "MNTE" M Amazon EKS Kubernetes RIS EIRHIFAAE T « B2
"Kubernetes IRIZEIE" o

fRI&Z24E | 7514 Trident EKS MifNro
IR B MIERPR Amazon EKS HMINToiAEIE

o+ {REAEEE FRIMTINERRS * —ILIRIEE TSR Amazon EKS IR EMEIE - ©H &R Amazon EKS &840
ISEIMINAE « WEERRENER1E EEEH Amazon EKS iNTH i@ ~ ©ERBEE FAIMINEREE -
IEIRIE R EMI NN T A A B R BB LS  IE Amazon EKS MiNToH - B T EEEIE « T EmAE
=1 o {REE - -preserve MLTHIVEBURBHIINTH

> REETERIRMINNEEE * — NetApp BB EREEEE LRATAERAERNERT » 7 UEERR
Amazon EKS MINTTH o REp LR —-preserve HEIE delete MUERRMIMTH o
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BEFES

1. BAEX Amazon EKS 4 : https://console.aws.amazon.com/eks/home#/clusters o
2. EEEEEE ) EINRE - o

3. EHTER IR NetApp Trident CSI MM ERTE o

4. 3%E Add-ons 125 > JA1BEIE Trident by NetApp * © *

S. EIE R o

6. 7£ * %Pk NetApp_trident 1 1EEFER * HzE AR ~ FUTTIIPER

a. YNRIGIBZE Amazon EKS FILEEMIIITTHRIRTE « FEIN * REBERE * L - IRCVEREE
& FRIMIINERES ~ UWEBTTEEMMITHNRAERTE « SFRITIEENE

b. #i A NetApp_trident — operer °
C. EERBIR o

AWS CLI
UBELTBE ny-cluster ~ ABHITFIIGHZ ©

aws eks delete-addon --cluster-name my-cluster —--addon-name

netapp trident-operator --preserve

eksctl
T 6n <L EERZLEE Trident EKS M7 -

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

RERERIR
S SANFINASEEENTETLONTAP
EEEVHFRE  KEELL JSON I YAML B ITAHEIER - iEREBIECEBENHEFEEE (NAS 5

SAN) - ERZRMM SVM > A SEILRENS » DURINfEIERRE - LU TEAERBRINMAIER NAS BUHFRME » MUk
eI AWS ESREEE#EFECE-ERN SUM !
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YAML

apiVersion:
kind:
metadata:

trident.netapp.io/vl
TridentBackendConfig
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX
name"

type: awsarn

JSON

"apiVersion":
"kind": "TridentBackendConfig",
"metadata": {

"name" :

"trident.netapp.io/v1l",

"backend-tbc-ontap-nas"
"namespace": "trident"
b
"Spec" . {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name": "arn:aws
name",

"type": "awsarn"

:secretsmanager:us-west—2:XXXXXXXX:secret

:secret:secret-

:secret-
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1T 5 ep S MBI & 565 Trident 18im4ERE ( TBC)

* ¢ yaml 82 1L Trident BiIm4HRE (TBC) » ABRPITFIIG< -

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

* BRSO TN IL Trident &im4ERE (TBC)

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-£f96d916acbe9 Bound Success

BT ONTAP ERENFENEFARERIAY FSX
EA LAER T 5 BEENFER ~ 1§ Trident B2 Amazon FSX for NetApp ONTAP %

* ontap-san : BLBERIEE PV FE2HR E Amazon FSX 189 LUN (A NetApp ONTAP Volume ) ©
EAREREE -

ontap-nas - BECEREE PV £ NetApp ONTAP Volume BI52%E Amazon FSX o #:%AR NFS 1 SMB

o

* TONTAP-sanf&#%! | : SEECERIPVERRZLUN - S{BAmazon FSX for NetApp ONTAP KILUNZIE AT
E ©°

* TONTAP-NAS-EAS' | S{EIRERIPVELRZqtree ~ E{EAmazon FSXHINetApp ONTAP IhAER Al & ERVECZE
e o

* TONTAP-NAS-Flexgroupl : S{EIRHEHIPVESZEF I NetApp ONTAP FlexGroup BY5EEAmazon FSX o
WNEERSHIZNFAAE R « 55280 "NAS EESIF2 0" #1 "SAN EREF2=(" o
BIARREIESRER > BRITLLR S 0 £ EKS L -

kubectl create -f configuration file

REREEIARE - SARITIEe S



kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID

PHASE STATUS

backend-fsx-ontap-nas backend-fsx-ontap-nas 7a551921-997¢c-4c37-aldl-

£f2£f4c87fa629 Bound Success

&I EPEARRE A EE )
MFERIMAERRER « FF2R TR !

2¥ sRER
Ml
ltorageDriverName HFRHEN LR
& lim 2 8 ) SR EREFeE Y
CEE A& PR %E%ZJ?, SVM B LIF #9 IP i3kl

MISESE MR ZTE (FQDN) ©
Qn%ﬁﬁﬁ IPv6 FEARZ24E Trident ~
BRI E AR IPv6 itk o IPV6(i
WA B IEINRE S ~ FIEN[28e8
. dofb : a825 : b7bf : 69a8 . d02f

: 9e7b : 3555] o NRICEMRAU TS
aws $gfft ~ A

‘fsxFilesystemID REEIR
£+ ‘managementLIF E&
Trident B¢ aws HEEX svM
‘managementLIF E&fl o FIE ~ &
WAZETE SVM TREERERERE (
I8N © vsadmin) -~ BfERENE
BHZ vsadnin A o

3yl

KIER1

ontap—-nas > ontap-nas-
economy ~ ontap-nas-

flexgroup  ontap-san ®
ontap-san-economy

EREnfE i af@ + " " + dataLIF

"10.0.0.1" »
"[2001:1234:abcd::fefe]
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'DataLIF EEIFELIFAIIPAILE o * ONTAP
NAS EEEIF2Tt * | NetApp Bi&is
7€ dataLIF o NERKkig(H > Trident
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I AutoExpportPolicy R EsELRAEIIREMH MK TR
{E] ° A "autoExportPolicy
“autoExportCIDRs %18 ~ Trident
AU BEEEEHRE

{AutoExpportCIDR) (B #hE 1 Kubernetes &%k IP ERE7ERKE  "["0.0.0/0" > ":/0"]"
HCTR) BFHY CIDR jBE

autoExportPolicy °
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AU EEEIEELERR] o
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A o AR /REBELEREE ©
(ERERRE) T EESSVMAERERE -
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ZHE R TR ESSVMIRE © AR
S EIERT o
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{lunsPerFlexvol)

'DebugTraceFlags]

I'nfsMountOptions |

nasType

"gtreesPerFlexvol"

smbShare

=R EH

* $5/0¥5E Amazon FSX for NetApp

ONTAP o *@{#HY “fsxadmin #l
‘vsadmin' A E A Trident #EEX
SE4RER SN IR HIFF BRI
PR

MR EBRBEFREE KNSR UEE
BIERECERN - 1 EIRHIEEE
gtree 1 LUN B KHABR& K/ »
MBIt “qgtreesPerFlexvol SEIE R :E
X 8374 1E FlexVol volume BIR KX
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g

SEIDRER o

" (AR EEIEIT)

1@ FlexVol volume BI&A LUN £ “100”

WAZETE [50 > 200] EEEIR o 1£R
SAN o

SRR RFE(E RV EEEEE o fl
M~ {"api" : false - "method"
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sA7N1ER debugTraceFlags BRIE
ICIETE SRR BEAR N R B s ARV EC B%
iEED ©

LUE SR FRAINFSHMEIES

B8 o Kubernetes-Persistent Volume
R EETER R B MEFER P
E ~ (BNREFEFENPRIEER S
3218 ~ B Trident EOEAFARHE
BIRAHRAE R P EHBM EETR o
W R TR AARRIERPRIETE
{FRIHPEEEIE « Trident i AL 1ERE
HgE’J?%%EEZQE%@J:EQETE@E@%
I8 o

RENFSTH SMBREAHREFEIL © BEIH
BE nfs > smb Bnull o *WAEE
T4 smb HFYSMB Volume °© *3%
EAnull ~ TR 2ANFS Volume ©

1@ FlexVol volume BYER K qtree
HUZETEEE [50 » 300]

EaILIEE TYIEHP—IE @ [FH
Microsoft EIE &3 ONTAP CLI
JBIIHY SMB HELTE « ERET
Trident 2317 SMB A%
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null

nfs
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{useREST) fEFIONTAP Isrest APIFY A2 M&
o355 true ' BFF Y Trident #%
8 ONTAP REST API EABIHE
o IEIhEEEEoNTAP FREHAR
REYRRA o tES ~ EAERY onTAP
ZEAABKEREERAENFEIE
‘ontap ° EETALEENMAGER

ME vsadmin cluster-admin

iy o

aws &BILUTE AWS FSX for ONTAP B
“REEFRIEE THEE -
- fsxFilesystemID : }57E AWS
FSXHEZRMAIID o
- apiRegion : AWSAPI &g "
7 o "
- apikey | AWS AP| £4& o o
- secretKey . AWS 2 &8E o

credentials 5 B 1E1E AWS Secrets
Manager Y FSX SVM %35 o -
name . #Z8 Amazon EIR%&TE (
ARN) ~ HArEE SVM HIsT:% o -
type : 8843 awsarn ° YIE:FAE
A« B2 "I AWS Secrets
Manager ZH§" ©

RARE R EHIRE P BRIRERREER

1B LA R VS LR TE ARSI TR B JRACE defaults AHREEER o ANFEEH  sE 2R THIARAREH) o
2¥ Bkl fE
"paceAllocate (FZE) " LUNEYZEfE 2B "ERY"
(fre&&) TEEEEEN ; M| (B "
g Volume ; (#8)
MRERR A E{FEABISnapshot/REl =
FqosPolicy BiRIKAAFTE L R & R QoS R R

B4 - EESERTFEEREBIR
Hh—{EqosPolicy
g{adaptiveQosPolicy © &z Trident
£ QoS JRAIBF4EEE ONTAP 98
WEHIRA o EFEZERIET AN
QoS RAIEHA - L FERERIZERR
BHAERESEMRES - £Z QoS 7
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HQoSIFREHH - EIEBEMRESE
& & imAYE P —{EqosPolicy
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FONTAP-NAS-#& 7 18 ©

MREBFREE) ARBERBOMIEER2EE T01 WX snapshotPolicy & ‘none
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PlitOnClone BITEARER s TEXEERDEIEER TRy
= TEERERE & EEY A NetApp Volume TRy

Encryption (NVE) ; f&8:%#A

false o WA ERE LIRMEN RN

FANVE ~ A BEFAILETS o INR1E

#BiImERFE NAE ~ BY Trident HECE

B9E] Volume ESHEENEE NAE o U0

EEZEM ~ F2B " Trident {2

NVE #1 NAE $BECEE" @ o
luksEncryption EUFBLUKSHNZ © 352/ "E Linux "

M—EIWBTE (LUKS) "o (&

BRSAN °

T EER EFEAMNDEREA none
unixPermissions. iR ERET o RIS SMBHARE

& - sAfREZER °

CERERRTU) GEENZ2EN - NFSZIE NFSTEES A unix © SMBTER 2
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121 SMB &
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SERMUTEER | "EERESVMBREE"

REREFER PVC

7 Kubernetes StorageClass ¥4l I FEF4RR] ~ LS Trident W{AIBCE MR E o 12
37 PersistentVolume Claim (PVC)  {EFEHRY Kubernetes StorageClass Z3K7FEX
PV ° 7R%& ~ ISR LR PV #18E Pod o

BT EER!

%€ Kubernetes StorageClass )14
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
provisioningType: "thin"
snapshots: "true"

fEFILEEE R AER iISCSI BRI ERE Storageclass :

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
provisioningType: "thin"
snapshots: "true"

27T AWS Bottlerocket % NFSv3 BiRERE > SBiE N ERIFIY

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
mountOptions:
- nfsvers=3

- nolock

UNEHF AN E B HpVsF4HE s PersistentVolumeClaim ~ LAKIES Trident ECEHAIEERISEL ~

B"KubernetesH Trident4{4" o
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Bif#EFER

1. 522 Kubernetes ¥4 « 358 kubectl 7EKubernetesH#21r o

kubectl create -f storage-class-ontapnas.yaml

2. INEIEFEZETE Kubernetes F Trident REIEFEF * base-csi* 577487 ~ M Trident B ELERIE HFR
FIELER o

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h
1 PVC

https://kubernetes.io/docs/concepts/storage/persistent-
volumes [" PersistentVolume Claim""] ( pvc ) BFEEEL persistentvVolume

HYZEK o

Al PVC REBEKFEEFHEA/NNFEURT - £EEEIE S AILUERAERIBY StorageClass ZRIZHIiER
PersistentVolume A/NITFEVRIUAIREIR ~ BIANZRBESARTSE 4R ©

i PVC 218 > IS AR HAIRESEA Pod o

HHOENBE
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PersistentVolume Claim £ & ;58

B HIFEMERN PVC AHRREEIR o

A77EX RWX f9 PVC
ILEEHZETREE rwx FEUERNEZR PVC ~ BT84 StorageClass 18RAHE basic-csi ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

53 iscCsI EAI#y PVC
IEFIRTRT EB RWO FZEUEIRR iSCSI &7k PVC » BEEE A protection-gold ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 1Gi

storageClassName: protection-gold

E3IIPVC

1. 3L PVC o

kubectl create -f pvc.yaml

2. FEER PVC HREE o
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kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO S5m

NEHFEN A E B B AYsFARE Tl PersistentVolumeClaim ~ MUEIES] Trident BEC B EHIZRE -~ B2
B"Kubernetes# Trident4{4" o

Trident B4

BLSHRTERERMLETridentsE ERFERREES € HEHMIRE o

B p S (== BE & XEE
fEES 1A FH HDD ~ B& ERMESIE 15EMEAEEE  ONTAP-NAS
=+ SSD BIRVIRRS RS ~ ONTAP-NAS-
NRTME #HEL ~ ONTAP-
NAS-flexgroup
~ ONTAP-
SAN -~ solidfire-
san
BREERE FH e B8 PoolXziZILEIR IEEMNHIFEE E : 2ONTAP 2
(=W AE ZE
%ONTAP g
BB 8
BB
BB B8
BimiER FEB ontap-nas EEERLEE {EERIR FrEBEEnt2(
* ontap-nas- HY1& %
economy ~ ontap
-nas-flexgroup
~ ontap-san
~ solidfire-san
~ azure-netapp-
files ~ ontap-san-
economy
TRER EisY I EEXEARIR CERARE ontap-nas
AR & #Volume * ontap-san
~ solidfire-san
B m E I B2 IREN CRAER ontap-nas
MR & #Volume ~ ontap-san

+ solidfire-san
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B4 L BfE (- A XEE

mE it E BERMNZENEZ SRANE ONTAP-NAS
HIR&E AVolume « ONTAP-NAS-
RS « ONTAP-
NAS-
FlexGroups * ON
TAP-SAN
IoPS Pa N3 EBAMEEL  Volumeffi®id  solidfire-san

FEERMIOPS  LEIOPS
1. ONTAP Select 7= 18

EEHGIEAER

BN FEFERA PVC B > EaILUE PV #E(F Pod o A<E0%HEEFIdp < FZREE » LGE PV
MiNZE Pod o

1. RHFR@EEA Pod ©

kubectl create -f pv-pod.yaml

ELESHIRETE PVC MIMNZE Pod BUEZAARRE @ * EAMERE *

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"

name: pv-storage
@ SR AFE B EE kubectl get pod --watch?e
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2. BB EEREE L /my/mount /path ©

kubectl exec -it pv-pod -- df -h /my/mount/path

Filesystem Size
Used Avail Use% Mounted on

192.168.188.78:/trident pvc aed45ed05 3ace 4e7c 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

TIRTERILAMIER Pod © Pod FEARERRABEE ~ EZMRENERE

kubectl delete pod pv-pod

1T EKS #£ L5 F Trident EKS MifiNc

NetApp Trident f1ET Kubernetes F3EFI L NetApp ONTAP fFEFEIERY Amazon FSX >

ZFEABNEIESENT N EREREZE o NetApp Trident EKS It E 2 &RHATHY

Z2MEMRER » SHERMELE - WAE AWS B:8 > A8 Amazon EKS $BECfER o EKS KN

;IJEFF;JE ZITIFEE(R Amazon EKS R&EZEIETE ~ MR8 « RE REMMINTHRE
I{E= o

FoRIEME
TESRE AWS EKS BY Trident MiANcfFZ Al ~ SEHEELRA THIEE -

* BEAMINTTHEAREIRAY Amazon EKS 2Z&EIRE o 5280 "Amazon EKS MifNoi" o
* AWS ¥t AWS THISHIHEIR :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI $88! : Amazon Linux 2 (AL2 x86_64) 3% Amazon Linux 2ARM (AL2_ARM 64 )
* BNBLEE! . AMD 3¢ ARM
* IRBEH Amazon FSX for NetApp ONTAP t&Z A4k

TR

1. BRI IAM A AWS ZHE > 32 EKS Pod BE$977EY AWS HiR - BRAREE » s8R E 1 IAM AEil
AWS ZZHE" o

2. 1f EKS Kubernetes #5£ + > BIBZE * MNcH * R311E% o
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3.

tri-env-eks

@ ( Delete cluster ) ( Upgrade version )

[ (@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more J

information, see the pricing page [7.

¥ Cluster info it

Status

@ Active

Cluster health issues

@0

Overview Resources Compute

Kubernetes version  info
1.30

Upgrade insights

@0

Networking Add-ons

Support period Provider
@ standard support until July 28, 2025 EKS
Access Observability Update history Tags

{ (@ New versions are available for 1 add-on.

Add-ons (3) info

( view detaits ) ( Edit ) ( Remove )

[ Q, Find add-on

] [Any categ... ¥ ] [ Anystatus ¥ ] 3 matches L |

AWS Marketplace add-ons (1)

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

AI{E * AWS Marketplace MIN7cf * Ai#EEsE _storage FEA ©

[ Q, Find add-on

Filtering options

[Anycategory v ][ NetApp, Inc. ¥ ][Anypricing model ¥ }( Clear filters )

NetApp, Inc. X

I NetApp NetApp Trident

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and

administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for org; ing efficient contai
Category Listed by
storage NetApp, Inc. [2

d storage workflows. Product details [?

Supported versions Pricing starting at
1.31, 1.30, 1.29, 1.28, View pricing details ]
1.27,1.26, 1.25, 1.24,

1.23

4. %% * NetApp Trident * M3EER Trident MYMNTTHEZERSIR > ABIE—TF * T—F *
S. BEEFRRARARIMI T
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Configure selected add-ons settings

Configure the add-ons for your cluster by selecting settings.

Listed by Category Status
storage (&) Ready to install
M NetApp

You ean view the terms and pricing details for this product or choose another offer if one is available.

(D You're subscribed to this software X ‘

Version
Select the version for this add-on.

v25.6.0-eksbuild.1 v |

» Optional configuration settings

Cancel Previous

6. ECEFTRBYMIMNTTHRTE ©

Review and add
Step 1: Select add-ons

Selected add-ons (1)

[ Q, Find add-on J 1
Add-on name & Type v Status
netapp_trident-operator storage ® Ready to install

Step 2: Configure selected add-ons settings

Selected add-ons version (1)

1
Add-on name & Version v IAM role for service account (IRSA)
netapp_trident-operator v24.10.0-eksbuild.1 Mot set
EKS Pod Identity (0)
1
Add-on name 'Y 1AM role [# v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

REMRED TR FHEE"

7. NREEH IRSA (RFEIRAH IAM B&]) >
8. 3#1B* Create (EiI) ©

=1
J0Ht
W
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https://docs.netapp.com/us-en/trident/trident-use/trident-fsx-install-trident.html#enable-the-trident-add-on-for-aws
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9. FESTMIINTTHRIAREE S Active ©

Add-ons (1) nfo View details Edit Remove Get more add-on 3

| Q. netapp X \| \ Any categ... ¥ } | Any status ¥ ] 1 match 1

nNetapp  NetApp Trident O

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and administrators focus on application deployment. F5x for
ONTAP flexibility, scalability, and integration capabilities make it the ideal choice for organizations seeking efficient containerized storage workflows. Product details [7

Category Status Version EKS Pod Identity 1AM role for service account
storage @ Active v24,10.0-eksbuild.1 - (IRSA)

Not set
Listed by

NetApp, Inc. [3

10. 1T TS > EEE LB IEELE Trident :

kubectl get pods -n trident

M. BERTEWREREFRIE - MEBEMEN > F2H "RERFRIEF"

fEF CLI %25 | fER&ZEE Trident EKS Mol

£/ CLI Z4£ NetApp Trident EKS 7oy :
LUTF &6t 28 Trident EKS BINTTH -

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.0-eksbuild.1l (M{ZEFhRZ)

M #Ef15< 224E Trident EKS 9MiMEhRZS 25.6.1 :

eksctl create addon --cluster clusterName --name netapp trident-operator

--version v25.6.1-eksbuild.1l ({EFRZEMARRZ)

M T 86352 28 Trident EKS JMEFETURR4S 25.6.2 ¢

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.2-eksbuild.1l ({EFZERARRZ)

fEF8 CLI fRPRZ5E NetApp Trident EKS MifNTfs :

TFEn T EEPRLEE Trident EKS Moot -

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

{EBkubecliE &

BIFER Trident BifEEFERFA 2 EBIRAR o ©ERTridentI{RI Bz EEFE R4 E ~ U

K TridentW A% EE R RECEMIRE o Z28E Trident 218 ~ T—PBEILEBIS ©
‘TridentBackendConfig' Bz J&REZ (CRD) FI:EEHEESEA Kubernetes MEEIL K
BIE Trident BIF o WAILUERAIEMA CLI TEK “kubect!'#41T Kubernetes 2 o
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TridentBackendConfig

(/7

TridentBackendConfig(tbc > tbconfig ™ tbackendconfig) ZAHilR * f5dh CRD ~ AIEEREE
Trident & kubectl ° Kubernetes fM{#EFEESIRE AT UERSEE Kubernetes CLI 2L EIRR iR
(tridentctl ~ MAREHEANH LI 2HER) °

#83L TTridentBackendConfigl #1421 ~ &L TIIER :

* Trident ERIFEIRMHAVAERE BB LB IR © EBEEANBPRTF A TridentBackend (tbe
tridentbackend) CR ©

* TridentBackendConfig B2 Trident EIIMM—R4E TridentBackend©

{8 TTridentBackendConfig) #E—¥—RI¥FE « WH [TridentBackendl ° A& R4 FRERTRRTE
BIRMINE ~ BERTridentREBBIHEYEHNAR o

@ TridentBackend CRS sH Trident BHENEIL o K> FEZEMEELIEE - MREHEST
Higls ~ SFEMHLUEITER " TridentBackendConfig ©

A2 T5EEH « LUBERR TridentBackendConfigs CRAVART :

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

T AIUEERRRIEA "TridentZ 270" FREHEEFTQ/ARFENIERREER

° spec AR ERMBRESH o EULHEHIP « BIKER ontap-san EFREENIEI « WEAILESHAVHERS
2 - MBFARFHAFRSEANATERSE  F2H "FERHEINRIFEEE"

7 (TridentBackendConfig) (CRR) H#fitiay TsPEC) —Eith& S 53581 0 TMIBREREN) H1I

o TEREEERL . IEBHAXMERN - 88 ARERHERN/IRIZIREER LR EAFERERET
HIKubernetes Secret ° SRR BRI EMAI N FRR N EIE « RIS EETER ©

© TRIBRRRL LI ERMER MTridentBackendConfigy BffEEERIEN o AIAEREMAETAENIEZ —

o TR : ELREFFMER TridentBackendConfig) FItEREE IR o S2TERME °
o TREE : MR TridentBackendConfigl (TridentBackendConfig) CRBEF ~ BERNEIFE ~ LA]
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https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
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fEA Tridentctl) #E1TEIE - BMFRRAIRZS MR8 EERAERAERERE (21.04251) -~ LR
BRI o ILIIAYEREEIL TridentBackendConfigl Z&E#H ©

BinaiBEEA sPEC.backendName] ZRERFE o MNRFKISTE ~ BB R IRHIBR
@ % TTridentBackendConfigl ¥t (metadata.name) BY&FE o JE:EHER T
sPEC.backendName | BRFE:RER IH5AHE o

EREIAEIG tridentctl RARMEBIAY " TridentBackendConfig ¥ o IEEJLAEIL CR
K “TridentBackendConfig EEBIREIIERIE kubectl o WEFRIEEIERELRZH

(I spec.backendName © * spec.storagePrefix > spec.storageDriverName &

) °Trident EEIMFMEILNEBIRESAIFEENRIRES TridentBackendConfig®

TREE
HE2ERA Tkubecl) BILFTHVEIG » ISEZRIT THIEE

1. #3I "Kubernetest&Z3" o REEE S Trident Bz EEE / IRFSIENFAEMEEE o
2. #17 ITridentBackendConfigl ¥)ff - EFE S A MREEE/RFEHHAEN « 2% L — P BT AVEE o

BB 1% ~ IO LUER Tkubecl Get the <tbc-name>-n <tridentsp & ZEf>) REIZREARAE ~ WUREHE fthe¥
B o

$E%1 . EIiIKubernetesi%®

BIUBIRIRTFIEENNE - EREBEMFRT/ T aFRBERIINEE - #HNT :

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password

TREERPSERFTEIKRE L AEIHRI

EFET SR (IsREA W= AR
Azure NetApp Files ClientlD FEREEEMBB R IEKID
7t& (NetApp HCI / SolidFire) i MVIP ~ EAR SolidFire £ FATHFT

BT ERR S EANEE
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(G IER =y 2o (Ve
ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

EREHE

=%

AP imERER

chapff E4%E

chaplnitiatori#zz

chapTargetUsername

chapTargetinitiatori&%z%

1RAIEREA
HIRERE/ SVMIERESTE - A

MEREE B AR SR

EARERE/ SVMBERS o AR

AR iRTAE T iRAIBase644RIE(E
32)iNs Eiokith o

BAFRERTE -1
HuseCHAP=truel|EE - B
% TONTAP-SAN] #1 TONTAP-
san#&irs ]

CHAPERENZZZES o 4
RuseCHAP=trueBI|EEE - EF
# TONTAP-SAN] #1 TONTAP-
san#&irs ]

BiEFEHRESRTE o W
RuseCHAP=trueBIIEEE - fEF
% TONTAP-SAN] #1 TONTAP-
sanf&rs |

CHAPB1ZENEh23 142 o I
BuseCHAP=trueB|ZEEE - EMA
% TONTAP-SAN] #1 TONTAP-
sanf&rs

FUTRPRINEEG2RB T —PEILZ TridentBackendConfigy #1489 Tsapec.ecent) ##{iL o

#E%2 | 1l TridentBackendConfig CR

SIRFERI LRI TridentBackendConfigl BICRT o TELEEEHIA ~ 5 TONTAP-SAN EEENFEX MRS
F3 TTridentBackendConfigs ¥f4#3L ~ W1 FFA

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

HER3 | HESPEYAREE TridentBackendConfig CR

IRERBELIETL T MridentBackendConfigl  (TridentBackendConfig) CR ~ f&HERILABSEE EAREE © &
HI&E )

W

25T

il

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

BRI &R ~ WiELEZE MridentBackendConfigl CR ©
P EG AT AR A T E P —(E(E !

* Bound . TridentBackendConfig CREZEIHAERIH;: - HBIFE R configRef HEA
TridentBackendConfig CR B9 uid °

* {Unbound) : f#R ] ¥R [TridentBackendConfigl ¥R ELRAEE R  IRIETER ~ FREEIL
89 TTridentBackendConfigl CRSIMEEHIESER o FEEREE 2% ~ MEABMIEAUnbound (GREFZE) o

* Deleting : TridentBackendConfig CR AY deletionPolicy EREAMIE - &
TridentBackendConfig RAEMIPRCR ~ WEHRA THIBR AKEE o

c MNRBIRAFEHEBHMIEEES (PVCS) - bR TridentBackendConfig S EEE Trident fi
P& %A " TridentBackendConfig CR ©

° MRBIHLEE—EHZEPVCS ~ BIZHEAMIPRIKAE o B ~ TridentBackendConfigl CR1EE AR
PRIEEL - RBMIFRFAIBRIPVCS 21 ~ A EMIBREIRA TridentBackendConfigl ©

« M&EZK) 8 TTridentBackendConfigl CRIEEAREIREIMHZIEMIBR « M [TridentBackendConfigl CR
MERRBIRNDEER o mig TRIFRER EA -« TridentBackendConfigl CR{AEIIER o

* Unknown . Trident #AFETE B CR BIIHBVRIGHIARRESTETE TridentBackendConfig o Y ~ Y1 API
{AlAR232E[EIFE - Of tridentbackends.trident.netapp.io CRD &% o BRIFEEENTA ©
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TEULREER ~ FINEEIIRIR | IBASEEERILIERINGIE ~ BN "2 U AT A R IR MHIER"

(2A) H54  BUTESHEEN
ERTT TS S RSB RGOSR

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8ef6-
bab2699e6ab8 Bound Success ontap-san delete

IESh ~ B e LAEYS TridentBackendConfigl HYYAML/JsonftBEN o

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svim: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B Z[EME cr FrEIE&IF TridentBackendConfig By ‘backendName  H]
‘backendUUID ° It lastOperationsStatus HfifA&R crR LEXIRIEAIAREE TridentBackendConfig®
AIHEAEEZ (P « EREETPEEIRE spec) A Trident &% (BN ~ 7£ Trident EXTRAENHAR) © 7]
fE® TRRIh) 3k M5By o phase"f‘%i% CR &7 MRARIKRE ‘TridentBackendConfigOT:T:J:E'E%'@
fBlff ~ phase BERRE « {T" TridentBackendConfig CR E21&iImkiHRBA o

A AETT Tkubeclt -n triidentiifitoc <tbc-cr-name>1 % ~ UENEE M0V FHMAEB R o

@ fR#AER Ttridentctly ZKEFHMIPBRE S4ERA TridentBackendConfigl ¥IFRIE IS o B ERE
f#7E Ttridentctly #1 TTridentBackendConfigy ZREIUIRMTER « "s52RILE" ©

E1RB N
LIKECBECVL#{T&iHEIE

BRAZUN{AIEA Tkubeclll ZRBITRIREIE(ESE o
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LlERES

fi|B% TridentBackendConfig & ~ &SR Trident bR / REBEIE (IRIE "deletionPolicy) ©
EEMPREIE « FAFEELD deletionPolicy RESMBR - BEEMIPR TridentBackendConfig ™ sAFERE
B deletionPolicy RREAMRE o EARFREIRINEE « UAFEAETEE tridentctlo

HITTAE< -

kubectl delete tbc <tbc-name> -n trident

Trident A& MIFREA A Kubernetes #%% TridentBackendConfig © KubernetesfE & & &AL o f
PR ZBREAZEND c ABERIGREAMKZE - ZTFEMPRELLHE o

BRRANERE
HITTAES -

kubectl get tbc -n trident

B LL#IT Ttridentctl Get backend -n trident) ¢ Ttridentctl Get backend -o yaml -n trident) ~ L EV{SFRAE
BIREVRE - BMREHLEE I Tridentctl) EIIBVEL o

Eikh
ERIRFIEAZSRRA !

* RBERANREERNCEE - EETHEE - WEEMYHTFERR Kubernetes Secret
TridentBackendConfig ° Trident EfERIRHNRINE - BENEMRIG c HITFIGRSTUE
¥Kubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

* FEONTAP EM2H (FIMERKISVMERTE) o
o XA LAEH TridentBackendConfig fEF F3a< HIZER Kubernetes 1T :

kubectl apply -f <updated-backend-file.yaml>

o IE ~ BT FIRAR TridentBackendConfig EAT3EH<SH CR

kubectl edit tbc <tbc-name> -n trident
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* MRBIREMR ~ Rin(HEEEEFTHRBEMBIAERS o EETLIEIT Tkubecl Get the

@ <tbc-name>-o yaml -n tridents 3 kubecl#ifitoc <tbc-name>-n trident) FRARFRECERLAFER
[R&A

* SAIMAEIEAERGAERIRIREZ & ~ BIRJ EF#iTupdateds < °

{ERAtridentctiIH TR IFEIE

BRAEAN{RIfEA Mtridentctl) ZRITERIREIEIESE o
FERVAEY

Bz % "RiniEEE" ) MIT eS¢
tridentctl create backend -f <backend-file> -n trident

MR EBIREILRY ~ RNBIHERERERE o ERIUFIT T < RIERCER ~ LHEREA
tridentctl logs -n trident

A EARENREEZE - EREFERHIT lcreate) s <HEIF o

s
AENE Trident MIFREIR « FFAIT FHITER
1. #EENB IS

tridentctl get backend -n trident
2. MBREL

tridentctl delete backend <backend-name> -n trident

@ gN2R Trident ERCEERIGMHRMEFEM R « BZBIHMFE « BIMFRE RS GE LR E
REETHE - BISREGEER THFR) K& -

BRRANERE

AZER R TridentAER RIS ~ SHRIT IR -

* AERSHE  BFRT s

184



tridentctl get backend -n trident

* AREUSFIAHAER  SFRIT TS !

tridentctl get backend -o json -n trident

ey
BIMBRIREBEZR - SFRIT TS -

tridentctl update backend <backend-name> -f <backend-file> -n trident

MRBIREHRE - RTRRIDERAME - NELER T EMBVER o LRI LBIT Mo an < RARECE « LIFUER
JRE

tridentctl logs -n trident

spl MAZIEAAREAER R Z & ~ IERFBRHIT Tupdate) sp<RIA] o

B A B IR TR AR R
E TR LA JsonBl B MEEREH ~ EARY Tridentctl) S#LBIEYG - EEFERTCEERZREN Mg A
FAiER -

tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

EthBERAMNER MridentBackendConfig) EIZAIEiR o

TERIREIREEIEY MR

BRARTE Trident R EIRRIGHARR G E ©

BIEBIRAVEEIR

BEZ #H "TridentBackendConfig' BI2 EIRAEA MEBISNBIREIES X - EHIRH THIMRE !

* {E/ Ttridentctly EIZMIEH - FHELL TridentBackendConfig) KEIE ?
* £ [TridentBackendConfigl EIZMY&iR « @G AILAERA ltridentctl) REIE ?
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B tridentctl BIRMEA TridentBackendConfig

KEIRAAEEKubernetes M EEIL TridentBackendConfig) ¥ ~ EHiZE® Mtridentctl) I AR IHEIEFIE
BT8R o

ERERRTYIES :

* REMEEE®IR TridentBackendConfig RAATCMEMERAEIR tridentctl ©

* R Ttridentctly EIZAVFTEL ~ MEM [TridentBackendConfigy #¥4FBITETE ©
TEMEBRT « STEEBEHIRBIE - ATE Trident PHZHIEE LEF - AAEIEEEMEEIEY — !

* MEEEA Ttridentctl) ZREEEATCEINRIR o

* B ER Ttridentctly BIIMBIRELEZEIM MMridentBackendConfigl ¥4 o ERRMS EKE BimS £
A“kubedl’ A Z “tridentctl’ R EIE o

EEFH Tkubeclly BIEFEAEFEENRR ERERUEEZIRARIKLN MridentBackendConfigl ° {20
AIEIERVARES !

1. #3IKubernetest&®® o 2 E 3 Trident Bl{H#EFEE / IRFSBFTIEMEIE o

2. 3137 TTridentBackendConfigl ¥1f - EhE 2 BRMRESE/RFIVHEZN « 2EF L —PEUES o
WEEIBS EIEEIMAERE 28 (40 Ts.pec.backendName) - Tsec.storagePrefix
1 ~ TsPEec.storageDriverName] %) o #78i#% Pec.backendName] :REAIRBREIHAVELTE o

TERO | SA R IE

LUEEIT TridentBackendConfig BEEAETRANEN « (CUARSEIHMALL o LS - BREHAT
Bl JsonTE BRI &1 :

tridentctl get backend ontap-nas-backend -n trident

fom fom -

Rt b t——————— Fo———— +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

o o

e it b L e PP +—————— o +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o

Rt ettt - - +

cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",

"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",

"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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81 . EIIKubernetest%®

BB SR ImEEIME ~ N TEFIFR -

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident

secret/backend-tbc-ontap-san-secret created

B2  #1L TridentBackendConfig CR

T—% 2 —f@ TridentBackendConfigl (TridentBackendConfig) CR *

NAS-backend! (SIAEHIFATR) o BMARTTE FIIEK !

s HHREIMNEBIHZTEZE s.pec.backendName] FES ©
RS2 HE R RIRER o

* ERERM (B8) YRERFERBBIRERNIERS

* WHERIZEBKubernetes SecretiZfit ~ MIELUAESTFIR1H ©

EER=EBERT « [TridentBackendConfigl #F &40 FFAT :

cat backend-tbc-ontap-nas.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

TER3 | FEERAYAREE TridentBackendConfig CR

#8137 [TridentBackendConfigl Z#% -~ HFEERWNER €l - ctERMEIRERIEHEENZRIRATE
FMUUID ©
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e
Rt ettt t——————— o — +

| NAME | STORAGE DRIVER | UuID

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

IBERLUER tbe-ontap-nas-backend) [TridentBackendConfigl ¥4 5EE BIRE I ©

&IE TridentBackendConfig BIR{FMH tridentctl

BILUEA Ttridentctls 2% HERA TridentBackendConfigy EIZAYE LR o HESh « RAEEIE S tha] UM
& TTridentBackendConfigy - MiFEE lpec.deletionPolicy’ 1 57 AE1 - FEULEIEFEB ridentctl) RK7R
BIRItEER L o

RO © SRR

4N ~ RE&fEA TridentBackendConfig) #1I T3 :
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

ReEat PRI B S —R TridentBackendConfig BRI BAEE Bin [ BIRBIRAI UUID]

B | HESY deletionPolicy 884% retain

EHMIREEMNEE deletionPolicy ° ERERA retain o YILLAIHERMIFR CR B
TridentBackendConfig® BHERNEEE  LrERETEIR tridentctl ©

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

() moEs TRIRERD REA (RE - SHEMEET—S -

e
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WEF2 : flf% TridentBackendConfig CR

B —ELSBEMER MMridentBackendConfigs (TridentBackendConfig) © F&s3 MMIFRERAN) &% MRE1 2
ﬁé lu\E_l-»L/(:%IEnEfH}IJl}% .

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fosessssssssssas==== R e
e e et fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fom fom e
R R fomsmm==== +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

fosesssssssasmas==== fosssssmss==sms=a
fessssssssssssesessosssssasssssssasaaaa femmmm=== fommmmm=a= 4

B4 TridentBackendConfig ~ Trident REFFEBZER - MAZERMIFRIFSE ©

L_LEZ EE1H%T¥ BIJ
I REFEER
#E Kubernetes StorageClass 44l 32 7 #7485 ~ IUFER Trident NEIAC EMLFEE o

?45*

7 Kubernetes StorageClass #J{4

& "Kubernetes StorageClass #){4"#& Trident 5% PMERNEREERER « MR Trident MNAIEIREAC
& Volume ° Y0 :
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-gold
provisioner: csi.trident.netapp.io
mountOptions:

- nfsvers=3

- nolock
parameters:

backendType: "ontap-nas"

media: "ssd"
allowVolumeExpansion: true

volumeBindingMode: Immediate

WNEFEFRER NI E SR ME N PersistentVolumeClaim ~ MK Trident BRBHAEERNZRE ~ 352
B"KubernetesH Trident¥{4" o

B #FLER
#1I StorageClass ¥+ 2% ~ BRI ETFAER] o [FEFAEREH] IR —EERI UIERTUERBIE A A

1. &= Kubernetes ¥ + 35 kubectl fEKubernetesH21L °

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. REEEZETE Kubernetes F Trident FEIEFEF * base-csi* 577487 ~ M Trident B ELERIE HFR
FIELEER o

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json
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"items": [

{

"Config": {
"version": "1",
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"

by
"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggr2",
"aggr3",
"aggr4d"

Eaczbll ot
Trident 121t IS E R IRAI S EETFEIER"

& ~ (BRI LA4REE sample-input/storage-class-csi.yaml.templ Z3EF2 T BEMT T B CAIREZE
BACKEND TYPE {#7ZERENFZ 478 o
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./tridentctl -n trident get backend

e o T bt
o t————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

EIRHEFRR!

%ﬂuﬁﬁﬁﬁmﬁﬁﬁ%~%Eﬁ%%%ﬁﬁ%~ﬁ%%ﬁﬁ%@%\u&m%%§ﬁ
B o

BRIRENREFEER
* HEERIAMKubernetes{#F4ER ~ FHIT TGS ©

kubectl get storageclass

* BEMREKubernetesfFLEREHAER « SBBHIT RIS ¢

kubectl get storageclass <storage-class> -o json

* BERA Trident BIRIP HTFLER « FHITFIaA< ¢

tridentctl get storageclass

© BERAR Trident MRS HEFHEMFMEER « SFRIT GRS !

tridentctl get storageclass <storage-class> -0 json
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Tas #F R

Kubernetes 1.6#1% 7 52 E TER A7 ARIRITIAE - MREAERT FHEHIREES) (Pvc) HisE—@E - Al
IREFENGANEE HEHIRE) -

* [EEFLERIERP ~ 1§ Tshorageclass.Kubernetes.|O/as-default-Class] 5Hi#s%Atrue » UERTER AR
Al o RBRAE ~ EAEMENTFENEREREZRR

* WRIMERA TGRS « RERANREFRNREATERNHEFER -

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

* B~ SR UER TS e L B ERTAR HFARR R ¢

kubectl patch storageclass <storage-class—-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

TridentZEBENEHF R A I ULHIEERSEH) o

(D FBEP—RAEE—(EFERFETFLER o KubernetesTERAlT L4t ARG HES ZERFLER « BE
BITRAAMMETERE AR HFERN—% -

Eallle e shill | fe v

LxE'E TRILAERS JSON ZREIZRIEIELEREEH) ~ HERIRE “tridentct G # ¥ Trident Bim4H L - S (A i’
AIRERBALENARREN °

tridentctl get storageclass -o json | jg '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’

i BT B
EEKubernetesiB#{#FLER ~ BT FIIEH< ¢

kubectl delete storageclass <storage-class>

l<storage—class>'| FECRFRIGAVGETZEER! o
BRI AR R N EARHEME B E B RIFRE « Trident SEETIRELHEE o

Trident ¥ EH B WHEE RBIFHITER £sType © ¥70 iISCSI & « %1 StorageClass &
(i)  ®H8T parameters. £5Type * MAERMIIAN StorageClasses ~ ABERISENHRE
HiE M parameters. fsType ©

196



HRiCE A ERHIRE

BCE Volume

#237 PersistentVolume Claim (PVC) - f£EFHEER Kubernetes StorageClass ZX7F

BY PV o 2218 ~ fERILARE PV #M80E Pod ©

O

https://kubernetes.io/docs/concepts/storage/persistent-
volumes[" PersistentVolume Claim""] ( pvc ) BEFEEEEL persistentVolume

BYEK o
A PVC BREABRFBEFREX/NHERIEL - BESIES LRI StorageClass ZKRiTHIFBE
PersistentVolume A/NFIFEURTNRVERR ~ FIGNSEHARTS B4R ©
I PVC 218 (BRI LU EEE A Pod o

#1371 PVC

$HER
1. #3 PVC o

kubectl create -f pvc.yaml
2. FEER PVC #REE o

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 1G1i RWO 5m

1. MR &EEA Pod o

kubectl create -f pv-pod.yaml

@ EoI LU B E kubectl get pod --watche

2. AR @ EHEE £ /my/mount /path ©
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kubectl exec -it task-pv-pod -- df -h /my/mount/path

3. fTIRTERILAMIER Pod © Pod FEFER R FBFE « BZHIFERNERE -

kubectl delete pod pv-pod

HHOENBE
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PersistentVolume Claim £ & ;58

BB EAR PVC AHRRHEEIE o

AJ72EX RWO 1 PVC

IEEFERES rwo FEUMERVEZ PVC ~ Hap%HY StorageClass #BRIH basic-csi °

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

%M NVMe / TCP B PVC

LEEEFIRET NVMe / TCP & ZA PVC ~ MiR{HEdss%, StorageClass 18RRI rwo FBY protection-

golde

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 300Mi

storageClassName: protection-gold
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Pod E:fiEE A
BELESHIFRTI PVC B E Pod BIEZNAHRE o
BAAERG

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: storage
persistentVolumeClaim:
claimName: pvc-storage
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: storage

E7ZK NVMe / TCP #H%E

apiVersion: vl
kind: Pod
metadata:

name: pod-nginx
spec:

volumes:

- name: basic-pvc
persistentVolumeClaim:

claimName: pvc-san-nvme
containers:

- name: task-pv-container
image: nginx
volumeMounts:

- mountPath: "/my/mount/path"
name: basic-pvc

B E AR N B G BhpYF4AEE T PersistentVolumeClaim ~ MAIZES Trident B EAREE IR EL ~
B"KubernetesF Trident4{4" o
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ERfVolume

TridentZ Kubernetes fF &R T B E E R IBTEIEERNGES - SIEARMERE
iSCSI ~ NFS » SMB * NVMe/TCP # FC MR EFF BN ERIE ©
ERJiSCSI Volume

AR TSCSIBERRCERT RIBFRISCSIHFHEHIFE (PV) o

@ iISCSIF & ETRZIE lTontap—sanl  TONTAP—san#&i#1 -« [Poolidfire—san) Z£EEEHTE
& « EEKubernetes 1.16 R B #HRZS ©

HER1 . 3B E StorageClassL{ZEVolumelE 7

#REE StorageClass EFELUEEE allowVolumeExpansion I ZE true ©

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

BB £ StorageClass ~ saAREELLEEMUE S TowalumVolume Expansion] 2 o

82 | EREIAStorageClassiE T — Bk A E##TFRE

4REE PVC E&RIEH spec.resources.requests.storage MURMHFRIFAEA/N » IR/ NABRIRRIAEK

/N o

cat pvc-ontapsan.yaml
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident §E171F48 Volume (PV) -~ WG HEBERFEE Volume Claim (PVC ) #8RgE# o

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885dbo71 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s

FER3 | EE—(EEIZEPVcHYPod
& PV MI0ZE Pod ~ LUEREE K/ o FAEEISCSI PV K/ NEMEB R -

* Y0R PV HMIANZE Pod - Trident EEFFRIGRTHMIZEE « EMFHER « TRARERRRBIAR)

* BEAARKRMII PV BIAR/NEE « Trident BERFRIGIETHMIEE o Eif kA SRR EEPodZ
% ~ TridentZEFBHEBE W EMABERZRAIIK/) o R ~ KubernetesETEBETIEXEMINTTMRE « B
HPVcK/N o

TEUEEERI ~ FEIFEM Mshan -PVe) BJPod °
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

S$HERA . ERIPV

HERBN1GIEILE2GIHIPVAN « 554REEPVCES ~ ALiF sec.resumes.requests.storagel EFi#2Gi ©

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

HERS | BREIER
TE A& PVC ~ PV # Trident Volume BIA/ ~ UUBSEE BT S B IEHENE
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

ERIFC Volume

eI LUER CSI BERARERRNAKIET FC 1548 Volume (PV) o

@ EEFNFTZ 4B FC Volume #% ontap-san * BE Kubernetes 1.16 KEHRRZS o

HEF1 | BRTEStorageClass{Z1EVolumelE st

#R%E StorageClass EHEIUERE allowVolumeExpansion HfIZE true ©

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True
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BB F1EMStorageClass ~ saAREELLEEMUE S TowalumVolume Expansion] 2 o

HER2 | [FRIEEIIAStorageClassE Y —{EK A i HFRE
4REE PVC E&E I EH spec.resources.requests.storage MRMHFTBIFFE A/  IEX/IVABRIREIGK

/N o

cat pvc-ontapsan.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident 2171548 Volume (PV) ~ IWAGEBEIEIFE Volume Claim (PVC ) #ERAH o

kubectl get pvc
NAME STATUS VOLUME CAPACITY

ACCESS MODES STORAGECLASS AGE
san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

T3 | ER—(EZEIZZEPVcHIPod
i PV MIANZE Pod ~ BUEFAEEAR/ - AT FC PV A/NEMREIER

* Y0R PV MIANZE Pod - Trident BEFFRIGETHMIZEE « EMFHEER « WRABERRGBIAR)

* BERAEKRMI PV BIANE « Trident BERFRIGETEIER o ERKAEREIESTE EPod 2
% ~ TridentZEMFWEBE W FIABERRARIIK/) o 8% - KubernetesBTEIRTIFEMINTRE « F
HPVcA/ o

TEUEEERIH ~ FEIFEM Mshan -PVe) BIPod °
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

S$HERA . ERIPV

HERBN1GIEILE2GIHIPVAN « 554REEPVCES ~ ALiF sec.resumes.requests.storagel EFi#2Gi ©

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

HERS | BREIER
TE A& PVC ~ PV # Trident Volume BIA/ ~ UUBSEE BT S B IEHENE

208



kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1i RWO

Delete Bound default/san-pvc ontap-san 12m
tridentctl get volumes -n trident
e f————————— f———————————————
e e R L L L L el Fommmmmm= S +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
oo e e oo o= R S e
et et o= S et +
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |
ittt i S et o=
R o fom—— +———— +

JERINFS Volume

TridentXZiE A B ER NFS PV 878 A £ © ontap-nas ’ ontap-nas-economy ’> ontap-nas-
flexgroup ° # ‘azure-netapp-files & o

HEE1 © FBEStorageClass UL 1EVolumelE s
EEFAENFS PVEIA/N ~ BEEENANHE TowiZEVolume Expansion) HIRES Mtruel ~ UEREFETEIERIMU
RFFHIEEET -

cat storageclass-ontapnas.yaml

apiVersion:
kind:
metadata:

storage.k8s.io0/vl

StorageClass

name: ontapnas

provisioner: csi.trident.netapp.io

parameters:
backendType: ontap-nas

allowVolumeExpansion: true
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MRTBELLIRT TRAILERIBMHEEFLER) - REMA Tkubecl Edit storageclass'y K4REEIRA MIHTZLER ~ B
AETTHE EIETT o

SER2 | [FRIEEIIAStorageClassE Y —{EK A i HFRE

cat pvc-ontapnas.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi

storageClassName: ontapnas

TridentfEs% %% PVC #17—1& 20 MiB BY NFS PV :

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-0199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2mé2s

B3 | RFIPV

EEBIEIIM 20 MiB PV A% 1 GiB » 554R%E PVC I8 “spec.resources.requests.storage’E 1 GiB :

kubectl edit pvc ontapnas20mb
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
#

HER4 | BRHIER
TE A& PVC ~ PV # Trident Volume BYA/ ~ UUBSEE AR /N ST EREE
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |

PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
et ittt L fommm - fom e
fom - oo fom - e +

PEARLRE

&R LUER “tridentct] import BU3BBMEA Trident EAGHREIIFAMHEEES (PVC)
» IIRA FHFHEEEE A A Kubernetes PV
AT LU TR & BE A Trident ~ LUE ¢

* BrEARERSSE  UENFRHIRANERE

s HHERRIEARRENERERNENELR

s EEMWIERN Kubernetes S5

s EXEIERMBEERREEN

8
BEA Volume Z i ~ sB5CiBR T3 E=2EIE o

* Trident FEEEEA RW (GEE) £8EAY ONTAP Volume ° DP (EFMR:E) fEEHIEER SnapMirror BBt
HAIRE o MR PERRSTRAR ~ BASHAIRERE A Trident ©
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* HFIEZRCTERAERPERNER TEAMKE - SZ2EAERTPH Volume - 558 Z Volume ~ 241
HUTEA o

@ EHEREREERIEE « A% Kubernetes FEAIELEIAVELRR ~ MBRRZRBER TR
IEEHMIINEI Pod o ER]REERERIRIE o

* BEPANZETE PVC L3587 ~ 1B StorageClass Trident 7EE A BRI A ERAILRE - B HIEERFEER G
F4ER ~ BEBEFEFER MR ENERFERN - ANZKEEE ELKEFT  RILEEARBEAETEEIEFE
& o At ~ BN IR EFFER B PVC PISEMRBEFIERNAEFTNRIFHER - EAtAZ RN o

* HAW Volume ANETE PVC FREMBRER e fTFHRENITZIEAMIRE 2% « PVELPVcHIClaimRefi2
AR

° EIKRBI—FIIEERTE S retain FEPVA o Kubernetes i IHE4E T PVCHIPVZ i « ARG EMREIURE]
MRS f#EER R eI RRY

° MRHFFLERNEWRRIR delete ~ EFHERE GTEPVHIBREMIFR o

* FERIERT 0 TridentEIE PVC > MERIHEMr%FlexVol volume#l LUN  fREJLAEE "--no-manage &
AJEE B EAIIZEER “--no-rename 1ZE AR B E L ©

° -—no-manage* - MRIEMER "--no-manage 1R&5REA » TridentTEM N ERBERRATEEH PVC I PV
HATIEEESNVIRIE o MIBR PV B > (EFHIRE T EWMER - HthiR(F (NEIRERNMERERER
N HEWR RS o

° ——no-rename* - NNRME(FEH --no-rename 1858 » TridentEEAMBEER REIRBHMEESRE -
W EIRHFEE AV E apiEHR o IEEIBEZRIATIER ¢ “ontap-nas ’ ontap-san (BASAr2 #4%)
‘ontap-san-economy’ G4 o

WNRIEAEFER Kubernetes #E1TR 2 ELIEEE » EXETE Kubernetes Z IMNEIR TR
MEMAEmER > AR ELEEIBIEEEA -

* RERETE EPVCHIPY « EAMERAR « RMEEAMIKRE « UKREEEE TPVCHIPV ° REEREEIRILL
PY5E ©

E A Volume

O] LAER tridentctl import FEBEILEAE Trident BEAGEEER PVC KEAMIRE ©

() wREmPvc R ASEETHIER tidenictl EABMKE -
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£ tridentctl

1. #81 PVC ##Z (B0 pvc.yaml) » AR PVC o PVC 1EZEEE S name » namespace
accessModes M “storageClassName ° &t BJTE PVC E&EHISE unixPermissions ©

T RRERERIEH

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: my claim

namespace: my namespace
spec:

accessModes:

- ReadWriteOnce

storageClassName: my storage class

() w#earmsm-EHMSK GNPy LBEIHREA)) TETEREADSLH o

2. {#F “tridentct! import AR S E Bl S B M Trident@ i 2 B KR M —Zi8 7 L EMNZBNG S
(5140 : ONTAP FlexVol ~ Element Volume) © & '-f B ERHE 2 HIRIEEPVCIERMERE o

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-

file>
£/ PVC 112
1. 3 —{@ PVC YAML 82 (Il > pvc.yaml) > EFEESFAER Trident FEAZTAR - PVC 1EZ=MESR
=

° name M namespace EHFEE I
° accessModes ~ resources.requests.storage 0 storageClassName ERREH
° FhEE
* trident.netapp.io/importOriginalName . BimAVELIEEZTH
* trident.netapp.io/importBackendUUID : FRREFRTERIE TR UUID
* trident.netapp.io/notManaged (AIEE) :RES "true" RMIFFTEHIEE o TARE

A ""false" o

WUTREASEHIREEFIRE
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: <pvc-name>
namespace: <namespace>
annotations:
trident.netapp.io/importOriginalName: "<volume-name>"
trident.netapp.io/importBackendUUID: "<backend-uuid>"
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: <size>
storageClassName: <storage-class-name>

2. % PVC YAML t12ZEAFEH Kubernetes F£ .

kubectl apply -f <pvc-file>.yaml

Trident F EBIEAMKRELFEREE PVC -

gl
A 2R T5 Volume EEASER « BRI IERIFRENIZR o

ONTAP NAS 71 ONTAP NAS FlexGroup

Trident Z#E{FEBH ontap-nas-flexgroup  BREIFZENEIT Volume A ‘ontap-nas©

@ * Trident~Z#Ef#EH ontap-nas-economy &)t o
® ° ontap-nas # ontap—-nas-flexgroup EHEXA AT EENHLIRERTE o

ERRHSENE IS EIREED ontap-nas’ = ONTAP ZE A FlexvVol volume o {FHEEENIEXEA
FlexVol HAMR& ‘ontap-nas BVEEATNMERE o onTAP FBE LBEFER FlexvVol Volume BJEEAZR
‘ontap-nas PVC ° [E#xi#th « FlexGroup Vols thAJ LA EE A% ontap-nas-flexgroup PVCS °

{F8 tridentctl B ONTAP NAS &5
T EEFIRRINMAFER tridentctl EE AT B EMIETEHIEE
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E& Volume

U TEHIZEAZL AR Volume managed volume FERAMRIG L ontap nas :

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

st ettt T T e e Fom -
fom - ittt ittt fom - e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fomm - fomm -
fom - o fommm - fommm - +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

o fommm - fomm -
fom - o fom - Fom—m————— +

JEZEE Volume

£/ "--no-manage ' 5|#EF « Trident A EHF i BHEE o

MU TEHIEEA unmanaged volume £ L ontap nas & -

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o fom— - Fomm -
fom - o e fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fomm e
Fommcmmomo= B e Fommcomo= oo +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6ad-b052-423b-80d4-8fb491aldaz22 | online | false |
o Fomm - Fomm -
fom - o fom e +

{EF3 PVC :1fi#HY ONTAP NAS 5
MUTEFIRRIEER PVC sHREATEMIEEEHIIEE o
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£ & Volume

LR &)1 81abcb27-ea63-49bb-b606-0a5315ac5F21 BA—{EHZ “ontap volumel M
1GiB ‘ontap-nas HifRE » MfFHA PVC 53R E T RWO FEUET :

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: <managed-imported-volume>
namespace: <namespace>
annotations:
trident.netapp.io/importOriginalName: "ontap volumel"
trident.netapp.io/importBackendUUID: "8labcb27-ea63-49bb-b606-
0a5315acb5f21"
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: <storage-class-name>

JEZEE Volume

W& % 5 34abcb27-ea63-49bb-b606-0a5315ac5£34 BEA%A “ontap-volume2 By 1Gi
‘ontap-nas HHRE o MEfER PVC 52k E RWO FEUETR :

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: <umanaged-imported-volume>
namespace: <namespace>
annotations:
trident.netapp.io/importOriginalName: "ontap-volume2"
trident.netapp.io/importBackendUUID: "34abcb27-ea63-49bb-b606-
0ab5315ac5f34"
trident.netapp.io/notManaged: "true"
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: <storage-class-name>
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SAN ONTAP

TridentXZiBFAETREA ontap-san (iSCSI~ NVMe/TCP #1 FC) #0 ontap-san-economy =) ©
TridentA] AEE A B E E— LUN BYONTAP SAN FlexVolHEHEE © $E8 ontap-san SEENFZF » ©AE(E PVC i
I —{EIFlexVol volume > i fEFlexVol volumePI L —{@ LUN ° Trident A FlexVol volumelli & H L PVC E
e o TridenteE] LA A ontap-san-economy B3 %@ LUN BYFEEEE

WUTEARTIFAIEASTEMIFFTEWRE -
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&t

& Volume

HREEES » Trident ## FlexVol volume Eas B BE&T » WiF FlexVol volume 189 LUN 1un0 EdEE
pvc-<uuid> °

=

HIZEBHIEEA ontap-san-managed i LM Flexvol volume ‘ontap san default

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-

basic-import.yaml -n trident -d

e F————— o
o o t——— o +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e o -
e e - e +
| pvc-doeedf54-4e40-4454-92fd-d00fc228d74a | 20 MiB | basic |
block | ¢cd394786-ddd5-4470-adc3-10c5cedca’757 | online | true |
e e o
t——— o +——— o +

JEFEE Volume

LT EHIEA unmanaged example volume £k ontap san & :

PIES
LUN
A

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
Fommmmmmmmomeososorrenosmemereme oo me oo Frommmmomos Fomcmmemememonos
Fommemmomo= B e Focmcomo= oo +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommcmcosososososrsros oo esCe T Ce e S e S e Fososmsmss Fomosmsososssoss
Pommmmmmm== o memes e e s s s s Fommmmm== o= +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759£555a | online | false |
Fommmmmmemsmssesese s s s s s e o= e
Fommmomomme Fommememerossrsreemenessosoeseoomomoms Fomomomme Fommomomos +

838 LUN HFEZE B Kubernetes #7125 IQN £ IQN 89 igroup ~ M1 TFAIEEHIFAT ~ S S U EISERAR ¢
already mapped to initiator(s) in this group ° IEERREEIZBHECHEE LUN ~ A 5E

HEIR&E o
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0

unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

avE S

Trident SZ1B{FEFAEESNFZTLHY NetApp Element ERESF] NetApp HCI Volume EEA solidfire-san ©

@ ElementiEENTZ TN IR FEHIVolume 418 o 748 ~ MR EFENHFEE LTS « Trident ZE([E]EE
iR o AIFEFSTE S EMIEE « IRHM—HIRERTE - AREAERWHMIRE o

T EFIGEA element-managed &im_EAY Volume element default e

tridentctl import volume element default element-managed -f pvc-basic-

import.yaml -n trident -d

Fommmmmmemsmessseseses s s s s e e it Fommmmmmememem=
Fommmomomme Fommememeressmereemrmessosoesenoomomoms Fomommmme Frommmmomos +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmmmomoososorrerosmememe oo meoemmmmm o Frommomome Fommmmmmomoomoos
Fommemmomo= B e Fommcomo= oo +
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9c42-e38e58301c49 | online | true |
o e it fomm -
Pommmmmmm== P mes e e s s s s s s s ee s Fommmmm== o= +

Azure NetApp Files

Trident Z1E{EFAEENFZNETT Volume EEA azure-netapp-files ©

EEEA Azure NetApp Files Volume ~ sBKHERR & BRI S I 5ZHEEREE © Volume RIS Z1E
() Volume BEHESTEAI—ERS) :/ o U ~ MRHBBEES 10.0.0.2:/importvoll - HEKEEAE
7 importvoll ©

THEHIEEA azure-netapp-files &ifi LAY Volume azurenetappfiles 40517 HAIREERTK
importvoll °
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tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s fememe===s e
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e e e e e e e e ) fro— e s e
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

fossssssssss s e se s s oses oo sssssss s s e fememesmmeeeaa=
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Google Cloud NetApp Volumes

Trident Z1E{F A EESNFZNETT Volume EEA google-cloud-netapp-volumes ©

LUTEHNERMIEE testvoleasiaeastl €8Ik backend-tbc-genvl BEAMIEE o

tridentctl import volume backend-tbc-gcnvl "testvoleasiaeastl" -f < path-
to-pvc> -n trident

Fommmmmmemsmesesesese s s s s e ss s o=
Fommmmmmmcemeoeoeoeoom= Frommmmomom= Fommmmmmrmesrrrrrrrre e meme s e emm o
Fommmmm=e Fommmmmme= +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmcmcosososssrsres e e e T T E eSS eSS Pommmmmme=
Fommmmemeceessesesesee= o= Bt et
Fommmmmoe e +

| pvc-a69cdal9-218c-4ca%9-a%41-aeal05ddl3dcO | 10 GiB | gcnv-nfs-sc-—
identity | file | 8cl8cdfl-0770-4bc0-bcc5-c6295fe6d837 | online | true
|

Rttt P

o essesesesees Rttt Bt e e
Fommeomoe e +

Ty FEEMERIEE R E—EEEFEA google-cloud-netapp-volumes Volume :
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tridentctl import volume backend-tbc-gcnvl
"projects/123456789100/1locations/asia-eastl-a/volumes/testvoleasiaeastl"

-f <path-to-pvc> -n trident

o fomm -
e R e et
fmm====== fememe==== 4

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssss=ssscscssssssssosossssssss=sssa=s fememe====

fm e e
e e +F

| pvc-a69cdal9-218c-4ca%-a9%41-aeal5ddl3dcO0 | 10 GiB | gcnv-nfs-sc-
identity | file | 8cl1l8cdfl-0770-4bcO0-bcc5-c6295fe6d837 | online | true
|

fossssssssssssesessssssasosossssssasssssass fememema=a

frosssssmeemes e from=mee==== frecsmeeem s m s s o s e e
fre=m====s fremmmeme=s WF

BEJER &R BNIRE

BT Trident ~ ERLAIUAAKTE I NG EISKE BRENBEBNEE o 55 Bh SR I
RMBLIEE HEE R EH/ Kubernetes B (PVCS ) o A UAERIGEREZRE
R~ LI BFTHEE LB BETER ; K27 - BEARERNIE MR ZETEE
/N
FsaZ Al
BIHETHY Volume &FBFIIZHKZIE ¢

* Volume £37 ~ BEARERIEE o

* MUEMmS ontap-nas-economy EEEhiZNHP 0 2F Qtree HIREMRTBRI S BIBEZS o

* BT S ontap-san-economy SEENFENP » RE LUN LB SRIBEL ©

PRI

* BEJHIRERTBEEONTAPAEEHIZNES ©
c EHUTERLZIEBTIER | ontap-san ’ ontap-nas ’> M ontap-nas-flexgroup mji o
* BETHEELTBABERNIREHMEE o

FIE&] Volume LB EEITH

* MRLFHEAPHFEEZBERMERKRY  AIRFETERN - B2 - MRBALARELLY - AERERE
Hyan B G R R R & o
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* MREAR AN RELR AR LHEEE « INERRERES o MBI EF TENIUERRIEE
g o

B ATIRRNRIRERREES
B R EEAERN / EERERESE
RIE MR EEH

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",

"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"defaults": {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} } "

by

"labels": {
"cluster": "ClusterA",
"PVC": "{{.volume.Namespace}} {{.volume.RequestName}}"
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EEE KM

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",

"username": "<admin>",

"password": "<password>",

"useREST": true,

"storage": [
{
"labels": {
"labelname": "labell",
"name": "{{ .volume.Name }}"

}o
"defaults": {

"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster
1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by
{

"labels": {
"cluster": "label2",
"name": "{{ .volume.Name }}"

by
"defaults": {
"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster
}} _{{ .volume.Namespace }} {{ .volume.RequestName }}"

}

LTS A E
 Hif 1>

"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} ({{
.config.BackendName }}"

< i 2>
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"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""

RELENER
1. 72 Volume BEARER T « RARAN Volume EBFRERILAVRER « IREBA 285 o flm

{"provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}} . ©

f£5EE Volume EEARER T » Volume LB BBEERIGERNIREBRFIERN LB
Trident A iEEA S HHEFRIRNM Slice EHF ©

INREAREE M —HIHIEERTE « Trident ZHIINAEREIEF T « LU M—HRIEERTE o

o &>~ W BN

IFrB Efth ONTAP BEENZ= « MIRMERE L IBBIERLERE - HIRERUZFMERM -

PEan % =L FANFSHARR &

£ Trident ~ I EEEep R TR PEIMIRE « WiE—ZERE6p % =P HEA:

HiHR& o

ThAE

TridentVolume Reference CR mI:E G % 25— Z1{E Kubernetes % 2= ReadWriteMany  ( rwx )
NFS Hif& o tEKubernetes R EfR S ZE R 5B, :

* ZLEEFEUEE - BREEM
* BI&BCFR A Trident NFS VolumeEREI T2
* RFBtridentcti SRR E thIE/R £ KubernetesIHEE

It EERBMEKubernetesinsa 22 2 FBIFINFS Volume3tFl o

R NAS &% Volume BIBETRBRERE 64 EF7T © Trident BIRIEIRENHREN K LEIEE o ¥

§II|
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re

________________________

TVol €—p

=
3
2

.......................

TridentVolumeReference

O [
H

primary/pvci

\‘ " 5\ -’J
----------------- - Storage B e
Volume

& QR AE L EFTRAESR ENFS Volume= o

o RESRRPVe U AR E
Ren ERER ER T EFESRIRPVCHERIAVER

%P

T BRIt e & =R P I CRAVER
EETEEIRTEMNM R ERIEREEILTridentVolume Reference CREVHER o

e 7 Bt s5 %5 ZE E Hh 22 37 TridentVolume Reference
B #Yithsp 5 MR & € &1 TridentVolume Reference CRIRZBBIHEPVC ©

o EEtE R =R PR IEERIPVC
Batar R ZEMRER EGEIEBIIPVC ~ LUERRIFEPVCEIERIAIR

5% KE SR RAN B Byt e 22 ]

#TREZZE  BEatZRARRERRGREREEE - REEESNMBERM L EMEAENHEFREE
178 - ERE/ABEESESRBPIEE -
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HER
1. * R EMEEE | *BIIPVC (pvcl) (namespace2) f#M shareToNamespace 538 :

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Trident 217 PV KHE &% NFS FFHIRE o

° A UEALERDIRRBE « KA ERFEFRELAESEGmRZEM - Fli -
trident.netapp.io/shareToNamespace:
namespace2,namespace3, namespace4 °

@ c WAIUEREREMARZER » - flg -

trident.netapp.io/shareToNamespace: *

o AT LIEHPVC, LA A shareToNamespace FEFRFEERE ©

2 *ZETES CBROBIUBEEN RBAC » IR FEEGATEHEEETEEHETERPETL
TridentVolumeReference CR HIHERR o

3. *HMMe R TREEEE | TEREKRH R TR B At = A i TridentVolume Reference CR
pvcl °

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4 *Brtham B EMEEE | *BIL—EPVC (pvc2) (namespace2) {#F shareFrompPvC sHELIEER
JEPVC ©
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

() BsstPversA /IS EINAHERITRPVC o

nl:l%

Trident @:8EY “shareFromPVC BRI PVC ERIMIEE ~ MAE B Yth PV I AXREEE « AT ESSRIGE#
FERERRIE PV ~ HARIE PV #EEE o BRMAIPVCHIPVLIFIE BEL ©

flpFRHZ=Volume

EA] LUMRREE 2B dn R 2= M AR & o Trident i #PR2R T & 2 M _E MR @ ZEUE « M4 EH AR RdiR
EHEfthep 2 =R TZEE - F2BRFRIA 2885% Volume MIS B ZEfEESF « Trident € MIPRE% Volume ©

f£F tridentctl get EFEEEVolume
fEA[tridentctl RN ~ EAIUMIT get BISIEBHIEENM S - MNFHHAEN « A2 RBIEL | ./ Trident
2%/ tridentctl.html[tridentctl A< BLEIE] o

Usage:
tridentctl get [option]

EAR

* “-h, --help : VolumeRJsREA o
* ——-parentOfSubordinate string : iFEHRHITEREIIEVolume ©
* ——-subordinateOf string : FFEHREHITEVolumelI TE °

PRI

* Trident AR LE BRIt Er R EMBALBHIRE - MEZEREREENHMIZF R LEBR A Volume
‘i o
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© BEEFEBBIRIEEEE RIEPVCHIZEE shareToNamespace 3 shareFromNamespace sEfzakflilbk
TridentVolumeReference CR.EERIHEFEIE « M BRIFRIEBRIPVC ©

* ERBHIREE EEABMITIRR « ERMFS o
LESELE
ERA BT %2R VolumeEEY
S IR TH B AMTEE | U EEEG R EEMITEEFE o
* BB LAITREE "NetAppTV" o
EBin s T EEREIRE&E

55/ Trident » {AIFEAE—{E Kubernetes #8Erh 7 F)eh 4 22 R -V IRA AR SUHLHR
BRI E o

TR
EERMIRE Z A > FHEERIRN BRIt RiIRrREAER - MERBBERENFHFER

()  EmazmsERESE ontap-san il ‘ontap-nas HTFREBNZR, o 3B QAT o

N

AFT
RERET RAI AR EMEREER

7N\

RERIR PVC REHHEIFE
Ren% ERER ER T EFESRIRPVCHRE AR o

X

9 ¥ 1E BH9ithen & =R 1 CRAVIERR
EETEEIR TR TERIEREEILTridentVolume Reference CREVHER o

e 7 B ep 5 = H 2 37 TridentVolume Reference
B it an 2 ZE R R B S 1L TridentVolume Reference CRIRZBBIEPVC o

o 72 B 03t ZE R T PVC
B B RN EAE BRI PVC » IR BRI PVC o

R TE ARAN B Byt an 22

= TREZEMN > Bt ERERERER mREEEAE > REEESNBNtmRERESEHLEE
ZEFKEITE © ﬁﬁﬁ%ﬁ@ﬁfﬁﬁ*ﬁ%ﬂﬂhm °
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1. * KRR LEREHEES - * (pvel EHRBFEHGBREMAPIEIL PVC (“namespacel) » O[T HEERMEG
F’Eﬁ#&ﬁﬁﬂ"ﬁgﬁﬁ(namespaceZ cloneToNamespace °

kind: PersistentVolumeClaim

apiVersion: vl

metadata:

name: pvcl

namespace: namespacel

annotations:

trident.netapp.io/cloneToNamespace: namespace?

spec:

accessModes:

- ReadWriteMany

storageClassName: trident-csi

resources:

requests:

storage: 100Gi

Trident €817 PV REBIGFHFHER o

o

O .

TRl LUEALUERARIVEE « kA ERFEEFRELAESEGRZER o FIU
trident.netapp.io/cloneToNamespace:
namespace?, namespace3, namespaced . °

e UMEREAMAE M RZER ~ o HI80 - trident.netapp.io/cloneToNamespace:

*

Ee] ABEERF S PVC LU “cloneToNamespace'ffizE o

2 REEES BECEILEEN RBAC » UWRFEEMGEHEE EEEEHRTMPET
TridentVolumeReference CR HY#EPR(namespace2) ©

3. *HIM SR EREEEE | TEREKR AR B At e = A i TridentVolume Reference CR

pvcl °

apiVersion: trident.netapp.io/vl

kind: TridentVolumeReference

metadata:

name: my-first-tvr

namespace: namespaceZ

spec:

pvcName:

pvcl

pvcNamespace: namespacel

4. BRI A EREES | * (pve2 EERMESAERPEIL PVC (namespace2) fFH
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“cloneFromPVC &, “cloneFromSnapshot #1 “cloneFromNamespace s 3I5EHR PVC °

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
annotations:
trident.netapp.io/cloneFromPVC: pvcl
trident.netapp.io/cloneFromNamespace: namespacel
name: pvc2
namespace: namespace?2
spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:
storage: 100Gi

PR
* HHER ONTAP NAS &KEBUERENFZTNACERY PVC » RZIEMEEAR o

£ SnapMirror £ B E

Trident S#E— (A& _FHACRHIE RS RE F BN E RNS5HEGR  LUE
WIS LGEITSS IS o CRIUEALS Trident SEREIA (TMR) A& 2RI TR
T (CRD) HH1T FHUBIE :

© BIiMEE 2 IRVERSIRAER (PVCS)

* BIRIEGEE 2 RIAVERSTRAR

* FRERRSTRAA

* EXEER (BFEBE) HARIRARE Volume

C EEEMAERENRER REARIANEEREREEEE

ER IR
EIERBZ AT  SBREN G TAISRIEMS

#E ONTAP

* *Trident* : Trident 22.10 kR EF AR A A BEBFIFIENER ONTAP {EAZIRICREZEEMN B Uit
Kubernetes &£

c *ITHE ¢ L (FHERREEMNR ONTAP SnapMirror FEE)S 1A ZERRF/E 2R B #Uth ONTAP & FEX
FA o UNEEFAAEN ~ AR "SnapMirroriZ EEIEONTAP" ©
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% ONTAP 9.10.1 FA%A ~ FRE1RHEERZ LA NetApp 1IRHEEREZR (NLF ) BRI « E=—ErJ B2 IEL)
REVE—1ER - MFBFMAEN ~ 552 H "ONTAP One FEMIIEE" o

@ {£3%1% SnapMirror JEREF 1R:E o

HERMR

** A SVM® R ONTAP RIS IRIETHERIZ o MMM - S0 " EESVMES
o

()  m®EmiE ONTAP %5 2 I RRIARERI SVM 2IBRE— -

* * Trident 1 SVM* : $EMER SVM W4ZRRT AR B ROMEEEE _ERY Trident ©

& ErEESNEI(

NetApp Trident Sz1% {3 NetApp SnapMirror EAPEITHIER@ER - (AR T5EEE N IENHEFER :
ontap-nas : NFS ontap-san :iSCSlontap-san : FC ontap-san : NVMe/TCP (ZER&HR{EK ONTAP ki
75 9.15.1)

@ ASA 2 Z4EAZIB(FHE SnapMirror ETHIEEESR - HRA ASA 2 RAMNEE » AR IEE
ASAR2 HERM" ©

BiriR4Y PVC
AEE TSP ER ~ MifEM CRD AT EMREMIRE 2 MEIIRIRARE

1. £ Kubernetes =& 1T AL ER :
a. fEEZ#E1I StorageClass ¥4 trident.netapp.io/replication: true ©

)

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: csi-nas
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
fsType: "nfs"
trident.netapp.io/replication: "true"

b. {FRSCAIEIIAY StorageClass E1iL PVC o
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vl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

C. {FERAZASHE 2L MirrorRelationship CR °

gl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:

- localPVCName: csi-nas

Trident EFEBELIEEN A EANIEE BRINE R {RE (DP) AKE& » JABIEA MirrorRelationship
HIARREAR ML ©
d. By TridentMirrorRelationship CR L HX1E PVC FIAZR&FEF SVM o

kubectl get tmr csi-nas
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kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
generation: 1
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas
status:
conditions:
- state: promoted
localVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”
localPVCName: csi-nas
observedGeneration: 1

2. 7% Kubernetes =& FHITFFIFEE ¢

a. {#H trident.netapp.io/replication: true 2#3£17 StorageClass °©
4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

trident.netapp.io/replication: true

b. {4 BBt EE EEIL MirrorRelationship CR o
i)

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas
remoteVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”
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Trident #$EARERRIARRI%TE (3K ONTAP FFERR(E) EIL SnapMirror Bif% » MAGEAIIATE ©
C. {FERCHIEILA StorageClass #1iI PVC ~ {fEARE ( SnapMirror BAYt) o
el

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

Trident 12 & TridentMirrorRelationship CRD > IR RIMARTZEIE > BUEERIEIL Volume ° MNREFHEERE
Ri{% > Trident i$FEIRETRY FlexVol volume IETEEL MirrorRelationship FE &RIiETR SVM HERY
SVM L o

Volume EEAREE

Trident Mirror Relationship (TMR) 2—%& CRD ~ {5k PVC ZREERRZN—in - Ba# TMR BEEIKES
Bl &% Trident FREEAUARAS o BAYM TMR B TFHKAS !

* *EI A PVC ZEREIRARRIB BRI Volume ~ ERATHIRAE o
**FHR K PVC BRIEREAHNE - BTSRRI o
* CEIRI A PVC ZRSIRIARIE VM Volume ~ FeRItHBINZIRSTRAE o

- (IR ENHERERIORRRE A EARE  UABEERERRIORE - EATEERE HHHEE

° MNREIRE SRR ARREIRF « AIEMBIUARERERHY

EIEst BN A EBEHRMARRE PVC
LR Kubernetes 5 EHIT PR
* ¥ TridentMirrorRelationship B spec.state LT % promoted ©
EREINBERERBARRE PVC
T EMAERE (BE) 3R FRIT TP BRARRE PVC :
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1. 7£F E Kubernetes #5 I « 17 PVC WIREE « TS IRBEIITTH ©
2. 1T E Kubernetes #E£  ~ #137 Snapshotinfo CR MBS RZPAAE K] o

&)

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. ERE Kubernetes #£ | « #& TridentMirrorRelationationship _ CR BY _spec.state {RLE % updated ~
spec.promotedSnapshotHandle B2 IREBRINZRZTE o

4. 7TRE Kubernetes & I - FEFIEFA4RAY TridentMirrorRelationship AkB& ( STATUS.STATUS #&1{i1) o

ERERERERRSREF
BREHGEZA - BAEEERSNEEN—@E -

1. 7R E Kubernetes 25 I - B{REE# TridentMirrorRelationship _E spec.remoteVolumeHandle {89
Eo

2. 2% Kubernetes #£ t - #& TridentMirrorRelationship B9 _spec.mirror {B{iIE#% reestablished ©
HMEZE
Trident ZIREFENMREUIEE T FIIEE -

BEE PVC EREIFHRE PVC
BEELEHEEETE PVCHIREPVC ©

1. REBIUMXE (BRUH) ZEMIBR PersistentVolume Claim # TridentMirrorRelationship CRD ©

2. 6 (FR) #FEMIER TridentMirrorRelationship CRD ©

3 EEXE (KE) #E FEIIFM TridentMirrorRelationship CRD ~ UAREERIINFHRE (BRH)
PVC -

AREG - TEHRE PVC BIKR/N
PVC AIIEEHEA/N ~ MIREHEBEBRIA/) - ONTAP EEEIERIEMRE BRI flevxols ©

it PVC BIRER
EEBRER « FEBRNREBHEE EHIT TIIEP—IEEE !
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* MIBR=E PVC LK MirrorRelationship ° & & e = RE% o
* @& - ¥ spec.state HBIEHA updated ©

kR PVC  (SeRTEHRST)
Trident 1R EHREH PVCS > W ERMFHIFR Z A TREBER R o

fif% TMR

PBRERSTRAAR—RIEY TMR 2EEEER TMR 1E Trident SERMIBR Z AIEHAE F BAKES o NRBEEEMIPREY TMR
BEER _Promive #h8E > B3 BIREMESREE > TMR BE2F6% > M Trident 141 PVC #4Rk% ReadWrite
o IEMIBRERETE ONTAP it A E B Y SnapMirror (RAEE R o USRI & 75 R SRAVEE ST REMA TP
A~ BRI HEVERSIRAAES - TEGRASR _ B MIREEEIRENF TMR ©

= ONTAP EiRE; - SR EMRSIRE

B IRARAR R ~ I LUMEREER T o R LAER state: promoted B state: reestablished M
REHEH - B Volume F4k2A—H% ReadWrite Volume B ~ &BILU{ER promotedSnapshotHandle 35
ERTEIRER ~ BRI Volume ERZE

= ONTAP BE4RFS SR aTRIA

f&AILAfEEA CRD ZR#11T SnapMirror 57 » M#EE Trident EFELFE ONTAP FE5 © :A2RT5!
TridentActionMirrorUpdate E5HIH&

el

apiVersion: trident.netapp.io/vl

kind: TridentActionMirrorUpdate

metadata:
name: update-mirror-b

spec:
snapshotHandle: "pvc-1234/snapshot-1234"
tridentMirrorRelationshipName: mirror-b

status.state RBR TridentActionMirrorUpdate CRD FYAKRE o ERJLAEXE sued ~ in progress X Failed BY
H o

fEF Tcsithi]

Trident A AR FASRIEZ MR T HAFR & ~ WG EMIINZE Kubernetes EFAIERRL " (csi
FRi¥E] TheE" o

e
fER Tesithix) THEE ~ AIRIEEREM A ARG - REIEHEIRERFE « RecFI—E D8R - 15 - Binfit

FEm ] sEKubernetes BIE 5 32 77 U@ 5 A B HERIENRS - BiR AN FEEREAN TR AERSE « SRR E
BIHZME - BT HEEZEEEEFTATEEHECEMIRE « Trident £ CSI A% -
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RABR TesifIE) THAE "I -
KubernetesiZft ME &5 Volume BAEIER -

* Y18 volumeBindingMode "X EBE " Immediate ’ Bl Trident S1EREEAIRERIMNIER TEIES o 2
SLOKAEHERERET ~ Bl RRIRHIR & BN BREERACE - EEFAR(E volumeBindingMode ~ BRAMNT
SEHIMITHRERGIRRE o FHEHIRENE L AR RRBERR Pod HHZFEXK o

* #& TVolume BindingMode] % WaitForFirstH&E®E | F « BIEEEIIMBEKAMEE - ERHFETEZ
SERKAMIRRIPod A LE o YIE—2R ~ RLAEEEILHERRE « LARF SHRIER KRB I TRIHERZ RS

() rsseRs) REESTEESERTE - BTN TosHE) AR .

TEENER

EEFH lesithig) ~ EEETHER :
* HTTHYKubernetesF & " EAIKubernetesii 2"

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99dt",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdo64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1le4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492z2",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

* HEPHEHMEREEER - LEIAHER A (topology. kubernetes.io/region
‘topology.kubernetes.io/zone) ° fEZREE Trident ZA] @ B2 * EZEFENESE * BUEEELE > U
{8 Trident BESARXANFEIE ©
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"nodel", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/master":"", "topology. kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

SR | @i ARIERN R LR

Trident f#fFERHAIRIRA A& « EEMMEENIEE - SERIHETIUATE —EnERN
supportedTopologies @R « ARZZNEIFMEIFFE o Wi FEHILLIERIFRStorageClass ~ REER X
EME/ & PHHEMERERERE « A &I Volume ©

TR RImEZREG
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YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl
managementLIF: 192.168.27.5

svm: iscsi svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.
topology.kubernetes.
- topology.kubernetes.
topology.kubernetes.

JSON

"version": 1,

"storageDriverName":

io/region: us-eastl
io/zone: us-eastl-a
io/region: us-eastl
io/zone: us-eastl-b

ontap-san",

"backendName": "san-backend-us-eastl",

"managementLIF": "192.

"svm": "iscsi svm",

"username": "admin",

168.27.5",

"password": "password",

"supportedTopologies":
{

[

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-a"

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-b"

“supportedTopologies' ARt S EZIEHNEIRM &IFEE - SLEIHM &R &R StorageClass
()  SERHAKERE - R OEEHBAIREEHNES T % StorageClasses + Trident BTE

BIREITHERE o

THRINEERSEREFERON EHRE) - A2RTIE -
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version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
supportedTopologies:
- topology.kubernetes.io/region: us-centrall

topology.kubernetes.io/zone: us-centrall-b

ELtEFIH « TREGion)s M Zonel BERRMEBEIRMIAGIE o topology ~ Kubernetes.io/region ]
#0 Ttopology * Kubernetes.io/Zone| JREEFERMBIEFERIIR o

T2 | E&R AR ENStorageClass

R R AR R E P ENRAAVIRIEARE « FTUUE & StorageClassA B SHRFEE N o EBRIREMAPITRE Z KA HE R
IRERIEENFEFEIRM « LUK UERTridentFrie it 2 HEREVETRE T 5 ©

2T
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata: null
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions: null
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: extd

£ - ERHR StorageClass E&FEH volumeBindingMode * B &S WaitForFirstConsumer © {EPodH 5|
ItEStorageClassFTEKRHIPVCSZ Al » RAAZEH EHIXKEUTE © kb9 ~ 38 allowedTopologies  {REEMERN
BEIHHME&E o StorageClass & ‘netapp-san-us-eastl ELMEZMEBIHREIL PVC “san-backend-
us-eastl °

SEE3 B NFAPVC
#2317 StorageClassil HEEE BinBInEIHZ % « KIREMAIURIIPVCS °

FH2RBIUT TsPEC) & :

kind: PersistentVolumeClaim
apiVersion: vl
metadata: null
name: pvc-san
spec: null
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

ERILENBERIDKAERIRIZEAISEGEE TIGER !
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

EBTridentZ2 R & WA HELE EPVe « 5H7EPodREAPVC ° 552 R THIEEA -

243



apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

Lttpodit REEEFETKubernetesTE lus-east1] @IHAVENEL EHEREpod ~ AifE Tus-east1-ay 3K lus-east1-by &
A EE R B R TIERE

2R
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

FHBIHUANA supportedTopologies

TEILAER TtridentctiBinERT1 REMITANRI « UWRA TR EERE BE - EAEXECA B
& « MEREARRENPVCS -
MBFAEA ~ F2H

c "EEASENER

* "ENELEEENAS"

* "RAHG L i BRI

 SHELARE

fEFRIR

Kubernetes /&R & (PV) RYBRE IRIR A EX AR E RIS EIBEAE AR o (MR AR ILfE
FA Trident (237 FIHEFEE IRER « EEATE Trident SMERERIIAVIRER ~ EIRA REBIEILFTHIHERE
&  DURAEIRIREREIRE E R o

Ef
meE

EREBRZIR ontap-nas ’ ontap-nas-flexgroup ’ ontap-san ’ ontap-san—-economy °’
solidfire-san ’ azure-netapp-files ° # ‘google-cloud-netapp-volumes' B}t o

FIsEZ Al

S BB IMNEBIREBRIEFIZZAETERER (CRD) ~ A SEFERARER o IE=&Kubernetes OrchestratorfYE{E (
4N : Kubeadm ~ GKE ~ OpenShift) o

MRIEIKubernetes B iR AR B 2 IR EEZEHIZFFCRD ~ 552E ZBZE Volume Snapshot %25 o

@ YNR7E GKE IRIFHFZIERMIRE IR 5771 RIRIERIZR - GKEEA NERIIRETURRIE
il
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BIHIRERER

1. #3I VolumeSnapshotClass ° UIFEFAME ~ 52 E "Volume SnapshotClass" °

° “driver #5[@ Trident CSI EBEFE, ©

° deletionPolicy AJLA Delete Bf Retain © :REZAKRF Retain  HFHE FMEREIEIRE « BMEE
VolumeSnapshot M EmBE o

gl

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. #7IRAE PVC KUIREE -
&
o WEHIEIEITIRBPVCHIIRER o

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

° ILEHIEA%FEA PVC Y Volume Snapshot #1433 —1E pvcl {RIBZFER A pvel-snap © Volume
SnapshotFELIFAPVC ~ M EAHEEAEE volumeSnapshotContent NEREBRIREBRIMIMG o
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kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

o Bl A# R VolumeSnapshotContent B4 pvcl-snap #iftVolume Snapshot © © Snapshot
Content Name sAIRHIEREAIVolume SnapshotContent¥)f o © Ready To Use BEFRMIRIEA]
FAREILFREY PVC o

kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%
Ready To Use: true
Restore Size: 3Gi

N & RIBEEIL PVC

] LAERE dataSource HH% AR Volume Snapshot 17 PVC <pvc-name> IABERIZKIR o BIIFKAE
BRERIEEZ1Z ~ SR TEMRIZEIPod £ ~ MG EBEMEMAAERERIE—IXEH -

@ HHEZIR Volume FREEMIE—ERIHEIL PVC ° B2/ "KB | #AEEBIHEIL Trident PVC
Snapshot B9 PVC" o

TFEHIERZEI PVC pvcl-snap MIABERIKIR o

cat pvc-from-snap.yaml
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

FE A Volume [#:Eg

Trident 23& ~ "Kubernetes TEFTAC EHVIRIEIE = Al B EEIE S 2T VolumeSnapshotContent #4 ~ AEEEA
£ Trident ZSMEIZHIIRER o

FAtAZ Al
Trident WAZEE 27T E A RBHRHIRE o

FTER
1.~ ZBEEIE | * 1L VolumeSnapshotContent' 2 8& inREBRIMIHF o SE7E Trident PEXENRER TIETRIE o

° IEFHIEERIRIRIEAIATE annotations %A trident.netapp.io/internalSnapshotName:
<"backend-snapshot-name"> °

° 357E™H snapshotHandle $§%E " <name-of-parent-volume-in-trident>/<volume-
snapshot-content-name> °© 3 & Bag P IMEPIRIBILIRH4S Trident BIME—E A ListSnapshots ©

@ o <volumeSnapshotContentName> H? CR 4 fRHl « BIAKER SR IFIRES
8 o

&5l
TEIEEHEIL volumeSnapshotContent BEREBIFIRBIIMIH snap-01
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content-name>
volumeSnapshotRef:
name: import-snap
namespace: default

2. *FEEIE . * I VolumeSnapshot 28MY CR VolumeSnapshotContent ¥ | B ERIFEUELL
fF volumeSnapshot EIEERI AR TR ©

el

T EHIEEIL VolumeSnapshot CR e 2 import-snap EEZ2EN VolumeSnapshotContent B
import-snap-content °

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: import-snap
spec:
# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)
source:

volumeSnapshotContentName: import-snap-content

3. * NEPRIE (REFKEVUEMITE) © * JMERIRIBIHE AT PRI EILA VolumeSnapshotContent » MHIT
ListSnapshots #®sE © Trident B "TridentSnapshot ©

° SMERIRERBI HELE VolumeSnapshotContent & readyToUse | VolumeSnapshot & true °
° Trident 38 & readyToUse=true °

4. * {EfafEAFE . * 1L PersistentVolumeClaim UZEHHH VolumeSnapshot » HA
spec.dataSource (Z spec.dataSourceRef) #F8% VolumeSnapshot $f8 o

Ll
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T FIEIL—{E PVC 288 volumeSnapshot Banfh import-snap °©

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

{EFRREBMIE Volume &}

REBEERTER AMEE ~ URBERETE R ENMIEEEZESIRAEEM ontap-nas Ml ontap-nas-
economy EBENTER | BXAE . snapshot BRFMRBREETENER o

£ Volume Snapshot Restore ONTAP CLI i tftk & 2 R = S B iRIB R sC 8 AUARAS ©

clusterl::*> volume snapshot restore -vserver vsO -volume vol3 -snapshot
vol3 snap archive

RBRETRUMEIREER

Trident €A (TASR) CR {EREBIEMIFENRUIMIE&®EIR TridentActionSnapshotRestore © Ith CR
7 Kubernetes I E1TE) ~ EIFETRR BT ERERET

TridentSz 1B REEIR1E ontap-san ’ ontap-san-economy ’ ontap-nas ’ ontap-nas-flexgroup °’
azure-netapp-files °* google-cloud-netapp-volumes * # solidfire-san’ SJi& o

RG22 Al
1S EBERZAIRAY PVC FIRTARY Volume TRER o

* HEEY PVC ARREA TEESE) o
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kubectl get pvc

* ER5E Volume RIE R B EEFBFAE AT HLER o

kubectl get vs
TR
1. #37 TASR CR ° ZRfIE PVC #1 Volume Snapshot Bl CR pvcl pvcl-snapshot ©

() TASR CR AR PVC 8 VS FEfIs 2RI «

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

2. £ CR URRERBER © LERAIRE Snapshot i1 pvcl o

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

RmR
Trident EERIRIBRE R} o EETUABRRRIRIERARRE ¢

kubectl get tasr -o yaml
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apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap

namespace: trident

resourceVersion: "3453847"
uid: <uid>
spec:

pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:

startTime: "2023-04-14T00:20:342"
completionTime: "2023-04-14T00:20:372"
state: Succeeded

kind: List

metadata:

resourceVersion: ""

* EARZEIERT > Trident FEEZREXEREHESFE - CEEBRIUTULIEE -

* FEHEIEESEFEUERM Kubernetes FHERISENBESEIEEMREIR « AT HEAE
B ZERTEI TASRCR ©

fFR= A ERARIEE PV

P& = AHRATREBAYIEAE Volume BF > ¥IFERY Trident Volume EE#2 TIBRIREE] o FEPRMEREE IREE LUMIBR
Trident HEFEE o

Z8ZE Volume Snapshot %4123
WRIEHIKubernetesE R AR B FRBIEHIZZA T AT KA ~ EAIUKEBE T A ETIE o

TER
1. #17Volume SnapshotZFEXH o

cat snapshot-setup.sh
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#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. #37SnapshotiZHlgs o

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ MBENE ~ BRI deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yaml FEH namespace EERIEH LR ©

TERAEAS

* "VolumeREE"

* "Volume SnapshotClass"

fE AR E AR IRER

Kubernetes FFAMHAIRE (PV) FEAFRE 4B IRER NetApp Trident 12 7 B II ZEMIEE (—
AR EIRIR) BUTHEE o AR @ AR IRIBARER —RERE N S AR ENEIZ o

@ VolumeGroupSnapshot i Kubernetes HJ—1E Beta IH8E » B3 Beta iR API ©
VolumeGroupSnapshotFr I R{ERR 4% Kubernetes 1.32 ©

BIUSTRAERR
LM#E RIS IR B A RR
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* “ontap-san SBENTZ T - (AL iISCSI M FC #:% > FEAI NVMe/TCP #E
* ontap-san-economy - {25 iISCSI #7E
* TONTAP-NAS]

(D) NetApp ASAr2 St AFX F AT BRI EARE -

BRsAZ Al
* FERIGRY Kubernetes hiZS:E K8s 1.32 SXEShR S

s BABETERIMNERIRIBIZEHIZZIAMBETERER (CRD) ~ A BEFEHRER o 5 =2Kubernetes Orchestratorfy &
£ (140 : Kubeadm ~ GKE * OpenShift) ©

UNREEY Kubernetes E1THRA B 2 SMERIRERIZTHIZSF] CRD » 552 B30 %E Volume Snapshot $ZHI28 o

@ YISRTE GKE IRIFFREIIZ R R AR - SAAERIUIRIBIEFIES - GKEERREARRER
REZIZERIZS ©

* TEIREBIZHIZS YAML F1 > 387 “CSIVolumeGroupSnapshot THAEFIIERE E A true” » MUFERIAIEEARIRIBE
B o

* EERVHIREAARBRZ A 0 BIPEIIEIRE AR RIBERR o
* FERFAA PVC/HFREEEER—1E SVM L » LUESESIIEIL VolumeGroupSnapshot ©

TR

* 7££# VolumeGroupSnapshot Z B3 —1{E VolumeGroupSnapshotClass o ¥1ZE:#4AE N - 35 "SR
E”+E"§3Fﬁ °

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshotClass
metadata:
name: csi-group-shap-class
annotations:
kubernetes.io/description: "Trident group snapshot class"
driver: csi.trident.netapp.io

deletionPolicy: Delete

* ERIRBERFENZILABRRIREN PVC » SREEREMEERA PVC -

LUFEFIERL T AREEIL PVC pvcl-group-snap  {EABERICRFIZE
‘consistentGroupSnapshot: groupA MBEEHNERERZRENE
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl-group-snap
labels:
consistentGroupSnapshot: groupA
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 100Mi
storageClassName: scl-1

* B AEMEEEEL VolumeGroupSnapshot (consistentGroupSnapshot: groupA ) 7E PVC HIERE ©

HEEE R ST @ AR IRER

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshot
metadata:

name: "vgsl"

namespace: trident
spec:

volumeGroupSnapshotClassName: csi-group-snap-class

source:

selector:
matchLabels:

consistentGroupSnapshot: groupA

fEREFEIRRIREHIR & BIE

SR AR EA MR EABIREBHN—E 2 PR MEERBRERZERAMMIEE o SRIEFEIREEAARRIES
—(ARRREITIER ©
&£ Volume Snapshot Restore ONTAP CLI 4R &R R 2 oAl IRIRPCERAIARRE ©

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap_ archive

@ ETEFRRBELRE - SERRAN Volume #HAE o BIREBIEAZBE Volume BERIFIHAVE
2
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WRIRETTRUEREER

Trident i (TASR) CR {tIRERIREIRIE(IHFREELEIR TridentActionSnapshotRestore © Itk CR
& Kubernetes UM E1TEN » EEETREBEFNEFERE °

MEEZEN B2 "ERBETRUMERER"

PR ELBF AR IR AR RREGBY PV
fHPREF AR BARR & TR AR

* (@B LUMIFRZEE(E VolumeGroupSnapshots > M EMIBREFAEFAYE —REE o

* MREFASEFEREBAVBER TRER T ZIFASE > Trident BRZEBE TR KA > ERXASTRHFRIRE
» REABEZZMFZE -

* MREEASAERIRET T5efE » RAREMERZEHE - RISRIREIFDRF - L EERD TemZAIEAR
PRezBtAE o

Z8ZE Volume Snapshot %4123
MR EEIKubernetesEE MRS R & & IR RIZHISIMEF LT KA ~ EAIUKEB T A NEITIE ©

1. #37Volume SnapshotZFEXH o

cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshotcl
asses.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io0 volumegroupsnapshotco
ntents.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshots.
yaml

2. JE17SnapshotZ s o
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kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ WELE - AR deploy/kubernetes/snapshot controller/rbac-snapshot-
controller.yaml MEF namespace By aR L ZERE o

TERAELE
* "EMAERRE

* "VolumeREE"
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SR KBS Trident
4% Trident

4R Trident

7€ 24.02 kB4R ~ Trident EEERRIZETIH « BEAABEERE=EEXERE - =
EFThR A IAERRAERE  WIRMFINEE « MBEIEE « SERMEIERAEINEE - BFIERK
BEEDFHR—R ~ LUFEDFIA Trident BYFRIAHE ©

FHRFIRE =
AR ER IR Trident B « s5EZ B T5IEI1E ©

* E157E8Y Kubernetes 257 ~ PRA M ERIESFEZ R L2 —1(E Trident BITERS ©
* Trident 23.07 K EHFARAFEZE v1 Volume RIE « REX1E Alpha Z beta R o

* FHAREF ~ Trident &AZEiR{E “parameter.fsType ffEFBHHY "StorageClasses Bl © I UTEAHEIR B IR &
BYIE T TMIBR K E##E1L "StorageClasses HEHEE o

° EREH BN —IEER "2 A" BANRSANEIRE -

> sample INPUT B##E & https:/github.com/NetApp/trident/blob/master/trident-installer/sample-input/
storage-class-samples/storage-class-basic.yaml.templ F&if|[storage-class-
basic.yaml.templ?] Fl3#4E | storage-class-bronze-default.yaml ©

© WNFEFHAEN « F2E "EAME"

HER Q1 : EEVRRAS

Trident KkZASEEEH YY.MM anai8F ~ B TR BREGHREMUEK - MM 1 2817 ° DOT hRAEE
YYMMXER ~ HAf T X ) 2EHEEXER o ERIRBEARIRAE « EIEEA R

© RO L EEARE LERASHMERR A2 B A RMER B AZRR A o FU0 ~ eI EZHE 24.06  (S1EfT 24.06
FHRA) FAEARE 25.06 ©

* NRECERTERRABIIMNBRRAEFA R ~ SFRITS T RAR o EAARRBIEARERIIRA « LIS HIERR
ZNHY "ESRR" ARE o AU ~ MMRITHITEYRE 23.07 ~ THEBZEFARE 25.06 :

a. B—i 23.07 AHERZE 24.06 ©
b. JA1B1E 24.06 H4RZE 25.06 ©

7£ OpenShift Container Platform {8 Trident ZE&E FEITHAREF ~ KEFALRZE Trident 21.01.1
() sumsnkiss o f21.01.0— BT TridentEH T MATE21.01. 1 FEE NS HIRIR o (R
HH « BB "GitHubPIEEE R o

TER 2  EERIARESE
EEHECR )2 Trident BYRRZ :

1. fF kubectl get pods -n trident &% Pod °
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° NRRBEETF Pod ~ AIFRZE Trident tridentctl ©
° WNRBRIES Pod ~ B Trident 2EF Trident I#EEF N Helm KLk o
2. NRAERIEE Pod ~ :A5F M kubectl describe torc' #EFEEEA Helm Z4E Trident ©
° MRE Helm 124 ~ BIEA Helm &&E Trident o
° YNSRZA Helm 124 - BIEEA Trident 3R1EE FBIZEE Trident o
TER 3 I BEEARS A

—RM S » SEZERVARERERANERGEETHR TLREF A2 EBEH" » FBEEI o A4R Trident
AEEZEE o

s [EATridentESE&ETHLAR"

BRI SRR AR T (e SRR —REFHR A o

BIEEE —EF R
BB FHAR TR

TE{ER Trident #2EEFH4K Trident ZHi ~ (CFEZBEREH KRB PSS AN E S12F c HA
B11E Trident 124128 ~ 1254123 Pod FEREL Pod BV E ~ WU RIBE IR RETEE o
Trident ZERHHARERIE

AN FHR Trident BIELFR—IEE M Trident BE FHEL" « SEFHEIRAHBHEENBRT « G8ERE

Trident 1 Kubernetes ¥4 o ¥0IlE—2& ~ Trident MBEZ B ESEBIAR ~ X EZEFEFH " o LEHRE Trident EH
F 28 Kubernetes #5381 ~ LUE .

* MBI EFREIL Trident Controller EPEFEIBEREELE ©
* DUFRHRZSSE#2 Trident $£88 Pod #0 Trident Ei% Pod ©
° WNREABEAR TR « AN FPELEHERERRL SRR o
° IFEHITH Trident Node Pod BYENIEL 7 AELE R E o

A7 Kubernetes #£E | Trident Z2HSBOE AN Tricent 2215 ~ 3528 o
EEBARIERZ
ECFER Trident BHFERENFHARET

1. * Trident BEF * .
a. R B AT Trident kA< (ARZ<n) o
b. EH#FFAE Kubernetes ¥4 « &3%% CRD ~ RBAC # Trident SVC °
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C. MIBRhRZS n B9 Trident ZHI2SERE o
d. ZRRZ n+1 E3I Trident Controller S5 o
2. * Kubernetes* 2 n+1 3217 Trident 42§ Pod ©
3. * Trident BEF * :
a. filf% n B9 Trident EARGTREEEE © RIEA BT EETHEIR Pod #&LE o
b. % n+1 37 Trident &% Demont ©

4. * Kubernetes* 7K #11T Trident Node Pod RYEI2E_EFEI7 Trident Node Pod o {Mith R HE{RER 2 _EAY1E(ATRR
K~ B3R EHEBE—E Trident Node Pod ©

{EA Trident Z3EE 5, Helm F4Rk Trident &4

eI FEhSfER Helm ~ €/ Trident EE R4k Trident o BRILIIE Trident =&
ZEAREEHM Trident SEEHZEE « L EF4K “tridentct’ E Trident ZE AR o £
FH4R Trident I2EEREE Z A ~ HICIER" EIEF R E" ©

FHRE BT

TR Ut E L E N TridentiRFE L RARES —(AREHLER TridentiRIEE L5 o FiA Tridenthk 2<EREFA
EHEVERTT -

@ HENERAFLERHEEESET (20.07 £ 20.10 hR) ZEEM Trident F4k ~ 5ER Trident 897
RIERCE R KRR o

RAREIETE
Trident I2H—EEMHIEZR Al ECRARZEERE T « 114 Kubernetes iRZASZIZABRIRVHIH ©

* HRIETT Kubernetes 1.24 Y& » 55 "bunder_pre_1_25.yaml" °
* HRETT Kubernetes 1.25 SREShRASHIE S » s5FH "bunder_POST_1_25.yaml" o

FaYaZ Bl
B(RERAN TR Kubernetes £ "7 1EAIKuberneteshZs" o

SER
1. EGs5 IR Trident AR :

./tridentctl -n trident version

2. B#f operator.yaml ? tridentorchestrator cr.yaml » # post_1_25 bundle.yam! fEFEEH
REIRVRRA (FIU0 25.06) BIEEMRMEGRERSEUKRIERINEE

3. MIBRFAERNZE BRI TridentBHIRI TridentiR(ER  FIHN » MRIEHE 25.02 F4K > FHFHITUTEHL !
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https://github.com/NetApp/trident/tree/stable/v25.02/deploy/bundle_pre_1_25.yaml
https://github.com/NetApp/trident/tree/stable/v25.02/deploy/bundle_post_1_25.yaml

kubectl delete -f 25.02.0/trident-installer/deploy/<bundle.yaml> -n
trident

4. MNREFEABETHVRZLLE TridentOrchestrator B « B L4REE TridentOrchestrator ¥HELUE
LR - Er G HEGIERN IS T HES Tridentfcsif 558 « BB EEE 0 iR TiE T MKIE B4 R PR
HevEE

S. FRESIRIEMIIER bundle YAML 12 Z % Trident » EH <bundle.yaml> &
bundle _pre_1_25.yam!'3 3¢#& “bundle_post_1_25.yamlI'tRIEEHY Kubernetes s o Fili0 » MNREEHEZR
&£ Trident 25.06.0 » sFHIT A<

kubectl create -f 25.06.0/trident-installer/deploy/<bundle.yaml> -n
trident

6. 4REE = W EIEBIU B SE%R 25.06.0 °

4R Helm Zit
AT LAFH4R Trident Helm Z24E o
B E L Trident B Kubernetes &R 1.24 FHARE 1.25 S EIARASEF « EWAE “true LB

values.yaml LAz%7E “excludePodSecurityPolicy S¢#i& “--set excludePodSecurityPolicy=true’ &
“helm upgrade 8<% ~ A BEAARES ©

MR EL R Kubernetes FEME 1.24 HERZE 1.25 ~ MAFH4K Trident helm ~ Bl helm A4RAG SR - EEE
MFERFHR ~ sREHIT YT ¢

=

- e

Z4E helm-mapkubeaps 9M#21 https:/github.com/helm/helm-mapkubeapis °
2. &

% Trident BEF R ZERF ~ & Trident (RAHITER - B LR EBRNER

helm mapkubeapis --dry-run trident --namespace trident

3. L helm $ITREHITLUEITEIE o

helm mapkubeapis trident --namespace trident

1. WRE "EfEA Helm %2 Trident' 2 ~ A UEE—PBHER helm upgrade trident netapp-
trident/trident-operator --version 100.2506.0 E{THER o MNRERHFIE Helm repo S %
ERERAR

a. WTFERMB Trident ARA"GitHubHY_Assets(@EL" o
b. {5/ “helm upgrade’ EF#5< “trident-operator-25.10.0.tgz" )R B IE AR E 4R B AIRR S o
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helm upgrade <name> trident-operator-25.10.0.tgz

MBEAEILRRIRE SSIEE (FIISTE Trident 7 CSI BURBURAT - 5128
(D) ) “#MiMheln upgrade ML —-set AT REFHEHSHOABEIEE « 78
B ERERAERE -

2. $17 helm list UERERMEAERRAIIEARK - 1T tridentctl logs MUIRBIMEMEHAR o
WFAR tridentctl REE Trident IR1EE
SR AR ERFIRAITridentiEBH F tridentctl &4 | IRAMERIHR PVC & EEHRMER -
@ TEREFEZEHAZA « F2R "EZETTEZEBE"

1. FEHEHH Trident K7 o

# Download the release required [25.10.0]

mkdir 25.10.0

cd 25.10.0

wget
https://github.com/NetApp/trident/releases/download/v25.10.0/trident-
installer-25.10.0.tar.gz

tar -xf trident-installer-25.10.0.tar.gz

cd trident-installer

2. B FEEBEEIL TTridentOrchestrator; CRD ©

kubectl create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml

3. HR—Em =P HELELENERF
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kubectl create -f deploy/<bundle-name.yaml>

serviceaccount/trident-operator created
clusterrole.rbac.authorization.k8s.io/trident-operator created
clusterrolebinding.rbac.authorization.k8s.io/trident-operator created
deployment.apps/trident-operator created
podsecuritypolicy.policy/tridentoperatorpods created

#Examine the pods in the Trident namespace

NAME READY STATUS RESTARTS AGE

trident-controller-79df798bdc-m79dc 6/6 Running 0 150d
trident-node-linux-xrst8 2/2 Running 0 150d
trident-operator-5574dbbc68-nthijv 1/1 Running 0 1m30s

4. 317 TridentOrchestrator CR A& Trident ©

cat deploy/crds/tridentorchestrator cr.yaml
apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident

kubectl create -f deploy/crds/tridentorchestrator cr.yaml

#Examine the pods in the Trident namespace

NAME READY STATUS RESTARTS AGE
trident-csi-79df798bdc-m79dc 6/6 Running 0 1m
trident-csi-xrst8 2/2 Running 0 1lm
trident-operator-5574dbbc68-nthijv 1/1 Running 0 5m4ls

5. KEsZ Trident BEH4REFFERRZS ©

kubectl describe torc trident | grep Message -A 3

Message: Trident installed
Namespace: trident

Status: Installed
Version: v25.10.0
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{EBtridentctBEITHR
BB LU B RRFAERIRA R Trident €2 tridentctl ©

FAREELE

FRIR L R B L Trident BIAF4R o ERRIRZLE Trident B ~ F2MIFR Trident ZPEFREERAAYIFLE Volume
Claim (PVC) ##F4& Volume (PV) o Trident BE4REF ~ EfiERY PV {HRI4EE(ER ~ M Trident E1EME L
4318 ~ AITICEARZE IR PVC BEBHER o

FsEZ A
R EEF RS A" R ARZAT tridentctl ©

1. BITHRIBRIR LA tridentcet] ~ #FR CRD MR LAIMNNFRB EL Trident MERANNEIR o

./tridentctl uninstall -n <namespace>

2. EFLLE Trident © 552 "(FH tridentctl Z2E Trident" o

() stmhist e - RERBRRHITRM o
£/ tridentctl EIE Trident

https://github.com/NetApp/trident/releases|["TridentZEERERMEAS 182
‘tridentctl @A ARREN « TEEEKRKREN Trident AT Privileges B
Kubernetes FAEBAUFHAEREE Trident HEBEEEST Trident Pod HIARHZEM ©

ip LM R ER

EAI BT tridentctl help BUYSHIRIEMLBE tridentetl M —-help ERREEMHS ~ UEUS
ZFFE T HEBEEREE o

tridentctl [command] [--optional-flag]

Trident tridentctl AR T S RIHIER ©
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L)

A
=
create

R ERFIEE Trident o

delete
& Trident BiF—HZEEIR ©

get
¢ Trident BIS—HZEER

help
Efaan < BITERAERER ©

images

FI|EN Trident FAEEAY R 23R IR FTAK ©

import

FIREEIREA Trident ©

install
Z4ETrident ©

logs
& Trident 3 ENEEER ©

send

¢ Trident &R ©

PRbRZREE
fRBRZeEE Trident o

update
7E Trident FIEENEIR ©

update backend state
HREFRIRIEE

upgrade
7E Trident RALREIR ©

RE.
HIED Trident AR ©
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I ER

-d > --debug
PRig#L o
-h > --help

FVEREE tridentctl ©

-k v --kubeconfig string

S KUBECONFIG AR —1E Kubernetes &3 B —AZEHITHSHIRE o

@ & ~ el UL KUBECONFIG AJ$EMI4HTE Kubernetes s IRERYEEL
tridentctl MR EIZHE °

-n > --namespace string

Trident ZPEAVER B ZERM] ©

-o* --output string

AR © jsonz—| yaml| name| wl| ps (FB:&) °

-s > --server string

Trident REST 7T EIRINIE / FEIEIE o

() IMmﬁEﬁﬁET REAERE -~ EEAR127.0.0.1 GERERIPV4) 1] GERRIPV6

i< IR EAR

H

[E8va
{8 “create i S E RITIEZE Trident ©

tridentctl create [option]

backend : BFEBIGHIEZE Trident ©
&
£ "delete’ sn S Trident PEBR—HZEEBIR o
tridentctl delete [option]

IE
=" s

backend : ¢ Trident fIbF—EX Z{E#EFRE R IR
snapshot . i Trident fi|BF—1{E=XZ1{& Volume |‘9§,={
storageclass : ¢ Trident filpF—{EHNZEHEFLER ©
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volume : ¢ Trident fIfF—1E ok ZEEFHFEE o
g
£ "get B85 Trident RIE—ERZEEIR ©
tridentctl get [option]

IE

B

backend : ¢ Trident #EE—{E ZEFEFRERIR °
snapshot : & Trident ZEEY—{EIZ Z{ERER o
storageclass : & Trident ZEEY—1E gk ZEE1F4E ©
volume : i Trident BER—EHZEE

AR

-h* —-help : VolumefJzRER o
--parentOfSubordinate string : iFEHREHITEREIIEVolume °
--subordinateOf string : iFEHRFITEVolumeI FE ©

BRE
/8 “images HEIZZRFEN Trident FAEEMIRIIARRME o

tridentctl images [flags]

AR

-h~ —-help : FM&:REA ©
-v s --k8s-version string: Kubernetes Z&EMGEFRARA o

& AVolume

£ “import volume LR B HLIR@EEE A Trident o
tridentctl import volume <backendName> <volumeName> [flags]

A%

volume > v

EAR

-fs ——filename string : Yamlg{Json PVctEZRIERIK o
-h* —-help : VolumefJzRER o
--no-manage : EEIPV/PVc e FEBRUEEEEMBIAEIE o

it
fE R install FEAZZKZEE Trident ©

tridentctl install [flags]
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EAR

--autosupport-image string : BEIZEENNSISMEG (F8:8%A netapp/trident
autosupport:<current-version>] ) ©

--autosupport-proxy string : FAREXBHTIRENNRIERREXRIL/EIZER o
--enable-node-prep . Euiw_ﬁﬁgﬁttt EFTERRVERRS | ©

--generate-custom-yaml : HEEZE(TMARAEIAIESE YAML FEZ o

-h » --help @ ZEEB)o

--http-request-timeout 'E%Tridentaﬂﬂrﬁu%ﬁm RESTAPI B HTTP &K@ (FAskA& 192 30F)) o
--image-registry string . REBFARFEMREVAIILERIE o

--k8s-timeout duration : P& Kubernetes 12{ERVZAIFFEFR] (FE5&4A 3m0Os) o
-—kubelet-dir string : . kubelet AEPREERI EME(UE (FBER4A Mvar/lib/kubelet] ) o
--log-format string : TridentHz5M&IX (XF vjson) (FE% TXFJ ) ©
--node-prep . fETridentfE$ZEME Kubernetes EMEIEL » UERIEENERMEEHEEIEMIEE o 117
£ iscsi BME—ZIEME ¥ openshift 4.19 BHYA > WIHAESIEMRIKTrident IRAS2
25.06.1° *

‘—-pv string . TridentfEFARVEERR PV 19518 » FREAREE (F858%A Ttridenty ) o
--pvc string : TridentEERER PVC V4TS » REREFE (8584 Mtridents ) o
--silence-autosupport . AEBEEEIMZREFXEINetApp (FERA true) ©
--silent : ZREBERAARIBOEHL o

--trident-image string @ BZLIEMTridentBf& o

--k8s-api-gps . Kubernetes API 55 KIVEF BB (QPS) FRH (F85&% 100 ; AJ3EE) o
--use-custom-yaml . {FRAZEEHRPEFEENEMEIRE YAML 1EE ©

--use-ipv6 . fEF IPv6 #1T Trident BYZEEH ©

sCE%
£ “logs FEIZME Trident FlJENEEER ©
tridentctl logs [flags]

EAR

-a’ --archive : BIEESMBEHFNZEFHEEXYH (RIESHEIEE) °

-h > --help: BHEEB -

-1 --log string : BEEmRM Trident HES o EAA—(ER Trident | auto| Trident BHEF |All (%% T8
g1) o

--node string : BERCHUREETRL Pod HEEH Kubernetes BIRA5ATE ©

-p —-previous : EHLLATH Container BRI AE (MREFE) o

--sidecars . JEHY sidecar R2sHIHES ©

£35S
fEF “send 85 L1 Trident EXER o
tridentctl send [option]

‘EEIE
autosupport : fFAutoSupport —{73 A58 A RV ERAE S BiX4ENetApp ©

fRbRZEE
{#HA “uninstall FTEIZREZFRZEE Trident o
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tridentctl uninstall [flags]

AR

-h, --help : fRFRZEERAA o
--silent : EVEEAMIZRAAZHEL o

B
£/ "update'sr L&Y Trident PRIEIR ©
tridentctl update [option]

BEIH
backend : {f Trident HEFEIR o

ERTRIRIRAS
fF update backend state HFHMERIHEENGZS ©
tridentctl update backend state <backend-name> [flag]

TEETENEM
* YNR{EA TridentBackendConfig (tbc) EBiI{&lm - BIEAFEIEREMRIG backend. json ©

* MR BT tbc FEETE ~ A userstate BIAPRAMBIIMMUEDL tridentct]l update backend state
<backend-name> --user-state suspended/normal °

* BEEFEB tbe BRE Via tridentctl Z B EHEUSRE userState " EE ~ “userState WBR tbe B
PREZIRNL c EULUFERS SRR " kubectl edit tbe o "userState {HIFZRE « o] LA
‘tridentctl update backend state 85 < 2REE "userState B imHY ©

* M tridentctl update backend state ¥ usersState ° K AILIEHT userstate FH8

TridentBackendConfig 3f backend.json &% - EEEBRIHNTEEHVIAL - MBErSE2EER
fE o

AR
-h* --help : BIRIRAEEREA o
--user-state : 885 suspended HEFBIRIESE - BREA normal UMMERIRIEE - SREARF
suspended -

* AddVolume # Import Volume BEEI{F o

®* CloneVolume * » ResizeVolume PublishVolume UnPublishVolume CreateSnapshot » »
GetSnapshot RestoreSnapshot ¥ » DeleteSnapshot RemoveVolume GetVolumeExternal » »
ReconcileNodeAccess fRiFA] FAREE ©

&t eI AE B IR AR RIS 2R S P RR (I 2R BB UFAKAS userState TridentBackendConfig
backend.json ° FHFMAE « F2H "ERRIHAVEIR" M "UKECBECVLAITRIFEIE" o

#H
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JSON
AREBTIT REAIEZRETR userState backend. json .

1. #8%8 backend.json #&Z + userState FHEAMMNERS BFEL ©

2. f£F3 “tridentctl update backend &5 < HIFEHTHIEEIE “backend.json S o

f5F : tridentctl update backend -f /<path to backend JSON
file>/backend.json -n trident

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "<redacted>",
"svm": "nas-svm",

"backendName": "customBackend",
"username": "<redacted>",
"password": "<redacted>",
"userState": "suspended"

YAML

EAIUEFERRSER the ZEREE kubectl edit <tbc-name> -n <namespace> o NHEHIE
EREIEEMEBIRIREUE (S userState: suspended

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-ontap-nas
spec:
version: 1
backendName: customBackend
storageDriverName: ontap-nas
managementLIF: <redacted>
SVm: nas-svm
userState: suspended
credentials:

name: backend-tbc-ontap-nas-secret

hRZs
£/ version ARFIENRRASHIIERE tridentcetl MUIRBITHAITridentBRFS ©
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tridentctl version [flags]

EAR

--client : ZERBPIGRA (FEEMRRSS) °©
-h, --help : ARZSERAA o

IMEETUTER

Tridentctl 3B kubect! BYSMEET o NRIMIMER ZEMIIERBTEEIE [ <plugin> ) BE ~ Bl Tridentctl &
BERIMMET ~ B TEMERUMNYH PATH IRIEEHEVERIK A o FREERZIRVIMIMERXE ZFUTE tridentct
REBRYIMHIE R BEE T o T - & AT LUTE enviornment £2{ TRIDENTCTL_plugin_path F#5EIMIE X &R}
KIRPREIESE (FIY0 © TRIDENTCTL PLUGIN PATH=~/tridentctl-plugins/) ° WNREEFALLESL - A
tridenctl R ETEIRSEHNER KPS o

BZT Trident
Trident I2ft—%H Prometheus $512imE ~ B AR EZIE Trident RLBE ©

44 B

ISy

Trident 3REM T E 0 EEHIT THENE ¢
* {RH Trident B2ARRTFLELENRSEE o EAIUREFENRINEE - UK S TENTEIIRE B IR ETE
u:ﬂ °
c BERIREAEN - IR RIE LA ENHIEEHE - UKFIFERNERZEE
s RN BB IR E VIR E S S HE o
* SBHIRBE o WAILAEE Trident BB IRENMBITIEEFTEAIER] o
@ FEL BT » Trident FIFS1E %Eﬁ?‘ E*EL?&EJ: o 8001 7E “/metrics ifmEh o ZEETridenth »
SIS IER AR o KA LIEREDBB HTTPS TEEE M B Tridentd5IZ o "8444 th—1% o
TEENER
* Z24E Trident B9 Kubernetes £ ©

* PrometheusH{T{EIRS o Z0IIUE "B 2 EPrometheusZfE" F& « Fth Bl LUIEIZLIE{TPrometheus "[FE 4 FE
FiEst o

HEE1 . E&ZPrometheus HiE

G FE%E &—1& Prometheus B 1RZRULEEIEIR I EENE B TridentBIRH BN ~ BRIZEMEENE o
%&"Prometheus Operator 34" o

ST ER2 . 37 Prometheus ServiceMonitor

EEFEATridentI51E « SFEZZE I Prometheus ServiceMonitor ~ MBS Trident - csil BRFS ~ 7T metrics.
%8 FFSEE o ServiceMonitor&BHIE FEAT -
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apiVersion: monitoring.coreos.com/v1l
kind: ServiceMonitor
metadata:
name: trident-sm
namespace: monitoring
labels:
release: prom-operator

spec:
jobLabel: trident
selector:
matchLabels:

app: controller.csi.trident.netapp.io
namespaceSelector:
matchNames:
- trident
endpoints:
- port: metrics

interval: 15s

It ServiceMonitor E Z&HEENEH T7 A EEIAVIEIE | “trident-csi'ARFS @ 1552 SHK "metrics ARFSHIIRES - AL
» Prometheus IRTE B ECE A RESTIERR Trident BYFEAE ©

BR T FTEZNE Trident BVSBYIEIRZS ~ kibelet B EFE B B CHIERImALZK AFFTS "kubelet_volume_*'$5
R ° Kubeletrl {2 (A RAFRMINNEERE « Pod R EBRIZRIEMAERIERIER © 520 "HiEiE" o

#4B HTTPS A TridentisiZ
EEFEB HTTPS (EiEIE 8444) {EMTridentdSIZ » EAEEEK SerwceMomtor EHEUEE TLS BT © fREE

EER “trident-csi' MK B “trident #& 4 Z=IEA Prometheus ETFREMIER R ZER o BAIMUERUTH S
TTUEIRAE -

kubectl get secret trident-csi -n trident -o yaml | sed 's/namespace:
trident/namespace: monitoring/' | kubectl apply -f -

HTTPS 15129 %E41 ServiceMonitor 41 FEIFTT -
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apiVersion: monitoring.coreos.com/v1l
kind: ServiceMonitor
metadata:
name: trident-sm
namespace: monitoring
labels:
release: prom-operator

spec:
jobLabel: trident
selector:
matchLabels:

app: controller.csi.trident.netapp.io
namespaceSelector:
matchNames:
- trident
endpoints:
- interval: 15s
path: /metrics
port: https-metrics
scheme: https
tlsConfig:
ca:
secret:
key: caCert
name: trident-csi
cert:
secret:
key: clientCert
name: trident-csi
keySecret:
key: clientKey
name: trident-csi

serverName: trident-csi

TridentSZ 32 FRE 28 /5 7EHHI HTTPS $54Z : tridentctl ~ Helm chart #1 Operator :

* WNRTEEERA “tridentctl install' 85 % > RAJLUEEE "--https-metrics’ B HTTPS $512891E5ES ©
* NREFEABZ Helm Chart » BIRJLUETTRIE © “httpsMetrics’ FARLERA HTTPS 151228 -

* MNRIEFERBIR YAML X5 > BIRJLFIELL RS ¢ --https_metrics [[... "trident-main" F23 1Y “trident-
deployment.yaml X4 o

S EE3 . (EAAPromQLE# TridentE=
PromQLEBER R I EOIREFY S RIEERNERER
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LR —Em U ARIPromQLE S :

B8 TridentE 2 AR E A
* 3RE Trident BY HTTP 2XX EfEB S LE

(sum (trident rest ops seconds total count{status code=~"2.."} OR on()
vector (0)) / sum (trident rest ops seconds total count)) * 100

* Trident FEBEARAEEERT REST LIFEE 2 LL

(sum (trident rest ops seconds total count) by (status code) / scalar
(sum (trident rest ops seconds total count))) * 100

* B Trident MITZEERFIIRHERE (UZMWREM)

sum by (operation)
(trident operation duration milliseconds_ sum{success="true"}) / sum by
(operation)

(trident operation duration milliseconds count{success="true"})

Ev{8 Trident FEEH
* EHVolumek/\*

trident volume allocated bytes/trident volume count
* SERIKECERIVolumeZ=E AR5

sum (trident volume allocated bytes) by (backend uuid)

EY{S1E R Volume £
()  oAmRRREubeletE E « A TR -

* Z{EVolumeNE BZERIE 7 LE*

kubelet volume stats used bytes / kubelet volume stats capacity bytes *
100
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BEf# Trident AutoSupport & |
R4ETER « Trident @S H L HT « #& Prometheus IS E A B IHETEEZE NetApp ©

* BHE(Z1E Trident 5% Prometheus EEME AR IGEFZE NetApp ~ 557E Trident ZEEHAM{RIE "--silence-
autosupport FEAZ o

* Trident W AT LUB B B EICEEXE NetApp BEZEZIE tridentctl send autosupport ° KR EMEE
Trident 36 _E R4S o EIR3S A2 A > (GREXIES NetApp
Hhttps://www.netapp.com/company/legal/privacy-policy/[" FEFAREEL "]

* BRIEB AR ~ [ Trident EXAE 24 /\EEHEEGECEE ©

s e LUEREEI S E e R R R EEE --since o ¥ tridentctl send autosupport
--since=1h: ° ELEMGHEALEE Trident FEMNBRWENEX trident-autosupport © LAY
£ EEVS A 23884& "Trident AutoSupport BY" o

* Trident AutoSupport FAKE R EEHEEARIZER (PI) FEAE o BEMY "EULA" REAR Trident 28
MGAREH o AT LURABERE NetApp HER T 2 EHSERIAGE "55i2E/E" o

Trident EXRIBNEHEHIIWNT -

items:
- backendUUID: ff3852el1-18a5-4df4-b2d3-f59f829627ed

protocol: file

config:
version: 1
storageDriverName: ontap-nas
debug: false
debugTraceFlags: null
disableDelete: false
serialNumbers:

- nwkvzfanek SN

limitVolumeSize: ""

state: online

online: true

* LB EREENetAppHy TR IHE o AutoSupport AutoSupportil RISEAFAE SRR FHFS 25
& ~ A LUfEA T-image-registry | B’,HTF

It el U EE L YamIBE 2 2R 5 E Proxy URL o fEBJLAER Ttridentctl install -generate-custom-yaml) 2R
I YamitEZE ~ WTE TtridentZfE.yaml) FEE Ttrident -autodupport) 2889 M-proxy-URL) 5| o

{ZH Trident 512

EFEEIE A RERS UFE?EEEJZEE%YAML (ﬁﬁﬁ"-generame custom-yam|"t{Z5%) WEITAREE > LUMIER
"trident—main" A 23 FrsA B #Y"-mication”
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IR ZEETrident
R rEsZE A B EE Trident BRIV A REEPRLEE Trident ©

FAREETLE

* MREFZEETAR « BRIEBBEIFHRREMA R TEZ RFFRREIREHR » (EZMEFRZE Trident >
TERAZNFERRTEMZERER"TRAE" - EEW _ [FR _ BERERFERESHE—ERTTE

* AT HEARIMERDZE « BRRZE Trident W AEZ IR Trident FTEILRY CRD SRR - NRIEFEET
2Bk Trident REFREER « SB52R"T20F Trident f1IZEFFERHE" ©

FAtaZ Al
NRIEE(ZH Kubernetes £ - BIAZBEMIBRFIAE A Trident #1222 Volume FIFERIET « AR BEIRZ

5 o YNLEPTRERIEMIBR Z Al ~ AN ETE Kubernetes B 2% PVC ©
MEERIGLE R
1T FEZ (5 R B R SE AR RN 75 A R ARBR L8 Trident o TEMEBRLEEZ Al  sA LR R A LS Trident BIRRZ ©
1. {8 kubectl get pods -n trident % Pod °
* MRBHEEF Pod ~ BIERALE Trident tridentctl ©
° MNRHRMES Pod ~ Bl Trident 2R Trident I2EEFETEMA Helm &4 o
2. NREIRIEE Pod ~ 55EF “kubectl describe tproc trident #|E 2 S Helm 224 Trident ©

° Y1RE Helm 1E%; ~ BfEAH Helm &2 Trident ©
° YNERIRE Helm 12 - BIZEHA Trident IREE FEZEE Trident ©

fRIZ 228t Trident BEE 74t

ERIUAF BT EA Helm fEBRZREE Trident BEFZE o

fRIR T FE L

NMREFEREE FZE Trident ~ BRI UBIT T Eh—IESN{ERERPRZEE :
1. 4888 TridentOrchestrator CR iR ERFRLEEFEIE ** ©

kubectl patch torc <trident-orchestrator-name> --type=merge -p
'"{"spec":{"uninstall":true}}'

& uninstall HEIZRES true » TridentEEFZENEF Trident ~ EARAE PR TridentOrchestratords& o
BICBBEILZETrident ~ 355 TridentOrchestratorili 2 37 FiBY Trident o
2. MP% TridentOrchestrator . BRI EFZE Trident Y CR % TridentOrchestrator ™ @IS TIRE

EfRfRZEEE Trident o IRFEFRIERIRIAEBERIF Trident SBEMBCHIZNE  MIPBREEZEBTE
“TridentOrchestrator FFf#E 78 Trident Pod ©
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kubectl delete -f deploy/<bundle.yaml> -n <namespace>

fRFRZEE Helm 228t

YNEREEA Helm 28 Trident ~ AJL{EABIRALEE helm uninstall ©

#List the Helm release corresponding to the Trident install.
helm 1ls -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION

trident trident 1 2021-04-20
00:26:42.417764794 +0000 UTC deployed trident-operator-21.07.1
21.07.1

#Uninstall Helm release to remove Trident
helm uninstall trident -n trident
release "trident" uninstalled

PEFRZEE tridentetl 23’%5

fEF “uninstall PSS “tridentctl R EL Trident /HRARFRAEER - 1€ CRD FMBRAIEERRI ©

./tridentctl uninstall -n <namespace>
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Trident for Docker
2B Y Fo R R

A RSTE E 1 Rk E W B2 BVERIBE Fo R ~ 7 BEEBZE Trident o

* RCHIERE N GFRARY "FK" o

fox
B

3

* FESDITZAIDockerhR AR 37 4% o MNRIEHIDockerhRASIBEF « "2 4EEEH#"

docker --version

* FESE L BEREW R EEAIRE SR EM o

NFST A

ERFERANSTREZENFSTA -

RHEL 8.X E

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

(D) 2ENFSTAZ® - AEMABITEEE « LUBSISRIREHI

iSCSITH

ERBERARIEFER RIS RLEISCSITA -
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RHEL 814 £
1. ZRTINRGEN

sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-
mapper-multipath

N

. ¥ &Eiscsite-initier-utilshk 4~ & 236.6.0.874-2.el7e{ EHTHR S ©

rpom -gq iscsi-initiator-utils

3. KRBT !

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf

4. BAZERK:
sudo mpathconf --enable --with multipathd y --find multipaths n
(D FE{RTE"default" ($832) TF"etc/multipath.conf"&&"fappe_multipaths no" ©

5. BRIEITHIR" iscsid"F"multipathd" :

sudo systemctl enable --now iscsid multipathd

6. EYEMEEE) TiSCSly

sudo systemctl enable --now iscsi

Ubuntu
1. RETIRHREN -

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools

scsitools

2. 1B RN ISCSIRRAEE 42.0.874-5ubuntu2 + 10 EHARAS (GEAREEEKR) 5(2.0.874-
7.1ubuntu6. 1 EFRRAS (GERNER)
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dpkg -1 open-iscsi
3. BimHRATFE :

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.cont

4 MAZERE:

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EOF

sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ FE{RTE"default" (§8:R) TF"etc/multipath.conf"E1 & "fappe_multipaths no" °

5. FEIREBUBL#IT Topen-iscsiy M MERETH)

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service

sudo systemctl status open-iscsi

NVMe TH
ERBERNEIEERFNDSREZE NVMe TR ©
* NVMe FE RHEL 9 S{E#fhRZs ©

@ * YR Kubernetes EABEAIIZORRASKEE ~ B NVMe EHEZARERIZOIREA « SR RERH
fEA NVMe EHAF ERERIZ O NR A ER#T A —1E ©
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RHEL 9.

sudo yum install nvme-cli

sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli

sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

FCTHA
ERFERANMTREEKFCIA -

o &h

E{EAIEHEC FC PV $11T RHEL/Red Hat Enterprise Linux CoreOS ( RHCOS ) HYT {EERELHE > 357E
StorageClass HF#57E discard mountOption EITARERZERIEI - 5526 "Red Hat sRBASZ{4" o
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RHEL 814 £
1. ZRTINRGEN

sudo yum install -y lsscsi device-mapper-multipath

2. MAZERE:

sudo mpathconf --enable --with multipathd y --find multipaths n

@ FE{RTE"default" (§8:R) TF"etc/multipath.conf"E1 & "fappe_multipaths no" °

3. FEE “multipathd #1179 :

sudo systemctl enable --now multipathd

Ubuntu
1. ZETIRREN -

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools
2. YA ERE

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EOF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

(D FE{RTE"default" ($832) TF"etc/multipath.conf"&1&"fappe_multipaths no" ©

3. BETE “multipath-tools’ BRI IETE#1T ¢

sudo systemctl status multipath-tools
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02 Trident

Trident for Docker R E1ZEAE Y NetApp FFFSH Docker £RERAES - ©BXEN
HIFFEEDockerEMNHEEFEE RS RECEHEIE « WIRMHZEE « olERKINIEEZ T

VAN
o °

Trident M5 EHFERFTUFRER 203 E41T - BAIRRESE S BRERGIREEL « LH
$TDockerRE BRI {E AT TR ©

A2 R EERTRIE - FEICHEN G RIGMFZ%  BNAJRIEEIZE Trident o

DockersEESMIER A7E (1.1/17.03 R BT RRES)

FIsAZ Al
MR EFRFEE /5 5P (ER Trident pred Docker 1.3/17.03 ~ M SL(ELE Trident 12F ~ 78
B EHENEN Docker 155 « BERAFEIMNIME S E ©

1. FLEFFERITHRBYEITIERS :

pkill /usr/local/bin/netappdvp
pkill /usr/local/bin/trident

2. EFfiEREIDocker ©

systemctl restart docker

3. BT LB ZEDocker Engine 17.03 (£#11.13) SE#HARZ o

docker —--version

YNRICHIRRASIBIT « "LESER LR o

1. BT AAREENTHEE FHEEIE ¢

fconfigl : FTERIEZEATES lconfig.json) ~ BIERIUEREAILE - REEEZELEPIEE §
configy 3EIEBRNA] o AHAEREMAZBNIIR AL Tetc/netappdvpl B &R ©

° SCERER  fEECERER ( Tdebugs ~ Tinfoy ~ Twarny ~ TfiRzZE) - [fataly ) - FARER &

sy o
Debugl : IEEBEENF{ETEECER o TEREAR o MR Atrue ~ B ZEMRECERBLR ©
i EITAHREREAINIE -
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sudo mkdir -p /etc/netappdvp

ii. 32 I74AREAE

cat << EOF > /etc/netappdvp/config.json

"version": 1,

"storageDriverName":

"w

ontap-nas",

"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQOF

2. EFAEEIMNIERAREE Trident © 55

X

1R
ZAnY

FERNIMIMETIRZS (xxx.xxx.x ) B <version> °

docker plugin install --grant-all-permissions --alias netapp

netapp/trident-plugin:<version> config=myConfigFile.json

3. FYAEM Trident IEREM RGP IHFERTFRE

a. @ire% lMirstVolumes BYVolume :

docker volume create -d netapp --name firstVolume

b. A SIENENRFEILTEEZ Volume ©

docker run --rm -it --volume-driver netapp --volume

secondVolume:/my vol alpine ash

c. #8F&Volume TfirstVolumel

docker volume rm firstVolume
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B4 7% (1.12hREE R hRrES)

Faﬁ#“Zﬁﬁ
1. FBREEEEBDocker 1. 10 RK T AR ©
docker --version

MREHRRAS BB ~ sAE L8 o

curl -fsSL https://get.docker.com/ | sh

HE - "AREEHKHEIETET
2. BREALHNARARENFSH/IHISCSI ©

HER
1. LK% ENetApp Docker VolumedMiiER :
a. THIEREERER

wget
https://github.com/NetApp/trident/releases/download/10.0/trident-
installer-25.10.0.tar.gz

tar zxf trident-installer-25.10.0.tar.gz

b. B EBINKSEHHMNE :

sudo mv trident-installer/extras/bin/trident /usr/local/bin/
sudo chown root:root /usr/local/bin/trident
sudo chmod 755 /usr/local/bin/trident

o

ITAHREAERIIE ¢

sudo mkdir -p /etc/netappdvp

d. EITARREE :

cat << EOF > /etc/netappdvp/ontap-nas.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"datalLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQFE

2. WETEMERTRIARER %R « BERMEAERRIERRE) Trident 52 -

sudo trident --config=/etc/netappdvp/ontap-nas.json

() mIEERE - TR Volume EBNERNTERATES [ NetApp I ©

TEERENE > R LUER Docker CLI N EIRZIANEIRHIRE o

3. #37Volume :

docker volume create -d netapp --name trident 1

4. 1EEREh AR 23 ECE Docker Volume :

docker run --rm -it --volume-driver netapp --volume trident 2:/my vol

alpine ash

5. #F&Docker Volume :

docker volume rm trident 1

docker volume rm trident 2

ERF RN RFERED Trident

MNERAR R RAVE TTIERER ~ 552F contrib/trident.service.example 7EGit repo o HEE
BCRHEL{EFATEEE ~ ST MY ER ¢
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1. RIERENTERNUE
MRAITZEITIERS « RIFEERETIERMM—27E

cp contrib/trident.service.example

/usr/lib/systemd/system/trident.service

2. (REEIEE ~ @R (3217) USRI RBAABERRBRE ($917) ~ URBRERIRIE -
3. EMEHARFALURREVEE ¢

systemctl daemon-reload

4. RY AR ©
I BERBETE rlib/systemd/system] B e B BIEZRTMAEFRARRE o

systemctl enable trident

o. EREDARES o

systemctl start trident

6. IRARAREE o

systemctl status trident

(D)  SHEERETHRES BT Tstystemetl daem-reload) #% « LIBIREBRZ o

F 4Rk R 2 2 Trident

ol L 2 F4R Trident for Docker ~ MAEH{EHAAPIVEIEESHEAFE - EAHRB
2 s BEE—EIEERHEIE docker volume ™ FEMAIMIER NG SEEEZRIIHIT
MmERRERNFE IR EHER - ERIMMEXBERIITAL - EAZHIBERT » B2
TERYEE o

4k

SBHIT YT ELUFEK Trident for Docker ©

287



1. JIHIRARHIRE

docker volume
DRIVER
netapp:latest

2. {=R5MIEL

docker plugin
docker plugin
ID

ENABLED
7067£39%9a5d£f5

Plugin false

3. FHRSMIET

1s

VOLUME NAME

my volume

disable -f netapp:latest

1s

NAME DESCRIPTION

netapp:latest nDVP - NetApp Docker Volume

docker plugin upgrade --skip-remote-check --grant-all-permissions

netapp:latest netapp/trident-plugin:21.07

@ 18.01 KRBV Trident BfXT nDVP o IGREZEIZMEIREH AR "netapp/ndvp-plugin'Z
“netapp/trident-plugin’BE{& o

4. RUASMIER

docker plugin

o. HERDIMIEIIERA ¢

docker plugin
ID

ENABLED
7067£39a5df5
Plugin true

6. ERHIEE R :

docker volume
DRIVER
netapp:latest

288

enable netapp:latest

1s

1s

NAME DESCRIPTION

netapp:latest Trident - NetApp Docker Volume

VOLUME NAME

my volume



MREEWREERR Trident (20.10 ZA0) F4ARZE Trident 20.10 SHEHThRA « AIAE R EE A $85% © Ul
RSN ~ B EHIRE 2 - MRBAR  BRZSTERIMIER ~ ABBERIMIMER

@ BEBEIREEIMNMIERE S8R ZENER Trident IRZA © docker plugin install
netapp/trident-plugin:20.10 --alias netapp --grant-all-permissions
config=config.json

PR Ze L
FEHIT YL ER ~ BRRZEE Trident for Docker ©

1. BBERIMMEUFT B I AV EAIHAER & o
2. {=RsMIET

docker plugin disable netapp:latest
docker plugin 1ls

ID NAME DESCRIPTION
ENABLED
7067£39a5df5 netapp:latest nDVP - NetApp Docker Volume

Plugin false

3. BERIMIE

docker plugin rm netapp:latest

{5 Volume
e EAEEGS « TEERFIST Trident BRENFENETE ~ BFRE - B LRBIREEEE

docker volume ©°

3317 Volume

* ERERABEAARSEHIREE

docker volume create -d netapp —--name firstVolume

s FEAFEMN Trident MITEREZEIL Volume :

docker volume create -d ntap bronze --name bronzeVolume
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() mRCRERER EE > BEREHRROERE o

* BEERKEAN/) - H2ERUTES > EREEHNENEIL 20 GiB BIHIRE !

docker volume create -d netapp --name my vol --opt size=20G

Volume X/NA B S BHENFHRT ~ MRHEEABNA (FI% : 10g ~ 20GB ~ 3TiB) ° MR
(@ s iswmBfi - AFEREACANEAFEINETA2 (B KB mib GiB ~ TiB) 510 (B
KB~MB+GB+TB) HE - EiRETFEMH2 (G=GB T=TB-...) S o

#8F%Volume
* BBRVolumeR BRI PR{ERIE tDocker Volume—#xk :

docker volume rm firstVolume

(D TPoolidfire - san, BB « LA EMRRBRUME -

FHIT YL ERLUF4R Trident for Docker ©

ERMERE

fEFAFF ontap-nas ® ontap-san ’ # “solidfire-san' &T7ZEEENFEF » Tridentr] LATefEHEIEE o fEFIEF “ontap-
nas-flexgroup'8¢#& ‘ontap-nas-economy EEENTZ N RN ZIRTE[Z © IR BHIRE E I THAIR &G 2 1L —EFTRYIR

© IREHERE UG RIRE
docker volume inspect <volume name>

* WIRBRIVolume B ILFTRIVolume © S ELERAIIRE :

docker volume create -d <driver name> --name <new name> -o from
=<source_ docker volume>

* REHRE LIRARRIREITHIRE - ERERIAAVIRE :

docker volume create -d <driver name> --name <new name> -o from
=<source docker volume> -o fromSnapshot=<source snap name>
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gl

docker volume inspect firstVolume

"Driver": "ontap-nas",
"Labels": null,
"Mountpoint": "/var/lib/docker-volumes/ontap-

nas/netappdvp firstVolume",

"Name": "firstVolume",
"Options": {1},
"Scope": "global",
"Status": {
"Snapshots": [
{
"Created": "2017-02-10T19:05:00z",
"Name": "hourly.2017-02-10 1505"
}
]
}
}
]
docker volume create -d ontap-nas --name clonedVolume -o from=firstVolume
clonedVolume

docker volume rm clonedVolume

docker volume create -d ontap-nas --name volFromSnap -o from=firstVolume
-o fromSnapshot=hourly.2017-02-10 1505
volFromSnap

docker volume rm volFromSnap

FEUMER I VAR &

MRRREDEE « H Trident ZIREERZMR ~ oI LUER Trident * only* FEYMPREIIMNEIREE (FH
BA)  (BUE0 : #mIEER Trident FEUEINIERY /dev/sdcl " BRRMR “extd) o

EeEiZ L EE R VolumeiEIE

SEREFRINIZINEAE —HEAREER « eI UERTHIRERHEE « UBETHER < 3
BT ~ BRARE AR IEFTRE R F R RVEEIR

e R R MF R HARERELIRIRIFE R & o TECLIRIEHAR ~ 8 o) EEFRIERMHEENE - 5%
RJsontBREERFRERFRE

B
W
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EIBIVIEIBACAONTAP

NFS > iSCSI #1 FC BY Volume Create 3IBEIIE :

IR
(RAND

(fRFEE)

MRERERAN)

MREBREE

[PlitOnClone

M BEER

THEMBEEFEANFS * Only * :

292

=RER
VolumeBY K/ ~ F8s& 241 GIiB ©

ISR R B E « TERARBME - BNE
;% 'NONE) (TB5fSECE) 0 Tvolume) (REECE

BEERIRBIRARESFIFRAYE © FARIES none » &
TAE BB AMREEIEMIRR o FRIFERIHETEE
EE& > TAIFFE ONTAP A4 L& EeE—ERA T
fasz) BRRY > ZRAISEILIREE/NE > WiE
SRRBNMESERR < BB HIRE A B &HH
BB ~ ENAIIRIERIEHREBVER . snapshot °

EERRBFREREAMENE DL - EREARE

B » ZTRRONTAP R R E EEBsnapshotPolicy ~ i§#E
HYsnapshotReserve (GBE#A5%) -~
SsnapshotPolicyZ# ~ BIEEEN0% SR ATEARREHE
hZAFFBONTAP BB B R ETER
#snapshotReserve(® » A] LG E B {EFTEONTAP
FRZIEONTAP-NAS-LKEINREZ IRIEE ~ EAFTA
1B TE B AR @ I EETE o

EHER\Volumels « ONTAP EEEHZILEEE A
VBRI ERREERDEIRIAK o TERES false o 29
B EERZES - RIFEEERIEIEED
RREADE K - ABARAKEIFERIRSHENEN
B o BN « BT E R E R EIE KSR - BREF
FASAIR D ~ FIERIFIIEN D ENE A o

TERRRERE & By FANetApp Volume Encryption (NVE
) 5 TERA TRl o HAERE IR EKFANVE ~
ZBEfE AR LRI o

WREBIHEUA NAE ~ B Trident REZE AY(EM]
Volume #BiGEUA NAE o

MNEFELEF ~ 2R "Trident 20{A1EL NVE F1 NAE &
BoEfE" : o

REZANEHRENDERA - EEREEFHEIFF

BAe (%) HEERERRE -


../trident-reco/security-reco.html
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IR

FunixPermissions |

lnapshotDir

MEEE SR

(EREETV

THIEMEIR(ZEARNISCSI * :

BEIE
MileSystemType.

"paceAllocate (F2E) "

vl
A2 R TYEG

*BI—E10GB % :

=R EH

EEEHIVolume R B HIERERTE © fKTERR - R TR
2 Trwxr-x-x'] ~ WEUBFRTE0755 1 T
root] BIRHEE - XFHEFHEAEEF o

BREA true BBEHE . snapshot FEHREERBE
IHA] BEINE R o TERES false s RHAIRE

.snapshot BETERAER - BLERMA ~ FIMNER
g,ySQL AR ~ BIAUNTEHAAAELNE . snapshot BiH]

EERRHRENELRE - ExER TER o

]

REANREFIHEGAENZ 2GRN o TBRER T
UNIX] o B®EZA TUNIXJ #1 mixed] o

55

RERANKREISCSIHRERNMERAY - TERE
% Textd] - BREEIE Text3] ~ Textd) 1 T
xfs] ©

REA false iFRAR LUN NZEREDECINAE o FAR(E
7 true » RRONTAP EHIREZEAFE « BHIRE
FRILUNEEIER R AEER » IEThse@@A T o It
EIE ATERONTAP SIRTHAETE EHMIBRE R B 8]
WeZErg o

docker volume create -d netapp --name demo -o size=10G -o

encryption=true

* B —EFHRIERY 100 GiB HERE !

docker volume create -d netapp --name demo -o size=100G -o

snapshotPolicy=default -o snapshotReserve=10

* EITE R Hsetuid{iITTHIEE -
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docker volume create -d netapp --name demo -0 unixPermissions=4755

B/\EERR&E A/NA 20 MiB ©
NRKRISTEREBIREG - BRBEREE)A none ~ B Trident &1/ 0% HYRBBRE o

* BIDRARIRRA B ERBAREHIEE :

docker volume create -d netapp --name my vol --opt snapshotPolicy=none

* BIUASREBRREHEIREE « LUK BTIREBRE10%AHERE

docker volume create -d netapp --name my vol --opt snapshotPolicy=none
--opt snapshotReserve=10

* B ABRBREAF10%ETRBRBNEEER :

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy --opt snapshotReserve=10

* ERRBRAEILMIRE » 1% ONTAP WTERIREBMRE (BEA 5%)

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy

Element&f&VolumeiEIs

TERVISEE SN EEEEAERNRERE (QoS) RAIKNMEE - B &R « 2FR Mo type
=service_level] #ns4iARIEE EEAERIRIQOSIRA] o

EATERIEXNTERQSIKRBERNE—F « RBEUE DB « WEARERIEEEABERNE) « &
AHRXIZIOPS ©

Hh o R R @R TR EE ¢

BRI s5iRH
(KD HHA > T8RS 1 GiB SRECEIRE...“defaults”
: {“size” : “6G"} o
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eI sREA
&EHA 512304096 ~ TEER 4512408 IEE T8

%BlockSizes °©

#h
B2 R T5)QoSERLAHIMERELE !

"Types": [
{
"Type": "Bronze",
"Qos": {
"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000

"Type": "Silver",
"Qos": {
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000

"Type": "Gold",
"Qos": {
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

£ LAERED « ZRFIAZERAESR R « IRARMER - BLELBEREERE -

‘B2 10GB &E%E !

docker volume create -d solidfire --name sfGold -o type=Gold -o size=10G
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* ElZ 100 GiB Fifi% :

docker volume create -d solidfire --name sfBronze -o type=Bronze -o
size=100G

W EE SO ER

(BT LU RS U BN ER B HEAR. o UK EESTERA0 75 % BRBT Dockers MRt Y 5 TS FF
A o

ST LG TR R AR

pg
1. MREEAEBOVEEIMNMEXTTE (TFEMERSS) REIT Trident docker plugin » AR TFHIHE R
R

docker plugin 1ls

ID NAME DESCRIPTION
ENABLED
4fb97d2b956b netapp:latest nDVP - NetApp Docker Volume

Plugin false
journalctl -u docker | grep 4fb97d2b956b

REESCEERE A RES U ASHEE - IREBTERS « ATLIARECE
2. EERNAMRIERCE: - SRR EE BRI EVIMIME

docker plugin install netapp/trident-plugin:<version> --alias <alias>

debug=true

5E « EIMIMENE 256 « SERUBREESCERINEE

docker plugin disable <plugin>

docker plugin set <plugin> debug=true

296



docker plugin enable <plugin>

3. MREETH EHITEMERS ~ BIFEAESRIETNEE T ANGCERE /var/log/netappdvp Bt o &
ERREHERER ~ 5AIEE -debug EEBITIMIFEIERS

—AREEEEHFAERAER

- HEAEREBINBESARER - EBUMMENEANAE - RESERRE « ELNEAZEIRAI
M2 « AJREE RN TR ¢

MEERYSESREIME © 558 TUNIX /run / dock/plugins/<id>/NetApp.sock : Connect : ;A EiEIE 2 HEE )

BRNIMIMETVEERE) - FERVRZ « SMMERNRUE T (URISCEINEEFTEMAL « FIHBH IS B KRB 2 AT 8E
BEIRRERE o

* MRFPVEE TR SEFEAERE « BREERENLHIT Mpcbindl © FEATHIFERARFIENESEIER
I~ HE Trpcbindl BFEEEHIT o ERILUFNIT MstystemctliikBErpebind ELE %5438 B K& E rpcbind IRFS
HIARRE o

EIEZ{E Trident F{T{ERE

SRR FERERZEHFARE « BEZETridentTERE - ZEMITERERREEZRE
¥ ERRETridents « EAEFEIMNIMEIRY -alias) BEIAZL -volumeBBENTZTN) &=
I8~ REfHEERR R

DockersEESMIET (1.3/17.03hREERIRE) HIDER
1. BEE—EIEE L MAARIERBITERE

docker plugin install --grant-all-permissions --alias silver

netapp/trident-plugin:21.07 config=silver.json

2. BREE_EMITERE « IEERERIRI BB o

docker plugin install --grant-all-permissions --alias gold

netapp/trident-plugin:21.07 config=gold.json

3. BIUHARE - ¥R RIEEAREIELE

f5lgn ~ &% Volume :

docker volume create -d gold —--name ntapGold
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fBIgn ~ FHHLER4kVolume :

docker volume create -d silver --name ntapSilver

BRHTER (1.12hREE R HRZS)
1. (2R B3 TEEBNR IDLINF SRR RRBISMA AR |

sudo trident --volume-driver=netapp-nas --config=/path/to/config

-nfs.json

2. EABETRENFEIDLUSCSIHRERIENSMEER -

sudo trident --volume-driver=netapp-san --config=/path/to/config

-iscsi.json

3. AEEEREIENHITERSE B Dockeriiif &
40 ~ FHHNFS :

docker volume create -d netapp-nas --name my nfs vol
fIgn ~ #itiscsl :

docker volume create -d netapp-san --name my iscsi vol

[EfFAERREETE
A2/ Trident 2BR5 0] FARVAHRREERIE

ﬁ?

EIAHRREEIR
EANHEETaRM - BEAREREERIFA Trident 488 o

HIE A )
M3 HEREAE AR AR50 1
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HIH 55 AA eyl

ltorageDriverName | HFEHEN LB ontap-nas > ontap-san®
ontap-nas-economy *
ontap-nas-flexgroup *
solidfire-san

ltoragePrefix Volume & TBRVERA TS ° T85% : staging
netappdvp °

(PR&IVolume A/ Volume K/NHYEIZEMRS o ¥858 ¢ 10g
" (RIRFHIBIT)

AN (BIETERE) R storagePrefix JTtE R © iRIETERR © “solidfire-san' SEENFE & 2B
IEERE ~ MAERRIERS © NetApp E:ZEERFER Tenantld 28347 Docker Volume $H/E » 3§
SEAE S Docker hrZs > EBENFZ B F0 Docker [RIAZTBHBMER » U ARTEEHA o

TR ERTARER « BRESERILNVolume LISEEBLEER - T&/IMVE) ERERANFIAERIZRLED o
YNONTAP FRUNAIREFAR Volume K/NIEER ~ 52 R TThaE@AHRE) —6f o

51 REH i)
(AN B EATES AN o TR ¢ 106
1G
4HREONTAP
B8 T _Eii R IABREE T S « ERAONTAP BHEIR M T3 BB RIS
BEIE A #5451
(BB ARG PIEERI) IPAIHEONTAP : (&AL ESE®E48 10.0.0.1

%% (FQDN) °
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I A &5
'DataLlIF BEHELIFBYIPALLE o 10.0.0.2

* ONTAP NAS E@&hf2= * :
NetApp #EHIEE dataLlIF ©
MNRKIZME > Trident % SVM
#EEY dataLIFs © &AL E T
a2 (FQDN) > WUH
B NFS SE81EE > BT
IR DNS » UfE7EZ1@ dataLIFs
ZEEITEE T o

* ONTAP SAN EEEp#2={ * : 55
}5%E iSCSI 8 FC © Trident {&
FA"AEERNLUNE FEONTAP"ZR
BRREBIUZERE T ERSERFTEE
BYiSCSI 8 FC L& a#H - IR

TR - MBE4LZES
dataLIF °
(R ER) EFERANREER%S WRE svm nfs
BLIFREELF ~ IBXE)
(EREATE) BRERESENERELE vsadmin
= ERERFRENEE secret
{Aggregate) BARERECEMAggregate (R ; aggrl

MRERTE ~ AINEIEREAGSVM
) ° ¥ “ontap-nas-flexgroup'5&
#EX ~ WEIEEWRER o 15IK4G
SVM HFrBE & R8E & A

FlexGroup Volume ©

IPR#IAggregateusage | MRERESHUIEESEE ~ AInfE 75%
B~ KMNE R E
'hfsMountOptions | FEABPES] NFS 8583518 ; TEsA | -o nfsvers=4

-o nfsver=3 | °* {5 “ontap-
nas'#1 “ontap-nas-economy EBENTE
N * o "FAERRLLENINFSEKAERS

o
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HIH 55 AA eyl

mneE TEHrHAIEE EERFBNetApp Volume Encryption (NVE — 2H
) TESRA TRy o HATERE LIRETRIANVE
7 REfSEFRItE3ETE ©

UNREBIKEA NAE ~ Bl Trident HEZE FU(E]
Volume #BHEEUA NAE ©

MNBEZLEF ~ FFRR"Trident #0{a1EL NVE F1 NAE &
BoiE(E" : o

FunixPermissio NAS ZEIBFEAR EMEAN NFS HIRE ~ Fask4a 777 777
nsJ

lnapshotDir FEREEN B $##A9 NAS 318 . snapshot © #1%t NFSv3 B9 NFSv4 "false" 2
"true"

MBE MR NFS BELHRBIEERR NAS #EIE - F85824 default default

CERERTD) NASEIE A ZENEBERINFS Volume © unix
NFS%1E mixed fl unix 2R | FERES
unix °

MfileSystemTyp SAN EIET[EZER AR « TERS extd xfs

el

T EER BFEANDERE > F858% none ©

=]

skipRecovery MIFREAERERS > BiBH#EFFRVERITS > ILAMMIBREL

Queue & o

TRITEE

‘ontap-nas '# ‘ontap-san EEENTEXEASME Docker Volume BIL ONTAP FlexVol

o ONTAP HEBEMIHRZAITIE 1000 8 Flexvols » BERZE 12 » 000 fA Flexvol
Volume ©° ¥IRMEE Docker volume BKRFFEEIERS > B “ontap-nas HI FlexVols
{gﬁt;ﬁg%ﬁ%l}]ﬁﬁ (B Docker volume FBARIRERAIMER) - FULLESHEXZEEEN NasS

AVAE e

NRIEFEZ I DockerfiiiE R BEEBFlexVol 7 (ZIR) HIEE - 55E8E TONTAP - NASKIE ) 3 TONTAP -
SANZE ) ERENFER o
It “ontap-nas-economy EEENFE T 27 HBNIEIEAY FlexVol Volume EE&@MA > LL ONTAP gtree BIFZTNEIL

Docker Volume © qtreefIETAESIAIRBIRF ~ SEFEEERLRZAIE100 ~ 00018 ~ SEFRERZAIE2 ~ 400
~ 0001@ ~ T4&44E T 2B NAE o It “ontap-nas-economy BRENFZ A2 #5 Docker Volume TB4MIRFATER o
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{§£F3 ONTAP CLI
1. FRTYGSERIUIMAE !

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. 2 Trident EAE R FHESRE .

security login create -username <user name\> -application ontapi
-authmethod password -role <name of role in step 1\> -vserver <svm name\>
-comment "user description”

security login create -username <user name\> -application http -authmethod
password -role <name of role in step 1\> -vserver <svm name\> -comment
"user description"

3. BAGHREEFRE !

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

£ System Manager
7 ONTAP R BB EHHIT FFITER :

1. *@iuasTae !
a REAREEREIETAR - FENCEE>RE* °
() BEE SVM BREILBETAE « FEN * #1F8ME > #7F VM > > required svMRE >
FRERAE o
b. = * FRENARG * ENEFHEER (*—>*) °
C. 1£* At * TiEE +Add °
d. ERAGHRA - RABR—T #EFE" -
2. BABHEE Trdent FAE * | +7& 1" EAEEAR ) EELIITTIILSER
a. 7 * f£AE * MEMMERTR + ©
b. EENFRRMERAERE « ARE * A * W TR IERPENAS o
CHR—T If#FE*1 °

NFEFAEN  F2ETYER !

* "HNEIE ONTAP WBEETAR "I EEB:] A"
s "ERAEIERESE
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ZBIONTAP : ThAEABRERE

<code>ontap-nas</code> EEENFETLHY NFS £

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",

"defaults": {

"size": "10G",
"spaceReserve": "none",
"exportPolicy": "default"

<code>ontap-nas-flexgroup</code> EEENF2TLHY NFS £

"version": 1,

"storageDriverName": "ontap-nas-flexgroup",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"defaults": {
"size": "100G",
"spaceReserve": "none",
"exportPolicy": "default"
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<code>ontap-nas-economy</code> EEENFZTAY NFS &

"version": 1,

"storageDriverName": "ontap-nas-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl"

<code>ontap-san</code> EEFNFE (AT iSCSI £l

"version": 1,
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.3",

"svm": "svm iscsi",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",
"igroupName": "netappdvp"

<code>ontap-san-economy</code> EEEIFZ T HY NFS &3/

"version": 1,

"storageDriverName": "ontap-san-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.3",

"svm": "svm iscsi eco",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl",

"igroupName": "netappdvp"
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<code>ontap-san</code> SEEIFET(HY NVMe / TCP i

"version": 1,

"backendName": "NVMeBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nvme",

"username": "vsadmin",
"password": "password",
"sanType": "nvme",

"useREST": true

SCSI over FC &35 » #EFA? <code> ONTAP — </code> ERENTET

"version": 1,

"backendName": "ontap-san-backend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"sanType": "fcp",

"svm": "trident svm",

"username": "vsadmin",

"password": "password",

"useREST": true

ToiFERASARRE
BT RIRARREE Z 9N ~ EEEIement®iEE (NetApp HCI / SolidFire) B ~ th A S LEI5EIE o

IR SRR 0]

uEEE https://<login>:<password>@<mvip https://admin:admin@192.168.160.
>/json-rpc/<element-version> 3/json-rpc/8.0

(VIPY iISCSI IP{uitANEER 10.0.0.7 : 3260

(RERE) E{EAMSolidFireFIHA (J1R#HA docker

B~ 55#11)
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HIH siLPH
(#%528IFACE) iHISCSIFE PR A IFTaRR T ERF
sRIEEITH
(48E) QoS#RE&

"LegacyNamePrefix (%aiE) " FARhRTridentZ ISR ERS o IR
£/ 1.3.2 ZAI8Y Trident ARAS ~ i
fEREAR Volume HITHER - BY
WIBRELLE ~ 7 RETFEER
Volume $a#875 /£ ¥ FERVEE Volume

Poolidfire - san] EBEIFZTN A Z#EDocker swarm o

TR BRAHRGAE S
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#if
default

B2 RUATESG

netappdvp-



"version": 1,

"storageDriverName": "solidfire-san",
"Endpoint": "https://admin:admin@192.168.160.3/json-rpc/8.0",
"SVIP": "10.0.0.7:3260",
"TenantName": "docker",
"InitiatorIFace": "default",
"Types": [
{
"Type": "Bronze",
"Qos": {

"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000
}
b
{
"Type": "Silver",
"Qos": |
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000
}
b
{
"Type": "Gold",
"Qos": |
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

B &0 el RB B PR il
TEF8BC Docker {8 Trident BF ~ S EXIRIEMPEHIEVAERIE N ©

RERRF 4R Trident Docker VolumedMIE T £20.10 5 BHHR A ~ FERFARELN - BR
G4 IEEEtE 2o B EREEER o

KIFEsET
1. ERMIER o
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docker plugin disable —-f netapp:latest

2. BERIMIET ©

docker plugin rm -f netapp:latest

3. {RMEASMY Tconfigy 28 - EXMREINIER o

docker plugin install netapp/trident-plugin:20.10 --alias netapp --grant

—all-permissions config=config.json

Volume&BRENBE/V2EFIT ©

@ & =Docker B A IRBIPRE] - AP IHER E—F T aiBRESWindows B {E - "F2HiER
25773" °

Docker swarm BEFLYITA « vfhLE Trident EEEHFEREMESHIERESPHIE
b o]

* Docker swarm B Fi{#HVolume%4#8 ~ MIFVolume IDAEM—BIVolumes# 585 ©

* VolumeE R 2 [F]BF X Eswarm# &£ P SE BN o

* Volume SMEMETN (B24E Trident ) WAZA7E swarm BEFRISERE 2 FIBIT © BHIS ONTAP BYZE(ET
I » BUKRH ontap-san BREIMEHAVEIFS ontap-nas ~ BEAEHE—Ec317TE LRHISEEREFRY
73k e

HANEHIEX e BIHFBEAERE > ERERERERE HX1 NBERT » AE—EREITAREWHEE ;
g0 > Element BB s &R EREZTBERRE ID BITHEE ©

NetAppERIDockerEB iz 2 ROER « ERAEARKERNIR o

MREENEREENSEE « R FE_EMEEN— AN ZEESEEERENIISEEME
@ « BIFRIZ S —EIHAEE - FlexGroup ONTAP FlexGroup FlexGroup FlexGroup
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Privileges 12 FHBIARFEIRE ©

ItE5h ~ #FEXTrident Pod ] AE &R (5 B F INHEF R ASDE M E MR E - FHURARRARENERAENEE
FE AR IAF I Trident¥) 4 E R FPod 2 & ©

1 ECAR A 2R B PR B SR I T A =

Kubernetes A MIIBINAE « —BASE  MAEIRMBRAMSEIRIRGIERRINWERERS - o "HERENH" 7]
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# create the policy group for the SVM
gos policy-group create -policy-group <policy name> -vserver <svim name>
-max-throughput 5000iops

# assign the policy group to the SVM, note this will not work
# if volumes or files in the SVM have existing QoS policies
vserver modify -vserver <svm name> -gos-policy-group <policy name>
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version: 1
storageDriverName: ontap-nas
managementLIF: 0.0.0.0
datalLIF: 0.0.0.0
svm: svm0
username: user
password: pass
defaults:
gosPolicy: standard-pg
storage:
- labels:
performance: extreme
defaults:
adaptiveQosPolicy: extremely-adaptive-pg
- labels:
performance: premium
defaults:
gosPolicy: premium-pg
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vserver nfs modify -vserver <svm name> -showmount disabled
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apiVersion: trident.netapp.io/vl
kind: TridentNodeRemediation
metadata:

name: <K8s-node-name>
spec: {}

TNRARES | BRI TIS S EBTNRIREE :

kubectl get tnr <name> -n <trident-namespace>
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o "Z2#E operator-sdk” ©

° YNRFEEP KL Operator Lifecycle Manager (OLM) > FBREEE | operator-sdk olm install

[e]

o ZIEBEBIREEHEF | kubectl create -f https://operatorhub.io/install/node-
healthcheck-operator.yaml ©°
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apiVersion: remediation.medik8s.io/vlalphal
kind: NodeHealthCheck
metadata:
name: <CR name>
spec:
selector:
matchExpressions:
- key: node-role.kubernetes.io/control-plane
operator: DoesNotExist
- key: node-role.kubernetes.io/master
operator: DoesNotExist
remediationTemplate:
apiVersion: trident.netapp.io/vl
kind: TridentNodeRemediationTemplate
namespace: <Trident installation namespace>
name: trident-node-remediation-template
minHealthy: 0 # Trigger force-detach upon one or more node failures
unhealthyConditions:
- type: Ready
status: "False"
duration: Os
- type: Ready
status: Unknown

duration: Os

2. ITERELEEEEE CR HFER “trident 8P A ZER o

kubectl apply -f <nhc-cr-file>.yaml -n <trident-namespace>

it CR BECEAREIE K8s TERAREL » LUERIEIREARAE Ready: false 1 Unknown o E&IEG#E A Ready: false 3
Ready: Unknown ARBERF » H&#53% B ENPEETE o

48 "unhealthyConditions’CR £ T 0 #TRHR o Et—2K » —B K8s G EiREAREE Ready: false SRE 4 false
(1£ K8s KA EIRERYLBKENSRIBERE) » P I BNAE S B BIIREET - K8s EREB—ROBMETERZERF 407 >

AB 7 Ready: false 5%% false o lEEPREARITE K8s SPBIEIEHIEITHE]T ©
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apiVersion:
kind:

metadata:

name:

namespace:

spec:

template:

spec:

EEAG

féﬁ%%ﬁ%ﬂﬁ%&lbﬁﬁﬁﬁ

apiVersion:

b

trident.netapp.io/vl
TridentNodeRemediationTemplate

trident-node-remediation-template
trident

LB EINEREAR o 5F1F NHC SE3¥ Tridentdp B ZEMIHPHY TNR &7

rbac.authorization.k8s.1i0/vl

kind: ClusterRole
metadata:
labels:

rbac.ext-remediation/aggregate-to-ext-remediation: "true"

name:

rules:

- apiGroups:

tridentnoderemediation-access

- trident.netapp.io

resources:

- tridentnoderemediationtemplates

- tridentnoderemediations

verbs:

K8sE & TH AR B2 HERE

get
list
watch
create
update
patch
delete
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kubectl patch NodeHealthCheck <cr-name> --patch
'{"spec": {"pauseRequests": ["<description-for-reason-of-pause>"]}}' --type=merge
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EXFHLUKSHNZ?

&R AEFLinux Unified Key Setup (LUKS) ZREUFE&{EVolume ~ FEIRAYINZEINRE ~ AFIONTAP #HITSAN
FIONTAP ZIESANAS T M HIHEREE o

P

1. B IRAARRREZLUKSINZ B MY - MNFTONTAP BRIZIERZIESANIBIRAARSERNFMAEN ~ 55

R SANZHREIEIEONTAP" ©

"storage": [
{
"labels": {
"luks": "true"
by
"zone": "us east 1la",
"defaults": {
"luksEncryption": "true"
}
by
{
"labels": {
"luks": "false"
by
"zone": "us east la",
"defaults": {
"luksEncryption": "false"

2. fifd parameters.selector EALUKSIIE EEMAFEIRM o fla0

3.

334

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: luks
provisioner: csi.trident.netapp.io
parameters:

selector: "luks=true"

csi.storage.k8s.io/node-stage-secret-name:

csi.storage.k8s.io/node-stage-secret—-namespace:

T B ZLUKSERAZHERIME o N

luks-${pvc.name}
S{pvc.namespace}

2

=

Fﬁn



kubectl -n trident create -f luks-pvcl.yaml
apiVersion: vl
kind: Secret
metadata:
name: luks-pvcl
stringData:
luks-passphrase—-name: A
luks-passphrase: secretA

PR
LUKSHIZHERR& S5 F FAONTAP E4E B RHRIBRE i B2 BR G RE 11T o

FAREA LUKS Volume HI1&imARRE

EEE A LUKS Volume ~ fEABTERIRAFER luksEncryption A (“true © luksEncryption BB
Trident HERBEME LUKS ( false) (true’ HARE LUKS) » WOTFHIFR o

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: trident svm

username: admin

password: password

defaults:
luksEncryption: 'true'
spaceAllocation: 'false'

snapshotPolicy: default

snapshotReserve: '10'

FBIAEE A LUKS Volume Y PVC 4B5E

EEFREE A LUKS Volume - 13 sEE5% trident .netapp.io/luksEncryption 4 true ™ MifE PVC
REZ R LUKS BURFERR ~ INAREFIFRT o
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: luks-pvc
namespace: trident
annotations:
trident.netapp.io/luksEncryption: "true"
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: luks-sc

TEELUKSHEERE
SR LATR S L UK SHE R Z R I FE 508w oA ©

Eli}

@ AR IR EEE CABRIAHIRE « IRIRSHEFISIA - IR2ENEMEHE

9&*1’3 SEEUAHERE « TIEERRAREINE BEEFH

RIRER T

NREISEHMHNLUKSIERZE 2 BRI HHEENPod ~ B34 | UKSERIZIEEIR  BILHH Pod BF
Trident MR E LAY LUKS 1S3 Z S SIS ZE R ER e MR IS THEES ©

* UNRHIEE RSB Z R ERA BB AR - M E4ma o
* MNREIRE RV AR IS PR E A PiBER R IEAERT previous-luks-passphrase 22K o

TR
1. #1¥ node-publish-secret-name #l node-publish-secret-namespace StorageClassZ2 & o Ful

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: csi-san

provisioner: csi.trident.netapp.io

parameters:
trident.netapp.io/backendType: "ontap-san"
csi.storage.k8s.io/node-stage-secret—-name: luks
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}
csi.storage.k8s.io/node-publish-secret-name: luks
csi.storage.k8s.io/node-publish-secret-namespace: ${pvc.namespace}
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2. BB IR E SRR ERIRA RS

Volume

tridentctl -d get volume luks-pvcl
GET http://127.0.0.1:8000/trident/v1/volume/<volumeID>

...luksPassphraseNames: ["A"]

Snapshot

tridentctl -d get snapshot luks-pvcl
GET http://127.0.0.1:8000/trident/v1/volume/<volumelID>/<snapshotID>

...luksPassphraseNames: ["A"]

3. EHEENLUKSIHEZ ~ LISEFA SIS o FEfR previous-1luke-passphrase-name #
previous-luks-passphrase HESTRIHVBRAZE ISR RT o

apiVersion: vl

kind: Secret

metadata:
name: luks-pvcl

stringData:
luks-passphrase—-name: B
luks-passphrase: secretB
previous-luks-passphrase-name: A

previous-luks-passphrase: secretA

4. BIFMIPod A E Volume ° 35 SRXENHEEFRER
S. FERRIEM T fedd o

Volume

tridentctl -d get volume luks-pvcl
GET http://127.0.0.1:8000/trident/v1/volume/<volumelD>

...luksPassphraseNames: ["B"]
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Snapshot

tridentctl -d get snapshot luks-pvcl
GET http://127.0.0.1:8000/trident/v1/volume/<volumelID>/<snapshotID>

.luksPassphraseNames: ["B"]

g:l:
ff=]

REEHIRE R _ LERFRVBRATIER « 7 ShEiEmm =S o

@ fBlan ~ IR BCIMERIERNE luksPassphraseNames: ["B", "A"] » FEEARTTE o AU
R IPod I E R ST RUEES ©

EXFAVolumelE 7
A A TELUKSHINZ B Volume _E BUA Volumelg 7t ©

1. BUA cSINodeExpandSecret TEERTE (beta 1.25 +) o s52R] "Kubernetes 1.25 © {#SecretsiE1THIES
BRAISCSI VolumeETe" MBS HAAE R} o

2. #iE node-expand-secret-name #] node-expand-secret-namespace StorageClassZ# o /40 :

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: luks

provisioner: csi.trident.netapp.io

parameters:
selector: "luks=true"
csi.storage.k8s.io/node-stage-secret-name: luks-${pvc.name}
csi.storage.k8s.io/node-stage-secret—-namespace: ${pvc.namespace}
csi.storage.k8s.io/node-expand-secret-name: luks-${pvc.name}
csi.storage.k8s.io/node-expand-secret-namespace: ${pvc.namespace}

allowVolumeExpansion: true

mR
ECRENR L REFIRTTR © kubelet &3 E E RISEE ERMERGRENEL -

Kerberos #{THNZ

fEF Kerberos TE48 EIN% » (SIS HEE R E R HEFERIRZBAREAME » itk
EENEFREZ2M

Trident X% ONTAP B9 Kerberos INZ{EA#1ZE IR
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#_E5f Kubernetes 2522 ERERE ONTAP WAFRE ©

ICRILGEIL ~ MIFR ~ AR/~ TRER ~ 18R - MEEERKREAERA NFS INERHERE o

ERAREIEER ONTAP R EIRZEELR L Kerberos NN
TR UTEt ERE RS ERE ONTAP #fF & in 2 BRI #EF R E _LRUA Kerberos i o

() PEREBE ONTAP fE7E/IHHI NFS 8 Kerberos INBHESZEEA ontap-nas f7FREBNTET: o

BHIRZ Al
* SAEEE R LER tridentctl AHER ©
* BRICEE ONTAP #EFERIENEIESFEE o
* BRIEHERE ONTAP #ER IR AR E BTE o

s ERELEEFT ONTAP #7FE VM ~ LU NFS IEREER Kerberos /%% o s8] "7 datalLIF LE(A
Kerberos" WBEUSET

* :BAEEMEA Kerberos TNZAYE(R NFSv4 W@ ESE IEFERRTE © sA2RIAY NetApp NFSv4 4Bigi4HRE—ER
(8 13 H) "NetApp NFSv4 188 R(EEFEISRE" o

%S ONTAP EEH /R

CEERRAFIEEIRER ONTAP EHRR] ~ SEZFBELERE] « LIZHE ONTAP #7F VM REZERERY
Kerberos N ~ LAz 82 _Eiff Kubernetes SR T FRRY(E(] ONTAP FERR(E o 1S A9 6E B /R B3R S (S i I 9%
BE R A EE T E THFEEEA I EMEEERR -

FEEHIRE
£ NFS - NFSv3 1 NFSv4 7ZBUE%E K& EE HRE o
FEGHAE R
RE] UIRIEH R ERER ~ 38E Kerberos MBZN={ERRBHREZ— :
* * Kerberos 5* - (EgzZEANNZR)
* * Kerberos 5i* - (&5 (REAVEREE BINER)
* * Kerberos 5p* - (&% #5 EpEFARENERFE R MNZR)

B ERFEERIRERE ONTAP EEHRRIFRA o FU0 ~ tNRFEARFF Kerberos 5i #l Kerberos 5p I%E R
AL NFS HIRE - AR TIIEIERE !
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* "B EHRA
* "HIGARA EE LRA

FERVAE eI

R UL S Kerberos NNZEIDIAERY Trident #TF B ImARAE o

REFEIET1E
EICEILRTE Kerberos NIZRMHEF R IGAHREIERF ~ I LUER 2835 Kerberos MMEMN=EARRBREZ—

spec.nfsMountOptions -

spec.nfsMountOptions: sec=krb5 (BB EENZR)

spec.nfsMountOptions: sec=krb5i (B :#pIR:E0VEREEINZ)

* spec.nfsMountOptions: sec=krb5p (B p BARSFAREERYEREE EANN )

35FE —1E Kerberos B4R o NRTELEUEETIEE L@ Kerberos INEE4R ~ B) I EFEHEFE—@EEIE o

1. EEEREL « fATIEARLBFRIFEBRIESR - UETIRRINEMEAIEN <> PiE !

340


https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html

apiVersion: vl

kind: Secret

metadata:
name: backend-ontap-nas-secret

type: Opaque

stringData:
clientID: <CLIENT ID>
clientSecret: <CLIENT SECRET>

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-ontap-nas

spec:
version: 1
storageDriverName: "ontap-nas"
managementLIF: <STORAGE VM MGMT LIF IP ADDRESS>
dataLIF: <PROTOCOL LIF FQDN OR IP ADDRESS>
svm: <STORAGE VM NAME>
username: <STORAGE VM USERNAME CREDENTIAL>
password: <STORAGE VM PASSWORD CREDENTIAL>
nasType: nfs
nfsMountOptions: ["sec=krb5i"] #can be krb5, krb5i, or krb5Sp
gtreesPerFlexvol:
credentials:

name: backend-ontap-nas-secret

2. (BRI L —(ES WP R AR RR Y 0 -
tridentctl create backend -f <backend-configuration-file>
MBPEHRIKH « RTEREEHIE © CAURT TS RRIRBER - UHHHR
tridentctl logs
WIS EESENRIE &  EEUB R Tcreates® °

BN fETFLERY
IRB] AR (77485 ~ LAEA Kerberos TN REC BT E ©

RIRER I
BRI EFENYHE « PIUER T2 « 57 Kerberos MFBN={ER B4 Z— mountoptions !
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* mountOptions: sec=krb5 (BREEENNE)
mountOptions: sec=krb5i (B i#pIrEnVER5EEIN%Z)

* mountOptions: sec=krb5p (B3 sAEEFAREREREEIINE)

2.

$5E—1@ Kerberos B4R  IREHESBBEPIEESE Kerberos MFEAR ~ RIR GER S —EFEE - J1R
CARRFRIBERPIEENNZERACEFRFENHPEENERAR « ARFENMGSE. -

TR
1. {EALLTEHIZIL StorageClass Kubernetes #15 :

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-nas-sc
provisioner: csi.trident.netapp.io
mountOptions:
- sec=krbb5i #can be krb5, krb5i, or krbbp
parameters:
backendType: ontap-nas
storagePools: ontapnas pool
trident.netapp.io/nasType: nfs

allowVolumeExpansion: true

2. BIREFER

kubectl create -f sample-input/storage-class-ontap-nas-sc.yaml

3. EERIUEFER

kubectl get sc ontap—-nas-sc

TREZE AR TIREREL

NAME PROVISIONER AGE
ontap-nas-sc csi.trident.netapp.io 15h
BcE Volume

B f#FRIHNHEEFER 2% - KIRETLECE Volume  BRIREA > H2F "icE Volume" °
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£/ Azure NetApp Files H4HEE R ETE4AR L Kerberos %

oI U TEsTE R E BB — Azure NetApp Files #1Z#&1maE Azure NetApp Files #F R IR ERER 2 BHE
& LB Kerberos % o

FtEZ Al
s FRICE7EEE M Red Hat OpenShift #&£& Ry Trident ©
* AR LIER tridentctl ARER

* SAARPMERIEERIIET - URRESZEFLF Azure NetApp Files f#7FRIHETT Kerberos 1% "7Zs
X ¥& Azure NetApp Files" ©

* SAMEELMER Kerberos MZERIE NFSv4 HAEREE B IEFERRTE © 552 BIRY NetApp NFSv4 HBISARRE—ER
(%5 13H) "NetApp NFSv4 tE3R B R{EEFEIER" o

B fEERR
SR LU B S Kerberos NNZRINEERY Azure NetApp Files {#1F & IRARRE o

FAREETLE
BRI RFRIRERERKRTE Kerberos IEE ~ ERIMNMUER - WERSHERETIIMERSERNERZ

* {ERBGIRY * [EFRIRELR * spec.kerberos
* PR * EREEBELR * spec.storage. kerberos

ENTERERERERAEER - SERREFENFIHRERENEER -
HEE—B4R  CH AT LIEE Kerberos MZEM = ERRERRAZ— :

* kerberos: sec=krb5 (BR:EEANNZE)

* kerberos: sec=krb5i (B HAIREREEEMNE)

* kerberos: sec=krb5p (&9 HBHEFEIRENEREHME)

1. EREREL RELFETERAERE (RERRERIERERER NUE - €A TIHP—(EHEG)
BI#FRIGHERRESR o UITIRIBHNEREAEN <> FBE :
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HFRIRE RS

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-secret
type: Opaque
stringData:
clientID: <CLIENT ID>
clientSecret: <CLIENT SECRET>

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc
spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: <SUBSCRIPTION ID>
tenantID: <TENANT ID>
location: <AZURE REGION LOCATION>
servicelevel: Standard
networkFeatures: Standard
capacityPools: <CAPACITY POOL>
resourceGroups: <RESOURCE GROUP>
netappAccounts: <NETAPP ACCOUNT>
virtualNetwork: <VIRTUAL NETWORK>
subnet: <SUBNET>
nasType: nfs
kerberos: sec=krb5i #can be krb5, krb5i, or krbbp
credentials:
name: backend-tbc-secret

EREEEREN
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-secret
type: Opaque
stringData:
clientID: <CLIENT ID>
clientSecret: <CLIENT SECRET>

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc
spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: <SUBSCRIPTION ID>
tenantID: <TENANT ID>
location: <AZURE REGION LOCATION>
servicelevel: Standard
networkFeatures: Standard
capacityPools: <CAPACITY POOL>
resourceGroups: <RESOURCE GROUP>
netappAccounts: <NETAPP ACCOUNT>
virtualNetwork: <VIRTUAL NETWORK>
subnet: <SUBNET>
nasType: nfs
storage:
- labels:
type: encryption
kerberos: sec=krb5i #can be krb5, krb5i, or krbbp
credentials:

name: backend-tbc-secret

2. ERETE L—EPERPRIAVEBEREZI R

tridentctl create backend -f <backend-configuration-file>

MRBIHERILKR ~ RBIHERARRE AT e < RIGHRCE: « UHETREA :
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tridentctl logs

A MAEEAAREAERREEZ & ~ ERI BRI Tcreatedn < ©

BT EIFLERY
IR LB TZ4ER) ~ LUEF Kerberos N RECBHEAERE o

TER
1. {EFA LT #5522 IT StorageClass Kubernetes 414 :

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: sc-nfs
provisioner: csi.trident.netapp.io
parameters:
backendType: azure-netapp-files
trident.netapp.io/nasType: nfs

selector: type=encryption

2. BIREFER

kubectl create -f sample-input/storage-class-sc-nfs.yaml

3. HEE BEEIIAFLER

kubectl get sc -sc-nfs

TREZEEIHELUTIRES

NAME PROVISIONER AGE
sc-nfs csi.trident.netapp.io 15h
ficE Volume

B f#EFRIHNFEFER 2% « KIRETLECE Volume  BRIREA » 2R "EcE Volume" °
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{58 Trident Protect {REERRER
T f#2Trident Protect

NetApp Trident Protect {2 {2 FERIE N E RIS IEINAE » 1852 7 FNetApp ONTAPfEZE &
4 F1NetApp Trident CS| f#IFHESS B A IREE Kubernetes FEFITZ X RYTHAERI BT A% ©
Trident Protect f§{E T BB AB EMAHIRIZN B ELEEHMNEIR  REMNBR - B

ZEBHE API F1 CLI R E3NETHEE ©

ISR LUBIBIRII BT &R (CR) B {#EMA Trident Protect CLI ZR{# M Trident Protect {R:EMEATEL ©

B TRIE ?
AT LIS T 2 Trident Protect FYFERESESK » A HIEITZRE |

* "Trident{REEXK"

Z4ETrident Protect

Trident{REEK

Bt shtae CHVETTIRIE « BRAREIEE - BRAEIANKRERS S EERMAE - AT

hiﬁﬁ’é%ﬂ%*ﬂiﬂf‘ﬂndent Protect BYELEEK

Trident Protect Kubernetes 5 HA S

Trident Protect 1@ 2L EMBZRHY Kubernetes EmMER » B1F :

* Amazon Elastic Kubernetes Service (EKS)
* Google Kubernetes Engine (GKE)

* Microsoft Azure KubernetesfR%% (EXX)
* Red Hat OpenShift
 SUSE Rancher

* VMware TanzuEa4AE
* _E¥Kubernetes

* Trident Protectf& D EZELinuEREIRL ¢ Windows ER IR ZIREN1ESE

@ * FE{RZ & Trident Protect &£ B AL B IEEHITHAVIRERIZHIZZIFIAERIAY CRD - BE

BRIZHIES © SA2H "EEETR

* B{RZE/V1EE—(E VolumeSnapshotClass - EZ{5 8 » 552/"Volume SnapshotClass" ©
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Trident Protect {7 & iRIEA 4
Trident Protect 2 & A T &R :
* Amazon FSX for NetApp ONTAP ZE

e Cloud Volumes ONTAP

* ONTAP {#77[E5)
* Google Cloud NetApp Volumes
» Azure NetApp Files

BRERENRFERERFS TIERK

* FRIREIEREEM NetApp FEFEB R Trident 24.02 S{EFRRAS (B:%EA Trident 24.10) ©

* FEIRITHESR NetApp ONTAP #77#& 5 o

* BB EM U HFETRBUREHED o

* BRI AR AR EAEXEN SR FENERIEREN Mm% ZEM o Trident Protect R & A EEL

ELmATH  MREEBTERTIEE T A EENGREME » BIRIERE TR o

NAS EBEREHFK
Trident Protect 323& ¥} nas-economy HIREEITHERNTEIRIEE o BRIAZIERIRER « fEFSnapMirrorfg &Y
% nas-economy HIE& o EEEATEETrident Protect —fEEARIEE nas-economy MR EEXFHIRIBREE o

HLEEATZIVEER Snapshot BERVHIRERER - HNEBELRAER » GFEETE ONTAP f#
FRELHIT TGS - MIRREIRRE &

®

nfs modify -vserver <svm> -v3-hide-snapshot enabled

TR AT E(E NAS EBERMERERNIT FHaG< » UISEEBRYHERE UUID BN > 2REXA Snapshot B &k

<volume-UUID> :

tridentctl update volume <volume-UUID> --snapshot-dir=true --pool-level
=true -n trident

@ TERI LA Trident BIRABRSEIER E A ° 4 true WIS ETER BB IRB B &%
‘snapshotDir o IRENHIEERZFEE o

{5 KubeVirt VM {FEE I

Trident Protect TE BRI {REE(FEEHARIZS KubeVirt [EHH R R IER RPURIGHBRINGE » UIHERER—2E -
R AR R A IRENEC B /5 /AR TEER 1T A E Trident Protect IARRIRAHFBFIARRE > BEHTAYRRZSERE Helm chart
SHIRM T HEMECE -

() 7EtREIB(EHART » {Ef VirtualMachineSnapshots ZRESHAES (VM) FREETTBYETEI R &l -
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Trident Protect 25.10 & E#THRZx

Trident Protect TE B FMREEX HARI B ENRAEMAE KubeVirt IEZ R4 » LUFER—BUYE o #Trident Protect
25.10 (15 > eI LUERMU T AEERILLTA | vm. freeze Helm Chart Z8EBEHHIZRE - LB ETFER
BYFE

helm install ... —--set vm.freeze=false

Trident Protect 24.10.1 = 25.06

¢ Trident Protect 24.10.1 B84 > Trident Protect Z1E BE*HMREEXEAR BB R AR KubeVirt 1EE A
o UAIUMERU Ta<SERLLEETA !

kubectl set env deployment/trident-protect-controller-manager
NEPTUNE VM FREEZE=false -n trident-protect

Trident Protect 24.10

Trident Protect 24.10 TEERMRE(EXE IR A& BEHER KubeVirt VM 1ERZRFAI—EEAREE o IR TAE(E
F3Trident Protect 24.10 {RsEGHY KubeVirt VM #1315 » Bl EERITEFHMREEEZRIFHRAERZFN
REEIFRRINGE o BRI URBRIERRAREI —EREE o

fEBI LR E Trident Protect 24.10 REEE FHREFERIRE VM 1EXRARBVREEEER o "STEERC"RE
FRUTHS .

kubectl set env deployment/trident-protect-controller-manager
NEPTUNE VM FREEZE=true -n trident-protect

SnapMirror 5 E>
NetApp SnapMirrortEBIHAE AT Ed Trident Protect 3ECER » EAMN TFIONTAPRRSGZE :

* IEPEBE NetApp FAS > AFF F1 ASA #&E
* NetApp ONTAP Select
* NetApp Cloud Volumes ONTAP

* Amazon FSX for NetApp ONTAP ZE &

SnapMirror {85 1) ONTAP HEFZK

WNREFTEREA SnapMirror 185 » 5E{R ONTAP R&ERTS FAIFEK :

* * NetApp Trident * : EFHONTAP{EA R IRARTSHIZRIR Kubernetes 25 M B 1E Kubernetes 525 F & W ETE
7ENetApp Trident ° Trident Protect SZ#&FFINetApp SnapMirrorfifliiEITER » sz iTE AU TEEENE N
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EaVEEER -
° ontap-nas . NFS
° ontap-san . iSCSI
° ontap-san : EIKBLLER
° ontap-san : NVMe/TCP (ZEKER{E ONTAP hkZs 9.15.1)

* CRE L ERABERMREEMRY ONTAP SnapMirror FEED RV AR RFE R BRI ONTAP 25 LRI
F o tNFRFAEN « 5B52R "SnapMirrorfZ HEELONTAP" o

£ ONTAP 9.10.1 B4 ~ FRETSREER & L NetApp 1ISHEREZE (NLF ) MR ~ EE2— AR BAZEAE
AYEE —1E3E o MERSFAREEN ~ 55260 "ONTAP One FEMI#EAE" o

() fE328 SnapMirror ERHR3E o

SnapMirror EBWHEES
MRICHAESFEARFRIEHE  FRETHIRIEFSTIEX !

** EEE SVMT A ONTAP W RIS RIETHEMRIZ o MMM - HSH " EESVMES
R o

()  m®EmiE ONTAP #5E2 RISRARERI SVM 2IBRIE— -

* NetApp Trident £2 SVM : $ZFigix SVM /AR E1ZE 5 EBY NetApp Trident £/ ©
* TR | WEEETrident Protect PHTIEFEIEONTAPREFE RIS » UL B ©
FA SnapMirror 85 # Trident / ONTAP #HAE

Trident Protect ZRIEE D E — AR RE=EN B R EERNNHET R - IRKREENEREEER
ATESRESEN  BREARARXERERREARATENRHEFRIR

SnapMirrorfg3f) Kubernetes &£ EK

FE(RITRAY Kubernetes B ERFAUTEK !

* AppVault FI7ZEUY  RRFEEMBIZEEE N EE R FRIFEERR » A HE1E AppVault :BEF = AERARER
Y o

* MERREAR | REMIAASIREA © FEEFARERM IP 5FFIER 0 EIRE WAN BIZEH AppVault Z ERYEH ©

@ TS IEEIRIGTE WAN ERPEEMRBIPIAGGREE - HEEEERZAD > 53R ERER IR X

LHE 28 E Trident Protect
YR EIRIERT S Trident Protect BI9EXK » WA LUKER 3P EREREE L8 Trident

Protect o & A LAIENetAppERfS Trident Protect > SRIEIEEH CHFAANGEARPLEE - IR
TRERAFNEHE > I AFMREEEREEN -
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%tNetAppZZTrident Protect
1. #8Trident Helm {12 -

helm repo add netapp-trident-protect
https://netapp.github.io/trident-protect-helm-chart

2. {8 Helm L% Trident Protect © X% “<name-of-cluster>" S B¥ 2 TBAG D ECLAERY > W FAMEHERN
HHRFIREE -

helm install trident-protect netapp-trident-protect/trident-protect
--set clusterName=<name-of-cluster> --version 100.2510.0 --create
-namespace --namespace trident-protect

3. (ER) AERMEEHNRE (ZEANSENR) - FEM

helm install trident-protect netapp-trident-protect/trident-protect
--set clusterName=<name-of-cluster> --set logLevel=debug --version
100.2510.0 --create-namespace --namespace trident-protect

afE BSsC e A B NetApps R A BHFRIRE » TEFEE B SRAERAE -

RFAN TR Z 8 Trident Protect

QD%,‘SE’J Kubernetes s BATZENE BHAE » (SR AREFAANIRIG B EEZ &£ Trident Protect o 7E5E L8864 »
AR PN AR RATIRIEDAEN

TR
1. BTRIRAARIEHN AR ER - BT » ARREFHEEEIEHNFAAESR

docker.io/netapp/controller:25.10.0
docker.io/netapp/restic:25.10.0
docker.io/netapp/kopia:25.10.0
docker.io/netapp/kopiablockrestore:25.10.0
docker.io/netapp/trident-autosupport:25.10.0
docker.io/netapp/exechook:25.10.0
docker.io/netapp/resourcebackup:25.10.0
docker.io/netapp/resourcerestore:25.10.0
docker.io/netapp/resourcedelete:25.10.0
docker.io/netapp/trident-protect-utils:v1.0.0

fgn -
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docker pull docker.io/netapp/controller:25.10.0

docker tag docker.io/netapp/controller:25.10.0 <private-registry-
url>/controller:25.10.0

docker push <private-registry-url>/controller:25.10.0

EH{F Helm Chart » B REEE A AFEAERRAVER £ T & Helm Chart © helm pull
trident-protect --version 100.2510.0 --repo

(:) https://netapp.github.io/trident-protect-helm-chart " ABIERLE
‘trident-protect-100.2510.0.tgz iHERERIEHBARIRIZEIEITEE heln
install trident-protect ./trident-protect-100.2510.0.tgz MAEE
EE—PERFRHESIA -

2. 37 Trident Protect 4t sn 5420 -
kubectl create ns trident-protect
3. BATER

helm registry login <private-registry-url> -u <account-id> -p <api-
token>

4. BIARMABREERAIN S

kubectl create secret docker-registry regcred --docker
-username=<registry-username> --docker-password=<api-token> -n
trident-protect --docker-server=<private-registry-url>

5. i Trident Helm 7 :

helm repo add netapp-trident-protect
https://netapp.github.io/trident-protect-helm-chart

6. B —ERAMNXH protectValues. yaml ° ;AR EFE L FTrident Protect 527E :
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imageRegistry: <private-registry-url>
imagePullSecrets:

- name: regcred

& imageRegistry M “imagePullSecrets EEBEBANRFIBAEGR G » €15
‘resourcebackup Ml ‘resourcerestore o MIREHF IR G XD FFMERPIFTE

@ FHEERE (W > example.com:443/my-repo) * AL SRBENFE S TCER
1% o B REFTEESEELLEIRN © <private-registry-url>/<image-

name>:<tag> °

7. {8 Helm Z#ETrident Protect ¢ X% “<name_of cluster>"SE B 2 TBIG D ACLAERE » W AMERERN
HHFIREE

helm install trident-protect netapp-trident-protect/trident-protect
-—set clusterName=<name of cluster> --version 100.2510.0 --create
-namespace --namespace trident-protect -f protectValues.yaml

8. (ER) HERMEIEARE: (BEANKEHR) - FER !

helm install trident-protect netapp-trident-protect/trident-protect
--set clusterName=<name-of-cluster> --set loglLevel=debug --version
100.2510.0 --create-namespace --namespace trident-protect -f
protectValues.yaml

R85 H5ECE A BT NetAppX iR A EHFIFHIE - MEREEASSFRNERREE °

@ ARAE M Helm Chart s2 €18 > B35 AutoSupportza EFap2 =B » 5528 "H: ] Trident
Protect 224" o

Z%ETrident Protect CLI (&

Bl LU(E A Trident Protect e S5l » ©E2Tridentl—{A¥ET o “tridentct! B EILF]
BiTrident Protect H5J &R (CR) E@JE’JﬁﬁH&T o

Z#ETrident Protect CLI 3

EERSSIARRENZA » MR EZRTAREFNEENESE L - RIBLIKSRERNZE x64 5 ARM
CPU > FEETIITER -
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TEERAR Linux AMD64 CPU BYYMIFER
SER
1. & Trident Protect CLI §hi :

curl -L -o tridentctl-protect https://github.com/NetApp/tridentctl-
protect/releases/download/25.10.0/tridentctl-protect-linux-amdé64

T&ERAR Linux ARM64 CPU BYYMIFER
SER
1. & Trident Protect CLI §hi :

curl -L -o tridentctl-protect https://github.com/NetApp/tridentctl-
protect/releases/download/25.10.0/tridentctl-protect-linux-armé64

TEZEAR Mac AMD64 CPU HISMIFEZ(
SR
1. & Trident Protect CLI §hi :

curl -L -o tridentctl-protect https://github.com/NetApp/tridentctl-
protect/releases/download/25.10.0/tridentctl-protect-macos-amdé64

T# Mac ARM64 CPU y9MEFZT
B ER
1. F#Trident Protect CLI 4Mit :
curl -L -o tridentctl-protect https://github.com/NetApp/tridentctl-
protect/releases/download/25.10.0/tridentctl-protect-macos-armé64
1. BURSMIMER T E BRI THERR -

chmod +x tridentctl-protect

2. BIMIEX TEAERNERCEHPERNAE o fIf1 > /usr/bin H® /usr/local/bin (FAIFEER
EIEFE Privileges )

cp ./tridentctl-protect /usr/local/bin/
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3. fTth A LUSZRS MR MR N T BHRPNEEMNE - TEERRT - BRCHERFAMUER PATH &
I —at 7D

cp ./tridentctl-protect ~/bin/

@ RFIMIERE R E] PATH BEPHEREGE > FI:BE8MAR tridentctl protect  {EEfIL
BEFEAMMER tridentctl-protect e

147 Trident CLI SMiMETEREA
AT LAE A R SMEMETURRBATOAE - BT IMAME TN AERYSHARERER -

iu E]%
1. (EFREAThAEIG AR fEFRYER ¢

tridentctl-protect help

B2 BETR
L% Trident Protect CLI JMIMETNE » ERIUBF LSS RA BEMERINEE
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EF Bash Shell B9 BEh5ERINAE
B ER
1. BT ST
tridentctl-protect completion bash > tridentctl-completion.bash

2. ZFXEEHPRIMBHRUESIESN

mkdir -p ~/.bash/completions

3. B TEHMIESHELE ~/.bash/completions' B ## :

mv tridentctl-completion.bash ~/.bash/completions/

4. BTHITHIEZE "~/ bashrc EB#EHAIFEZEE :

source ~/.bash/completions/tridentctl-completion.bash

ESF3 Z Shell BYEEH5TAIINAE
B ER
1. BT SERRIAS
tridentctl-protect completion zsh > tridentctl-completion.zsh
2. ZXERPEIMERUBCSIESHE !
mkdir -p ~/.zsh/completions
3. BT HMIESHEEE "~/.zsh/completions’ B ## :
mv tridentctl-completion.zsh ~/.zsh/completions/

4. FTFITHIGE "~/.zprofile' E BERPHIIEEE -

source ~/.zsh/completions/tridentctl-completion.zsh
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3
TREA Shell B » AL a2 BESTRINAEE tridentctl-Protect SMEMETLIBECFER ©

B3] Trident Protect %24t
& eI LB 5] Trident Protect VTERRECE » URT S EIRIEHSFEEK

}5E Trident Protect B 23& R IE4

#£Trident Protect & > (SR LAE R EHEHIEE Trident Protect A23HERRS o 22 E B IRRHIAT LT
#lTrident Protect {EZ Bt EERIIEE

B ER
1. B BHINER resourcelimits. yaml ©

2. IRBREHIIRIRER » TEHEZEFRIE A Trident Protect & 283 A& RPRHEEIR o
W SEHERERRIANRE » T8 SSEERRHINTERE :

JjobResources:

defaults:
limits:
cpu: 8000m
memory: 10000Mi
ephemeralStorage: ""
requests:
cpu: 100m

memory: 100Mi
ephemeralStorage: ""
resticVolumeBackup:
limits:
cpu: ""

nmn

memory:

nmn

ephemeralStorage:

requests:

mn

cpu:

nmn

memory:
ephemeralStorage: ""
resticVolumeRestore:
limits:
cpu: ""

nmn

memory:

mwn

ephemeralStorage:

requests:
mn

cpu:

mwn

memory:
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ephemeralStorage: ""

kopiaVolumeBackup:

limits:
cpu: ""
memory: ""

ephemeralStorage: ""
requests:

cpu: ""

memory: ""

ephemeralStorage: ""

kopiaVolumeRestore:
limits:

cpu: ""

memory: ""
ephemeralStorage: ""

requests:

mwn

cpu:

nmn

memory:

mn

ephemeralStorage:

3. EAEZEPHE resourceLimits. yaml :

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect -f resourcelimits.yaml --reuse-values

Bl X2 MERERE

Z4ETrident Protect # > &R MAEAR EHERIEH Trident Protect 22389 OpenShift 2% T4 (SCC) ° &
495 EE T Red Hat OpenShift #£ 5 pod L2 4IRS o

1. B gArESR sccconfig.yaml °

2. 1% SCC EIEMEEEE » WIRBIRIRBRENSH -

M E5IRET SCC EEBHMITHRE !

scc:
create: true
name: trident-protect-job
priority: 1

TEREREA SCC EIHBH !
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W
st

i
Sy

2y
BEIER

=R EH
RERE AU SCCER - B

BESRTES true” H Helm 2

2R openshift IRIERF >
FAEEIT scc BR
‘scc.create o MNRKE
OpenShift £#21E » SHUNRER2
false » Bl “scc.create’ ANEEEIL
{E{a] SCC &R °

FEXESCCHI%TE o

7% SCC WIBSIBF o BSIEF
fEESHY SCC BTEERIE Al
TaTe o

3. EFEEDHE scceconfig.yaml -

=
HoxX

[

Trident {RsET{E
1

helm upgrade trident-protect -n trident-protect netapp-trident-

protect/trident-protect -f sccconfig.yaml --reuse-values

EYRTERENAERPIEENE scceconfig. yaml ©

FHEH M Trident Protect fit[Ez%

EiELGmE R EENR - TR T AIANEESH

& B L B 5T AutoSupports& E M en & 2= B
2 Pl
BEENE FER
BEXEALE k(e
BEIXEERA mik(E
T e R o FER
restoreSkipNamespacelLabels FE

360

55

#NetApp AutoSupportE4FEC & 1
12 URL ° fRILEIHAESE B IEMRAR
BEATIRE LE - fIF -

http://my.proxy.url ©°

3B E A BkBAutoSupportCIRE AR
By TLS E&:E true ° o ERANRALZE
BICIBELR o (FAER: false)

EXFA s {Z A% HTrident Protect
AutoSupport/BE B E1E o BRES
false BHER LB E',T?ﬁ )
BERMAUFHEESES -

ﬁ: true)

AERHRHDMEREEDHIRAIS
LERRAVESRDIRAE o AFF
TIREE G R R R o

AEHRHDMERIEEDHIREIS

HEBMRBOERDIRSE o nFF
CIRIEREE R R ZER o


http://my.proxy.url

\0

CRIUER YAML REE T A < 5 IR R E S LA ¢

R YAML X1
TR
1. B ERETd % values. yaml ©°

2. BN > LIS E R TR E RIS

autoSupport:

enabled: false

proxy: http://my.proxy.url

insecure: true
restoreSkipNamespaceAnnotations: "annotationl,annotation2"
restoreSkipNamespacelLabels: "labell, label2"

3. IE7E% ‘values.yaml BB IEREERIN M > FERRERE :

helm upgrade trident-protect -n trident-protect netapp-trident-

protect/trident-protect -f values.yaml --reuse-values

{EF CLI 83k
1. FAUTHS --set IZ:ERKIEEE—2H -

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect \

--set autoSupport.enabled=false \

--set autoSupport.proxy=http://my.proxy.url \

--set-string
restoreSkipNamespaceAnnotations="{annotationl, annotation2}" \

--set-string restoreSkipNamespacelLabels="{labell, label2}" \

—-—-reuse-values

#Trident Protect Pod PR&ITE4S EEIEL -

fE&ALAfEA Kubernetes nodeSelector EiFAZREEIZEATITR » R IREAIREIEE ARIE S HILE EIRAE BB 1T Trident
Protect pod ° T85&%1E T » Trident Protect 2R #IT Linux BIERES o IEAI LRI R EE—F BT LRHIF
i o

p
1. BiARER nodeSelectorConfig.yaml °
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2. #& nodeSelector FEIRFTIE EMESE > MAEKERLUNIE NE BEIRGIRE - LURBIRIE R RANLARS] o FI40 >
TIIERESTERNEERRRG - BB EREMERARENATE

nodeSelector:
kubernetes.io/os: linux
region: us-west

app.kubernetes.io/name: mysqgl

3. EFEZETHE nodeSelectorConfig. yaml :

helm upgrade trident-protect -n trident-protect netapp-trident-

protect/trident-protect -f nodeSelectorConfig.yaml --reuse-values

EGRTERRHIIRRAEEERZPIEE RS nodeSelectorConfig.yaml °

=12 Trident Protect

E1%ETrident Protect Z#EF1ZENIZE4]

Trident Protect £ Kubernetes B8 & AR RAIFEUES] (RBAC) 128! o TERIBER T »
Trident Protect {eft—{E R AR in % T B R EBEBTERARFEIRE - NREVBBEERZ
FERERRFTENEZEEX > AIrfLUEATrident Protect B RBAC THAE2R B4Rtz & ¥ E
TR R4 = RIBVTEEY ©

EEEIEE O UFEER A TERPMNER trident-protect » HAIUFEFIA Efthia ETRFME

/FE o EEPHIHERMNERERNNEFE  KEBRIEEIIGRER » WiFERMERAREEEELEmAET
AR REFERAETUEERSHAERTETEAENENEIE CRS trident-protect ° KEEEEHRRE

AN B TP EIEREXENEE CRS (BREMZEEEEAREAEN RN GRERPELERERE
KIZIE CRS) o

QB EEETEFNABIENTrident Protect BE]BFRHR » HAREE !

* * AppVault* : BEEEFEREER
©) * AutoSupportBundle : UXEEFSAE « BEEAEthERRAT Trident ProtectBis
* * AutoSupportBundleSchedule* : BEIZ:EERUNERHR

RIEMUERER RBAC RIRFI ARG EESFEVERYIMG -

1%E RBAC WA RE &R R EEEAEEAET - 552/ "Kubernetes RBAC 314" o
WEEARFEIR A BIMERAEE SN » 2R "Kubernetes ARFSIRFE ST o
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https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/

EBh - EEmAERENFIE

oI - AEBAREEES 0 —MEIRERFERE » UWh—EITHERE - EEEESR TN T7IITE » M&BiL—
BIRIR - Hep T2aHEMTHEES B REFRUE A S B EMNER

TR BusatEZEUESSEHENER
BisaZ=RErRELRES NN RER » LEAYMIEHHAREFIEEER

1. BIERERTmRER !

kubectl create ns engineering-ns

2. B THHBHER IR ¢

kubectl create ns marketing-ns

DB 2  BIUMBIRBIRE - AEERRERHPNERES)

R RV EEMa R EME A TERRBIRF - BERZABEERERFERIRBIRE - MEBRESERT
BHHZ EE—F 78| Privileges °

1. B IEBERIRBERS

apiVersion: vl
kind: ServiceAccount
metadata:

name: eng-user

namespace: engineering-ns

2. BITIHEHERIIARFSIRG :

apiVersion: vl
kind: ServiceAccount
metadata:

name: mkt-user

namespace: marketing-ns

TR 3 | AEENNRGIRA RIS
ARF5 MR A IS 2 A REEEE AR IR A » MMRZEIAR » AT A RAMIPRA EREIL -
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TR
1. B TRRRBIRE BRI

apiVersion: vl

kind: Secret

metadata:
annotations:

kubernetes.io/service-account.name: eng-user

name: eng-user-secret
namespace: engineering-ns

type: kubernetes.io/service-account-token

2. BITHRFBIRAZIIME

apiVersion: vl
kind: Secret
metadata:
annotations:
kubernetes.io/service—-account.name: mkt-user
name: mkt-user-secret
namespace: marketing-ns

type: kubernetes.io/service-account-token

EF 4 : 137 RoleBinding #1f > #§ ClusterRole ¥+ 845 = SEIMIRFSIES

Z#ETrident Protect B & #2317 —{EFE:%A9 ClusterRole ¥4 o {ERILUEBEIIFEA RoleBinding #1141t
ClusterRole #B7E ZIARFEIRA ©

TER
1. #& ClusterRole B45E TIZARFEIRE -
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apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: engineering-ns-tenant-rolebinding
namespace: engineering-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

2. # ClusterRole E4E E1THHARFSIRS -

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: marketing-ns-tenant-rolebinding
namespace: marketing-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: mkt-user

namespace: marketing-ns

TERS5 1 REER
A ERESIER -

TR
1. BRI REREATUFNIREER :

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n engineering-ns

2 BB TREREMATERITHAR
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kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user
get applications.protect.trident.netapp.io -n marketing-ns

HER 6 T H AppVault ¥H4HIFEHE
EEHTERNEETE  AINEOIIRE > £EEIESXER AppVault ERNFERER FERIFERE -

1. BT WER AppVault MIMNZEAEE YAML #8232 » LUSFERE7ZEY AppVault BIHERR o g0 » 75 CR #&
AppVault NZEVER FEHAE eng-user !
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apiVersion: vl
data:
accessKeyID: <ID value>
secretAccessKey: <key value>
kind: Secret
metadata:
name: appvault-for-eng-user-only-secret
namespace: trident-protect
type: Opaque
apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: appvault-for-eng-user-only
namespace: trident-protect # Trident Protect system namespace
spec:
providerConfig:
azure:
accountName: ""
bucketName: ""
endpoint: ""
gcp:
bucketName: ""
projectID: ""
s3:
bucketName: testbucket
endpoint: 192.168.0.1:30000
secure: "false"
skipCertValidation: "true"
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: appvault-for-eng-user-only-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: appvault-for-eng-user-only-secret
providerType: GenericS3

2. BUNERMAE CR > REEEESHMRENSRERTREERINFEE o flu
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apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
name: eng-user-appvault-reader
namespace: trident-protect
rules:
- apiGroups:
- protect.trident.netapp.io
resourceNames:
- appvault-for-enguser-only
resources:
- appvaults
verbs:

- get

3. B EHM RoleBinding CR > ##ERB4EEFEAZE eng-user © HI40 :

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: eng-user-read-appvault-binding
namespace: trident-protect
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: eng-user-appvault-reader
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

4. FESDHEPRIERE o
a. EFRENFRA s =R AppVault ¥4 &

kubectl get appvaults -n trident-protect

-—as=system:serviceaccount:engineering-ns:eng-user

TREZEEZHLUTIIMEREL
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Error from server (Forbidden): appvaults.protect.trident.netapp.io is
forbidden: User "system:serviceaccount:engineering-ns:eng-user"
cannot list resource "appvaults" in API group
"protect.trident.netapp.io" in the namespace "trident-protect"

b. AHUBEEAERTREUSMIERER EEFE AppVault B

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user
get appvaults.protect.trident.netapp.io/appvault-for-eng-user-only -n
trident-protect

TREZEEERLUTIIMEREL

yes

Ilju:%

TEARF AppVault #EIRAIEFE FEZAESEIRIERY AppVault ¥ RNITRRAENER SIEEE - MBS
FEGERan R EFLSMNVEREIR - HRILMMPIEEZFIHEIR

B ETrident(REE R

&R LUfER kube-state-metrics  Prometheus # Alertmanager BJR T B &K E 1 Trident
Protect {REERE IRV

kube-state-metrics fRFSIE Kubernetes API BElIEAISIZ o iEH B Trident Protect &5 & 1FH » AJUBEERARIRIE
FERRENE RSN -

Prometheus E—ETEE » ©ELUIZUL kube-state-metrics EARENE » WIEHEIRANR BN SRR
FBRYE SN © kube-state-metrics #1 Prometheus HERMH T —FE757% » B G LA EZIZE(FE A Trident Protect EIEHY
BEIRAVEBEAR T FIARES o

AlertManager Z—IEARF5 > PIHEEX Prometheus ¥ T HAFMEXNET » WA HRHAEERER BRI o

B AR O S MRS A A LREETUF S TR B TIERIH U
S EERBE ¢

@ * "Kube-state}§IEZ 4"
* "Prometheus 34"
* "AlertManager 14"

TR REEETH

FE £ Trident Protect PRUAAEIREE » MBELEMERTE kube-state-metrics ~ Promethus 1 Alertmanager ©
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https://github.com/prometheus/alertmanager

28 kube SREEES
Ee] LAfERS Helm ZRZEE kube ARREEE o

TER
1. #riE kube AREEFSIZ Helm B o U0 :

helm repo add prometheus-community https://prometheus-
community.github.io/helm-charts

helm repo update

2. ¥ Prometheus ServiceMonitor CRD FEFRZIZE4E -

kubectl apply -f https://raw.githubusercontent.com/prometheus-
operator/prometheus-operator/main/example/prometheus—-operator-

crd/monitoring.coreos.com servicemonitors.yaml

3. & Helm BIREIAERE (FIU metrics-config.yaml) o EEJUEEFT NFEHGIAERE > UFEEHNIRE
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=3

BIE 845 -config.yaml : Kube-state E&£ Helm [BEZRARAS

extraArgs:
# Collect only custom metrics

- —-custom-resource-state-only=true

customResourceState:
enabled: true
config:
kind: CustomResourceStateMetrics
spec:
resources:
- groupVersionKind:
group: protect.trident.netapp.io
kind: "Backup"
version: "v1"
labelsFromPath:
backup uid: [metadata, uid]
backup name: [metadata, name]
creation time: [metadata, creationTimestamp]
metrics:
- name: backup info
help: "Exposes details about the Backup state"
each:
type: Info
info:
labelsFromPath:

appVaultReference: ["spec", "appVaultRef"]

appReference: ["spec", "applicationRef"]
rbac:
extraRules:
- apiGroups: ["protect.trident.netapp.io"]
resources: ["backups"]
verbs: ["1list", "watch"]

# Collect metrics from all namespaces

namespaces: ""
# Ensure that the metrics are collected by Prometheus
prometheus:
monitor:
enabled: true

4. Z8ZE Helm BIRIUZE kube HREEEE - fIHN :
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helm install custom-resource -f metrics-config.yaml prometheus-

community/kube-state-metrics --version 5.21.0

5. FHIKEBTHREAECE kube-state-metrics » L ES Trident Protect R EFTERMIISIE | "Kube-state E&

[=}
nn

BEIEIRXM" °

Z#Prometheus

el LUK BB SRR Z4E Prometheus "Prometheus 24" o

%4 AlertManager

SR LUK ER R AYIS R EE AlertManager "AlertManager X" o

o0

T2  RESEETAUHRIEE

REEETAZE  CEEREMARES—EEE -

TR
1. # kube ARBEIEIZEL Prometheus B4 ° 45%8 Prometheus BCE X (prometheus. yaml) M0 kube AX

REEIRARTSIER - fAIiD -

prometheus.yaml : kube-state-metrics fRF5E£2 Prometheus FI&ERL

apiVersion: vl
kind: ConfigMap
metadata:
name: prometheus-config
namespace: trident-protect
data:
prometheus.yaml: |
global:
scrape interval: 15s
scrape configs:
- job name: 'kube-state-metrics'

static configs:
- targets: ['kube-state-metrics.trident-protect.svc:8080"]

2. | Prometheus FFEREEHE AlertManager © #&#5 Prometheus BCE X (prometheus.yaml) MMM
MFES -
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https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install

prometheus.yaml : [7] Alertmanager E$iX%%R

alerting:
alertmanagers:
- static configs:
- targets:
- alertmanager.trident-protect.svc:9093

nlj:l:%

IRTE » Prometheus AJLATE kube-state E2WEE £ » T o] {EEE R4S Alertmanager © RIRTE B & BT TR
BETRNGRYE » UWREBEXERNNUE -

PR3 I REETRMERBRM

RETAUHBIFEZ % > CRERERBETHNENRE » UREEXETRHWIE -

ZIREA) - EIRR

UTEHAERERD BIERNRERES 5 WHERFEREZNEARET Exror o A BETHEE IR
BIEMIRIR > WAL YAML R ER B R TEARRSHEZR A prometheus. yaml :

rules.yaml : E&RXKEDHY Prometheus £

rules.yaml: |
groups:
- name: fail-backup
rules:
- alert: BackupFailed
expr: kube customresource backup info{status="Error"}
for: b5s
labels:
severity: critical
annotations:
summary: "Backup failed"
description: "A backup has failed."

87 AlertManager MUEXEREHMEEE

GBI LU AlertManager %€ A BX B4 EMEE » FIMNEFEMSF > PagerDuty > Microsoft BB e E hi@EA]
ARTS > FIARTEERPISEERIAVAERE alertmanager. yaml ©

MUTEHAFERERESRTEAETEBIE Slack 188 - GERBENIRIZEEETILEHG > FFSBAERNRS
“api_url IRIRIZEHRE Y Slack Webhook URL
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alertmanager.yaml : [A] Slack 838 353X €
data:

alertmanager.yaml: |
global:

resolve timeout: 5m
route:
receiver: 'slack-notifications'
receivers:
- name: 'slack-notifications'
slack configs:
- api url: '<your-slack-webhook-url>'
channel: '#failed-backups-channel’
send resolved: false

E4 Trident Protect 18

Trident Protect (F & IE S5t
IBEEMERARERANEE

/NN

$ESEZEHNetAPpZIEAANEENEME - SIEFRZ
ISIEMAIEEN - MRIE
I8 (CR) 12 IR _EEENetAppZIEAHIL (NSS) o

ax

I~
[—]
=)
Y

BEZE EHE - IR UERBRE
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fEM CR BRI ERBES

HER
1. B B5]ER (CR) #EIdH% (HU trident-protect-support-bundle.yaml) ©
2. RETIIBM :

° * metadata.name*: ( _required ) IEEFTERNGTE ; AENIRIEEER —B SIEALTE

° spec.triggerType : (_required ) RERINELZIREMN  ERHIEEL - IENEHESE
BFfA EF 12 B8 > UTC o TIRE(E -

- BHE
* F

° SPEC.uploadEnabled : ( Optional) ¥ZHIRERESEIRIGESELER & i$H EEZE NetApp
TEAIL o ANRKISTE > BIFEDE false © AJREME !

=1
5 (FER
° spec.daWindowStart : ( Optional) RFC 3339 S8BT F » IeEZBEHTFRESER

BYRE FERAIEH B RASRSR o MRAKISTE > AIFERR 24 /KAl o WRILUEENRFHRER 7 X
Al ©

YAML &34 :

apiVersion: protect.trident.netapp.io/vl
kind: AutoSupportBundle
metadata:

name: trident-protect-support-bundle
spec:

triggerType: Manual

uploadEnabled: true

dataWindowStart: 2024-05-05T12:30:00%

3. 1#%5 1 “trident-protect-support-bundle.yaml' BB IEFEERX 4 > FEF CR :

kubectl apply -f trident-protect-support-bundle.yaml -n trident-
protect

fEF CLI B HIBRFEE

1. B IRIRBAES - MIRIREFIRAIERFIE © trigger-type REEHEIANEIL - BREUR

RIEBCRIRHERZ » ATLLE "Manual '8 ‘Scheduled ° THEZERXE 4 Manual ©

fgn -
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tridentctl-protect create autosupportbundle <my-bundle-name>
--trigger-type <trigger-type> -n trident-protect

ERMERERE
FRE—FERIZREE  COUEREELEETREGRIISERALR o
1. %4F “status.generationState E|3Z “Completed KBS o I UAFERU T SEEEEEE ©

kubectl get autosupportbundle trident-protect-support-bundle -n trident-
protect

2. BREABRIECHEE RS - HESTHBIAUutoSupport EHFHEVSERIES

kubectl describe autosupportbundle trident-protect-support-bundle -n
trident-protect

2| "kubectl cp RREHAITA L WEITE » AESERNSEBEIRABRSH -

H 4k Trident{RE
A LA Trident Protect AR ZIRFTARZA » UZEZHINAET(E1ETEER o

* TEhRZS 24.10 FHARES > FHRERFIAITRVIRIRPIAE G R o IERBMASIHIERRBIIRIE (5
==l Hlﬁgia?il IERER) o UNRFAMREARIIRIRKRY > (AT AFENR L HTIRIR AR (RIE D
BHZERE

@ B RBERKIE » SR UEARAEREAARIRETE » AREARBRENRAB B2 &
GEFHRAARIERFAA s EIRVIRIR -

* HMAMABRGBEERE > :ARREZIRAFIER Helm Chart FIIRGIELZHNMAARGEESR
B MRS BaET Helm BT Chart lRASHER - BZERE » BRI AGEMERZ
4ETrident Protect" ©

EEF 4k Trident Protect » BT FFILER o

TR
1. EB$7 Trident Helm {37ZE -

helm repo update
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trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html

2. ##RTrident Protect CRD :

@ WMRIEEN 25.06 ZFIHIRRAF 4R » AIFEERITIUEFER » H%A CRD IREEE S E Trident
Protect Helm E&R &

EITIE A< CRD BRI trident-protect-crds & “trident-protect :

kubectl get crd | grep protect.trident.netapp.io | awk '{print $1}' |
xargs —-I {} kubectl patch crd {} --type merge -p '{"metadata":

{"annotations":{"meta.helm.sh/release-name": "trident-protect"}}}'

b. 3E1TUILE S MBS “trident-protect-crds' Bl :

@ REHH trident-protect-crds’ BIZREH Helm > FA&ERIAEE IR CRD F{E{AI+ERE
B o

kubectl delete secret -n trident-protect -1 name=trident-protect-

crds, owner=helm

3. H#KkTrident{r:E .

helm upgrade trident-protect netapp-trident-protect/trident-protect

--version 100.2510.0 --namespace trident-protect

,L,\E_UXLL%iiLX—FWﬁkﬁﬂﬁﬂfﬁﬁﬂﬁﬂE’JE|§ 4k o —-set logLevel=debug F&Ken
(D) 2 -EREBEHS warn o RBRAEEDETRETRIEHR - HATALE
BINetAppIE A IS EPIEE > MR B H s S Ry BRI -

BIERFEEARER
fEFTrident Protect AppVault )14 K EIRFHTFR ©

Trident Protect YR BT E R (CR) #84 AppVault ° AppVault ¥4 S EETFRAVEER 4
Kubernetes T{E/RIEZR/T © AppVault CR B S EFEEREIEZXE (flUNEHD ~ RER -~ EBR
EZFISnapMirrorE2Y) HFAERAMNNERE - REEIEE 1 EE I ERRIEE o

EREARN EHITERHRER(ER - SREFEFWNH<SFIEIL AppVault CR ° AppVaultCR FFERIEHVIRIR -
AU ERAE LSRR IL AppVault CR RY$5H °

@ HE{R AppVault CR i i3 Z8E T Trident Protect B9g2 5 _E © U1 AppVault CR ATEIESEHAFAM
» IR BETRERER ©
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R 7E AppVault E&ZEFZRHE

TE#21Z AppVault CR Z Al » sEFEMRTEEER AppVault 1B K2 B2 7] U MR HEFEAIEREIREITERE -

BRSERETFEEE

B ITME CR  Trident Protect CLI JMHF2TEIL AppVault #1585 » BRI LA Restic A Kopia IS ESEA H
512509 Kubernetes £ o IR EARISEEIE » Trident Protect AF{FETERES ©

* FE7E 7 AppVault CR B » £ spec.dataMoverPasswordSecretRef fH{iiEE £5& o

* fEA Trident Protect CLI 3237 AppVault #)48&s » :5fF 8 --data-mover-password-secret-ref FIi15E &G0
B o

BUBNBESERFFERBEE

B2 EL T HHRIIZIEER o I AppVault ¥14E » {ERILUER Trident Protect £ It iR ME KIS B 23
FEEITERE o

* REERANENZERME » ERTFEMAZERZER0HEEN - fIg0 > MREER

@ Restic » MBEARFTEERKFEH Kopia » BITERIIEER > JEEE S Restic 5 o
* BAREBREETZENMS c GEEECKRERFA—SENEMBE FHERN o NRERR

“trident-protect’ a5 ZE R MIFRE - R AR ERFEEERBHIRE -

f£MA CR

apiVersion: vl
data:
KOPIA PASSWORD: <base64-encoded-password>
RESTIC PASSWORD: <baseb64-encoded-password>
kind: Secret
metadata:
name: my-optional-data-mover-secret
namespace: trident-protect
type: Opaque

fEFACLI

kubectl create secret generic my-optional-data-mover-secret \
--from-literal=KOPIA PASSWORD=<plain-text-password> \
-—from-literal=RESTIC PASSWORD=<plain-text-password> \

-n trident-protect
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S3 HARIETE IAM HER

SI0FECA S3 HANEFZER (BI%0 Amazon S3 ~ 38F3 S3) K » "StorageGRID S3" » & "ONTAP S3"f&
FHTndent Protectﬁ ) MEERFRUENEREREAGFEINRERNLEER o U T B FEATrident
Protect 1T FI RN RITEIRAVBEREDI o oI L LLRIRERZEIE S3 HAREMRIBNERE -

"Version": "2012-10-17",
"Statement": |
{
"Effect": "Allow",
"Action": [

"s3:PutObject",

"s3:GetObject",

"s3:ListBucket",

"s3:DeletelObject”
I

"Resource": "x"

A Amazon S3 FRIEMEZE R » sA2 [ "Amazon S3 XIE" o

FA5t Amazon S3 (AWS) B:&H) EKS Pod Identity

Trident Protect X1& Kopia B8 812512 ERY EKS Pod Identity o tETHAERI BIR% S3 HIF@MNZ A » ME
R AWS /BB FTETE Kubernetes H&rh o

EKS Pod Identity £2Trident Protect AJ%5>
£ EKS Pod Identity EiTrident Protect & & A 2 Al » sAMEMRIUTEHIA -

* %89 EKS EREERIA Pod Identity ©
* KERILAAKER S3 HFRIERR IAM At - BTRESER > s552/"S3 HATFHTF IAM FR" o
* 1AM AT Trident Protect ARFSIRSERARH -

° <trident-protect>-controller-manager

° <trident-protect>-resource-backup

° <trident-protect>-resource-restore

° <trident-protect>-resource-delete

ERARRA Pod Identity MUK 1AM B & EAARFSIR B BERGEVEFAH5RPE » 5528 "AWS EKS Pod Identity SZHg" o

AppVault 527 £ EKS Pod Identity B > 55 7R E R E LI AppVault CR “uselAM: true 1REMAZE
EHEEE’J/&E"\EE
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https://docs.netapp.com/us-en/storagegrid/s3/index.html
https://docs.netapp.com/us-en/ontap/s3-config/
https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html
https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html
https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html
https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html
https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.aws.amazon.com/eks/latest/userguide/pod-identities.html
https://docs.aws.amazon.com/eks/latest/userguide/pod-identities.html
https://docs.aws.amazon.com/eks/latest/userguide/pod-identities.html
https://docs.aws.amazon.com/eks/latest/userguide/pod-identities.html
https://docs.aws.amazon.com/eks/latest/userguide/pod-identities.html

apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: eks-protect-vault
namespace: trident-protect
spec:
providerType: AWS
providerConfig:
s3:
bucketName: trident-protect-aws
endpoint: s3.example.com
useIAM: true

RN EIHERERR AppVault EEHAEHH)
TEF AppVault CR F; » SEEZ B S/REUFIURMERENER » IRIFEMER IAM 5558 - AEERE T8

RIBIREENRRMARRE - U FRAEIREENGSFISRELEG o CRLUER THIBHASERHR
EHRBRI SIS o
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Google Cloud

kubectl create secret generic <secret-name> \
-—from-file=credentials=<mycreds-file.json> \
-n trident-protect

Amazon S3 (AWS)

kubectl create secret generic <secret-name> \
-—-from-literal=accessKeyID=<objectstorage-accesskey> \
-—-from-literal=secretAccessKey=<amazon-s3-trident-protect-src-bucket
-secret> \

-n trident-protect

Microsoft Azure

kubectl create secret generic <secret-name> \
--from-literal=accountKey=<secret-name> \

-n trident-protect

—A%S3

kubectl create secret generic <secret-name> \
--from-literal=accessKeyID=<objectstorage-accesskey> \
-—-from-literal=secretAccessKey=<generic-s3-trident-protect-src-bucket
-secret> \

-n trident-protect

ONTAP S3

kubectl create secret generic <secret-name> \
-—-from-literal=accessKeyID=<objectstorage-accesskey> \
-—from-literal=secretAccessKey=<ontap-s3-trident-protect-src-bucket
-secret> \

-n trident-protect

StorageGRID S3

kubectl create secret generic <secret-name> \
--from-literal=accessKeyID=<objectstorage-accesskey> \
-—-from-literal=secretAccessKey=<storagegrid-s3-trident-protect-src
-bucket-secret> \

-n trident-protect
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AppVault #3754

T 2B ERHEER AppVault E&REEF

AppVault CR &3

WRILAEA T CR §8f) > BEEZRRHAEREEIL AppVault #1F

®

382

* WO LUSEEMIEE Kubernetes #% » HFRE S Restic 1 Kopia EZEMZER BT ©

MEFHMEEN - F26H (BN RHRREFEDRE]

* #5% Amazon S3 (AWS) AppVault ¥ » ERILUERIEIEE —(E TFEER > IRIE

ERE—FA (SSO) #E1TE:E H EGRAR - ECEPARHEELSBREAN Zinit
FEmBY AppVault EZ AR » SUERILULER o

* ¥ S3 AppVault ¥+ > ISR LUEEZER RIS E R L S3 MERIIME Proxy URL

spec.providerConfig.S3.proxyURL °



Google Cloud

apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: gcp-trident-protect-src-bucket
namespace: trident-protect
spec:

dataMoverPasswordSecretRef: my-optional-data-mover-secret

providerType: GCP
providerConfig:
gcp:
bucketName: trident-protect-src-bucket
projectID: project-id
providerCredentials:
credentials:
valueFromSecret:

key: credentials

name: gcp-trident-protect-src-bucket-secret

Amazon S3 (AWS)
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apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: amazon-s3-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: AWS
providerConfig:
s3:
bucketName: trident-protect-src-bucket
endpoint: s3.example.com
proxyURL: http://10.1.1.1:3128
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: s3-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: s3-secret
sessionToken:
valueFromSecret:
key: sessionToken

name: s3-secret

@ $HEH Pod Identity 1 Kopia B8 812589 EKS IRIE » &R LUMIBR “providerCredentials’
ZROALFRAN “uselAM: true 1R “s3 BRE o

Microsoft Azure
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apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: azure-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: Azure
providerConfig:
azure:
accountName: account-name
bucketName: trident-protect-src-bucket
providerCredentials:
accountKey:
valueFromSecret:
key: accountKey
name: azure-trident-protect-src-bucket-secret

—f%S3

apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: generic-s3-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: GenericS3
providerConfig:
s3:
bucketName: trident-protect-src-bucket
endpoint: s3.example.com
proxyURL: http://10.1.1.1:3128
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: s3-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey

name: s3-secret

ONTAP S3
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apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: ontap-s3-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: OntapS3
providerConfig:
s3:
bucketName: trident-protect-src-bucket
endpoint: s3.example.com
proxyURL: http://10.1.1.1:3128
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: s3-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: s3-secret

StorageGRID S3
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apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: storagegrid-s3-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: StorageGridS3
providerConfig:
s3:
bucketName: trident-protect-src-bucket
endpoint: s3.example.com
proxyURL: http://10.1.1.1:3128
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: s3-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: s3-secret

fE A Trident Protect CLI 17 AppVault FY&5f
SR UER T CLI ap < &84l » A {ERAEREIL AppVault CRS o
* WO LUEIEMIEE Kubernetes 1% » HFRE S Restic 1 Kopia EZEMZER BT ©
(D WMEHAEN « A2 (BB EIHEFEEE]
* #7% S3 AppVault 414 > eI LUEIEERS |12 > B S3 MEIEEIME Proxy URL

-—proxy-url <ip address:port> °
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Google Cloud

tridentctl-protect create vault GCP <vault-name> \

--bucket <mybucket> \

--project <my-gcp-project> \

--secret <secret-name>/credentials \
--data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

Amazon S3 (AWS)

tridentctl-protect create vault AWS <vault-name> \

--bucket <bucket-name> \

--secret <secret-name> \

-—endpoint <s3-endpoint> \

-—-data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

Microsoft Azure

tridentctl-protect create vault Azure <vault-name> \

-—account <account-name> \

—--bucket <bucket-name> \

——-secret <secret-name> \

--data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

—f%S3

tridentctl-protect create vault GenericS3 <vault-name> \

--bucket <bucket-name> \

--secret <secret-name> \

-—endpoint <s3-endpoint> \

--data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

ONTAP S3
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tridentctl-protect create vault OntapS3 <vault-name> \

—--bucket <bucket-name> \

--secret <secret-name> \

-—endpoint <s3-endpoint> \

--data-mover-password-secret-ref <my-optional-data-mover-secret> \

-n trident-protect

StorageGRID S3

tridentctl-protect create vault StorageGridS3 <vault-name> \
--bucket <bucket-name> \

--secret <secret-name> \

-—endpoint <s3-endpoint> \

--data-mover-password-secret-ref <my-optional-data-mover-secret> \

-n trident-protect

% 1& “providerConfig.s3 EC & 581

ASRTRUT ## S3 IRMUERTEIR :

2 s5iRH TR il
providerCo {ZH SSL/TLS /&:8ER:E 23 ‘B R
nfig.s3.sk

ipCertVali

dation

providerCo FEYFEL S3 iREiAYZ 2 HTTPS &:f © =09 ‘B |
nfig.s3.se

cure

providerco ISERMEE S3 MIBMMMSI URL.  REEM http://proxy.ex
nfig.s3.pr ample.com:80
oxyURL 80
providerCo AR SSL/TLS EesEMVBEIIR CARSE » BAEM "CN=MyCusto
nfig.s3.ro mCA"

otCA

providerCo E{A IAM EzsBLATEEN S3 E1EHE o WA EKS #5 I =1
nfig.s3.us Pod :#5! °

eIAM

15453 AppVault &

&R LAfEA Trident Protect CLI SMEERNEEBRAGERE LB AppVault MHFBIE ©

TER
1. #2458 AppVault MM AE :
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http://proxy.example.com:8080
http://proxy.example.com:8080
http://proxy.example.com:8080

tridentctl-protect get appvaultcontent gcp-vault \
--show-resources all \

-n trident-protect

° EhEEf)

fomm e fomm fomm o
e +

| CLUSTER | APP | TYPE | NAME

TIMESTAMP |

o —— +————— o —— e
e +

| | mysgl | snapshot | mysnap | 2024-
08-09 21:02:11 (UTC) |

| productionl | mysgl | snapshot | hourly-e7db6-20240815180300 | 2024-

08-15 18:03:06 (UTC) |
| productionl | mysgl | snapshot | hourly-e7db6-20240815190300 | 2024-
08-15 19:03:06 (UTC) |
| productionl | mysgl | snapshot | hourly-e7db6-20240815200300 | 2024-
08-15 20:03:06 (UTC) |

| productionl | mysqgl | backup | hourly-e7db6-20240815180300 | 2024-
08-15 18:04:25 (UTC) |

| productionl | mysqgl | backup | hourly-e7db6-20240815190300 | 2024-
08-15 19:03:30 (UTC) |

| productionl | mysqgl | backup | hourly-e7db6-20240815200300 | 2024-
08-15 20:04:21 (UTC) |

| productionl | mysqgl | backup | mybackup5 | 2024-
08-09 22:25:13 (UTC) |

| | mysgl | backup | mybackup | 2024-
08-09 21:02:52 (UTC) |

P S it Fommmmmmm== e

o msseseseses == +

2. (r]iE) EEESEEIRM AppVaultPath » sAEAIZEE --show-paths ©

R B7ETrident Protect helm ZEEHIETE T =018 » REEFIPHREREA A o fIgl 0 —-set

clusterName=productionl ©°

#%B& AppVault

eI LABBRS 5 PR AppVault 4714 o

@ fIB& AppVault ¥4 2 &1 > 5570%8F% finalizers AppVault CR HHRVHEES o W1 RITEEM > BIAE
GE AppVault AR PRI RIERE R > MUKRBREFWIIIER
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ez Al
R S EMBRERIBREY AppVault FrfEFBIFR A REBFIE(D CRS

£/ Kubernetes CLI B AppVault
1. #E3 AppVault 14 » UERRRY AppVault ¥4 BTBEA appvault-name :

kubectl delete appvault <appvault-name> \

-n trident-protect

fE Trident Protect CLI filf: AppVault
1. & AppVault 14 » UEFRRRY AppVault ¥4 BTBE appvault-name :

tridentctl-protect delete appvault <appvault-name> \
-n trident-protect

{# A Trident Protect E&EIEERTER

RA]LUBAE I FEATET CR FRFHLAY AppVault CR REZEF A Trident Protect EIERY
FERRTET o

#2317 AppVault CR
IREEEI—E AppVault CR > #% CR #FEHEAREXHITERMREIR(ERMEA » W H AppVault CR FEIR

L4 7 Trident Protect BYEREE £ o AppVault CR 2 ¥ ERVFEIRIZAY ; AR AppVault CR BYEEHI > B2
. "AppVault BET&E R "

EEERAEN

CEEEREMATrident Protect BRI EEERER o KrILUEEFHEIUEHRRER CR I EMATrident
Protect CLI REHZEEIEHEAIER o
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M CR I EMAER

1. B BRI CR 185 :
a. B HFTHER (CR) #EREL&HE (FIl maria-app.yaml) o
b. RBE THIBM :
* * metadata.name*: (_required ) FERTERX BFTEIRMNLTEE - HIRTEENGH » ARRE

{EEEFRERAVEM CR IZREFG 2 MIL(E ©

* * spec.includedNamespaces*: (_required ) @ %ZEAIEEREINRKIEEEBREXER

MEn R ZEENER - RARNSLERLARILBEN—& S « REENSRAERER > A
REFESEEE N RERRNER

* * spec.includedClusterScopedResources*: ( Optional ) FERILBIERIEEESSEEARER

7@_%4359%%%@@%5}% o tE/E M4 IRRISIRIR S L BIRRVEHE » IR » BIENERIGEREEE
WR e

* groupVersionKind : (_required _) 15EREHEEIRN AP B¥4H > IRAKIESE o
* *labelSelector * : ( Optional ) RIEFREHENE REBRREFESIR

* metadata.annotations.protect.trident.netapp.io/skip-vm-freeze: (F]3%) I AREBE AR R

SR EEZNERRER » fIU0 KubeVirt IR1E » EHERRAFAREZETRR A o I5EULER
BRRATEREHARREAIUBAERZRL c MRREA true > [EBRENBZREINRE > WHA
LUTEIRBHARIE AEZRZRL c MRBRTEA false » FERRRBFZDITRE » I BIERIBEARIE
ZRAMRBWRLE - MRISTE T 5HE - BEBERNEETEEERN - BIZBRZEEME o K5
:RBA > BIEEERIZANT © "2 Bk Trident Protect /2 /ERE" ©

MRECFEERUBARAZBERIER > IUERTISHS !

kubectl annotate application -n <application CR namespace> <application CR

name> protect.trident.netapp.io/skip-vm-freeze="true"
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+
YAML &E5 :

+

apiVersion: protect.trident.netapp.io/vl
kind: Application
metadata:
annotations:
protect.trident.netapp.io/skip-vm-freeze: "false"
name: my-app-name
namespace: my-app-namespace
spec:
includedNamespaces:
- namespace: namespace-1
labelSelector:
matchLabels:
app: example-app
- namespace: namespace-2
labelSelector:
matchLabels:
app: another-example-app
includedClusterScopedResources:
- groupVersionKind:
group: rbac.authorization.k8s.io
kind: ClusterRole
version: vl
labelSelector:
matchLabels:
mylabel: test

1. (%) MEEINBHMEARERBNERIERE

> resourceFilter.resourceSelectionCriteria : (Ef#EEFFEE) A “Include Z &1 E 8} "Exclude HEB&
£ resourceMatchers FEZMER o FIE T EREETESH - UEEEMWATHRMNER :

* resourceFilter.resourceMatchers : —#H resourceMatcher ¥4 o M RIEITULMEY P EHRS
ErcE > efMELEEHE%A OR /% > MEEE (B » B8 > IRE) AMREAIZEEE %A AND
=

* resourceMatchers[].group : ( Optional) EEFENERELHE o
* resourceMatchers[]l.cher : ( Optional ) BEEHEERERESE o
* resourceMatchers[].version : ( Optional ) E&mEMNZE RIRZS

fetespR

EEFE 2 B R Kubernetes metadata.name ##{iI A HY * resourceMatchers[].names* @ (
Optional ) %7%8& o
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* BEFIE 2 EIRA Kubernetes metadata.name ##{IH#Y * resourceMatchers[].names* : (
Optional ) #nsaZEf] ©

* BRHY Kubernetes metadata.name #{iIH18Y *resourceMatchers|].labelSelectors * : (
Optional ) Label ZEEXZZF & » YARFAEF "Kubernetes X" o FiIHN

"trident.netapp.io/os=linux" . ©°

@ EM& “resourceFilter #1 ‘labelSelector #¢f/ > “resourceFilter B #ciE{T
> JA1% “labelSelector FEFAN4ERE R ©

fgn -

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]

2. AR CR UFEERIRIEZ%E > 5EM CR - M :

kubectl apply -f maria-app.yaml

1. SR THEP—ESFHRIRERRBARERNER » URIRFHNERIRASERFIE o S UERARE
XEEPIMAGLERNER > ERNERDIRBVEE » UUREHIPFAIRIGIE

EBUEARERR e LIRS EEAERN T REBIAR S I UB AERERLR - SEEAR
REREERNERIZRE > HI80 KubeVirt 1218 » HPERAMREZETIREB A - NRITHEFER
EA true ZEARENZEIYRE » AJUEREBIABE ABRALS - MRFEERES false :ZEMR
RXZR2ERE » EBUERARTIRRIERE - MRERA TR > BEAEAEETRE ER
BEZEE ARG A BE o NRICAEAME - FEBRENRER/LUTRA ¢ "2 Bk Trident Protect /8RR E" ©

EEEFER CLI B ERARERRHEE T » (AT LUfERLE --annotation' FEZ ©
o BIUFERE > MFERERARERPITIERZRRAFRLETS !
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tridentctl-protect create application <my new app cr name>
-—-namespaces <namespaces_ to include> --csr

<cluster scoped resources to include> --namespace <my-app-
namespace>

© BURAREATREERAFRETHNAKERARENRTE !

tridentctl-protect create application <my new app cr name>
--namespaces <namespaces to include> --csr

<cluster scoped resources to include> --namespace <my-app-
namespace> --annotation protect.trident.netapp.io/skip-vm-freeze
=<"true"|"false">

Bl LUER --resource-filter-include #1 “--resource-filter-exclude’ B 81 & KBS B IRAVAESS
‘resourceSelectionCriteria’ FIUNE#4H ~ $88Y ~ hRZK ~ 1238 ~ ABMdpR M > WTFIFR, ©

tridentctl-protect create application <my new app cr name>
-—-namespaces <namespaces to include> --csr

<cluster scoped resources to include> --namespace <my-app-namespace>
--resource-filter-include

'[{"Group":"apps", "Kind" :"Deployment", "Version":"v1l", "Names": ["my-—
deployment"], "Namespaces": ["my-
namespace"], "LabelSelectors": ["app=my-app"]}]"

{EFH Trident Protect {REEATE

RI LUfE A B EhRE RIS S ERFF REERES - EBIRRBAHD K IRZE Trident Protect &

EBHFFARARER °

@ &R LA E& RE Trident Protect TE B RHRE(FXEIARIRGEMBRIER R o " 7 REZ R ER Trident
Protect SR ENERFREHIEE" ©

BIIFERIRR
A ABERT 2 AT FERR IRIR o

DH

» RREBEAEARNMREBNSER > BliE

E

@ MREEBENEREEAENERTHESE
EEREESERD - RIBERF -
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f#F3 CR E1II{RR
B ER
1. B B5]ER (CR) #EEIL&HHA trident-protect-snapshot-cr.yaml ©
2. EERIUAMERED » RE TIIBME
° * metadata.name*: ( _required ) IEEFTERINGTE ; AEHNIRIEEER —BSIESHE
° SPEC.applicationRef : EREBFEHATEINHY Kubernetes %78 ©
° spec.appVaultRef : (_required _) FEREFREBAZR (PEER) B9 AppVault %58 o

° spec.relaimersPolicy : ( Optional) EZEMIFRIRER CR > ERAREXHESHLEHERER &
RTEMERTES > R Retain’ SHMIBR - BRCEIE :

" Retain (F83%

" Delete

apiVersion: protect.trident.netapp.io/vl
kind: Snapshot
metadata:
namespace: my-app-namespace
name: my-cr-name
spec:
applicationRef: my-application
appVaultRef: appvault-name
reclaimPolicy: Delete

3. EELUEEMEIEAIEZE 2% trident-protect-snapshot-cr.yaml ~:5EH CR

kubectl apply -f trident-protect-snapshot-cr.yaml

fEF CLI I RER
1. 2B RER > WEIRIRAVE B HESRRAE © fIg0

tridentctl-protect create snapshot <my snapshot name> --appvault
<my appvault name> --app <name of app to snapshot> -n
<application namespace>

BIBEEED
TR A RERF (R FEFRAE R ©
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@ MRBEBENTREEAEAEETHESR > AIRAFEIANEAEAGLEENSE  BIE
LEERGESERD - RIBERF -

ez Al

HEIR AWS TR ER AL B HARS R B AR (R RHAFAITRY S3 {5 F3E o WNR Token TEHDFHARIBHER - 1F
FAIBEGRM -

* NERE B A TEREERER ZIHAR IRV AE R » 552 R "AWS API 32" o
* W% AWS ERBEERFFEE » 552F "AWS IAM X" o
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£ CR EirfEn
HER
1. BT B5]ER (CR) #EEIL&HHA trident-protect-backup-cr.yaml ©

2. EITEIAMERF > RETHIEM

° * metadata.name*: ( _required ) IEEFTERINEGTE ; AEHNIRIEEER —B SIELTHE
° SPEC.applicationRef : ( _required ) EFHHBIERATER Kubernetes & o
° spec.appVaultRef : ( _required ) FEFEFHDARAR AppVault %78 o

° *spec.dataMover * : ( Optional) F& > fsHHEREEFMERMNBH IR - AIsENE (BDKN
®)

" Restic
" Kopia (F85%)

° spec.reClaimPolicy : ( Optional) EEHENNRESHRELRZHEEMEENR o AI5EE !
" Delete

" Retain (TE )

© spec.snapshotRef | (FJi) : F{EBHIBEIREBILTE - MBEKIEME > SERULHNLE
AR o

YAML E4 :

apiVersion: protect.trident.netapp.io/vl
kind: Backup
metadata:
namespace: my-app-namespace
name: my-cr-name
spec:
applicationRef: my-application
appVaultRef: appvault-name
dataMover: Kopia

3. FIELAEHEREIEAEZE 2% trident-protect-backup-cr.yaml > :aE&H CR

kubectl apply -f trident-protect-backup-cr.yaml

£ CLI Zi D
WER
1. B ER  UWISIRIBHE AECIESR P AYE o §lan -
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tridentctl-protect create backup <my backup name> --appvault <my-
vault-name> --app <name of app to back up> --data-mover
<Kopia or Restic> -n <application namespace>

WRTLUEZ M ER --full-backup' IEARIRISE H N B D EAIBRIEHD - KTER > FIAERMO IR
i o ERLLIERE - BN SERIHERHEN - REMEAREMIITTERD » ARETZHENZAN
ITEE RN - LREERBENAREERE o

ZBMEREE
TR T BRI CR Ry LUEARYEERE

i kg s5tEA A%
protect.trident.netapp.io/full- =& EERNESRAIEERD - RES true” "R
backup BiJFEEH D - REBEREEMRITER

7 REEMRTERD ZEATIEERD
DU A PR PR EE [RABR R RS o

protect trident.netapp.io/snaps =& S R EIRIRIRIE A S R R o 603K
hot-completion-timeout
protect.trident.netapp.io/volum =R HIRBRED 0] HIRBEFF BN R ESRY o 303
e-snapshots-ready-to-use-
timeout
protect.trident.netapp.io/volum =&f B ERE AN RERR o 53K
e-snapshots-created-timeout
protect.trident.netapp.io/pvc- =& LB ASEBEA (PVC) ZEMRAR 1200 (2034E
bind-timeout-sec B (UFAEND) Bound IRIERMATHIME )

Eg o

BB REHHZ

RERIRIEBIRBERTEZIRE « BHEMERFEERAER - CIEES/ K - 8X - BRANESAR
TR 0 WRILIEE ZRENRISHE o KRILUER full-backup-rule sEARZREFZIEIE E T B - TR
RIERT » FIEHOHZIEERN - EHRRITREGBHDUREBNEEHNBINIEHERERERMERE o

* IWRILUEBERE "backupRetention 582 » “snapshotRetention’ A AN EMIE o IRIE
“snapshotRetention’ 2T RKRE(E AT EINEMD N EILIRE » BELRREHREDN » LT

@ B Te & ILBIMIER o
* MRLEHENEREEAEAEETHRESR > A2EFEAEAREMRERNSRE -
AIEEEREESERD » RIRSEERS -
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M CR B HF2

2. EITEIAMERF > RETHIEM

o

o

o

o

o

o

400

* metadata.name*: ( _required ) ItBTERN%TE ; ACHNIRIEEEZEE—B5B0%HE -

*spec.dataMover * : ( Optional) F& > ISHERIERFIEMANHER A - FIsERE (EHK/)
®)

* Restic

* Kopia (F83%)
SPEC.applicationRef : B3 2 FEATEILH Kubernetes 478 ©
spec.appVaultRef : ( _required ) FEREEFEHENARE AppVault %78 o
spec.backupRetention: (4 E) ERENENHE - SRTAEEILED (EBIRER) o

spec.backupReclaimPolicy: (F]#E) JREMREHN CR EERZHIRNMMIPR » BB LA B
Ao (REBHEAIER » BINIERESTHMR - TIRENE (BAKRNE)

* Retain (FE5%)
" Delete
spec.snapshotRetention: (55) 2R BHVIREBHE - TRAAEILERIRE o

spec.snapshotReclaimPolicy: (FI3) JREIRIRER CR T HREHAREMIER » BIREREHEME
1B o (REHAE  RIBAETZWRIER - AIsENE (EDKNE)

" Retain
* Delete(TEER)
* spec.granularity*: SITHFZRVSRE o AIAERV(E « IR EZRIAERAMAL :
* Hourly (EXRIEIERE spec.minute)
" Daily (EREIERE spec.minute F “spec.hour)
" Weekly (BRIGIEE spec.minute, spec.hour? 0 spec.dayOfWeek)
" Monthly (BXIGEE spec.minute, spec.hour? # spec.dayOfMonth)

®" Custom

spec.dayOfMonth : (F]#) stEREETHAMBR (1-31) - MRKERTES Monthly © #%
BENEUFBEREIEMR

spec.dayOfWeek : (F[3) HERETHERE (0-7) ~E0H 7 XAEMH - MRNERTE
7 Weekly © ENBENF R AIEMS -

spec.hour : (FAJ#E) HEMEETHVNEE (0-23) - MRKERES Daily’ Weekly » HE
Monthly ° sZfEMBUF BRI o

spec.minute . (FJ3%) FHEREEITRV/NRPRIDER (0-59) - MRKERES Hourly
Daily ° Weekly ’ B{#& Monthly ° 2B BUF R IRM ©



IR FANIRERFTBIRVEE S YAML :

apiVersion: protect.trident.netapp.io/vl

kind: Schedule

metadata:
namespace: my-app-hamespace
name: my-cr-name

spec:
dataMover: Kopia
applicationRef: my-application
appVaultRef: appvault-name
backupRetention: "15"
snapshotRetention: "15"
granularity: Daily
hour: "O"

minute: "O"

EIRIRSTEIRVEER YAML :

apiVersion: protect.trident.netapp.io/vl
kind: Schedule
metadata:
namespace: my-app-namespace
name: my-snapshot-schedule
spec:
applicationRef: my-application
appVaultRef: appvault-name
backupRetention: "0O"
snapshotRetention: "15"
granularity: Daily
hour: "2"

minute: "O"

3. ERLUEHEREIEAIEZ 2% trident-protect-schedule-cr.yaml ~ ;5&H CR

kubectl apply -f trident-protect-schedule-cr.yaml

B/ CLI B 82
WER
1. B REHHE ) LURBE IS ESRPE o 490 -
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@ &AL “tridentctl-protect create schedule --help 2GR L6 < BIFAHEREAEE A ©

tridentctl-protect create schedule <my schedule name> \
-—appvault <my appvault name> \
-—app <name of app to snapshot> \
--backup-retention <how many backups to retain> \
--backup-reclaim-policy <Retain|Delete (default Retain)> \
--data-mover <Kopia or Restic> \
--day-of-month <day of month to run schedule> \
--day-of-week <day of week to run schedule> \
--granularity <frequency to run> \
--hour <hour of day to run> \
--minute <minute of hour to run> \
--recurrence-rule <recurrence> \
--snapshot-retention <how many snapshots to retain> \
--snapshot-reclaim-policy <Retain|Delete (default Delete)> \
—-—full-backup-rule <string> \
--run-immediately <true|false> \
-n <application namespace>

WTEEREH ARRIBETE S

° SEEMENETE | F --full-backup-rule U RHIEHE S N TEMED o WIZHEBERR
--granularity Daily ° AJHEAY(E :

* “Always B XRE BRI TEREER ©
- ARETER I —EXZEBH > WEESEDME (FIE0 > "Monday, Thursday") ° BXIE :
Ef— - BH” - Eff= - EHAW -~ B8R ~ BHN EFAB -

@ ‘r{%:_-——full—backup—rule IERSS(U A BRI B ER B 85 RYHL

° {EIRERETE : 88 --backup-retention 0 WIEE—EARIRZEME --snapshot-
retention °

REMARETE
TR T B EIEEENK (CR) R LUEAREER :
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B L

protect.trident.netapp.io/full- ===
backup-rule

protect.trident.netapp.io/snaps =&
hot-completion-timeout

protect.trident.netapp.io/volum ==&
e-snapshots-ready-to-use-
timeout

protect.trident.netapp.io/volum =&
e-snapshots-created-timeout

protect.trident.netapp.io/pvc-  F &
bind-timeout-sec

B IRER
MFFTBREZNFHZHERIRR -

HER
1. bR ELREBERAAY Snapshot CR :

sitEA fas{E

IEEZHFEEHIRA o (R HEHRES KRE (B
Always EAIMURIBRREETHHETREBGO N HHHEAERE
BeIER © fliN > MRICGEERBENELETE H7D)

7> BIeIMUEERREITRENNER% (F

40 > "Monday, Thursday") ° BYHI{EH

8% . 28— BHi_ - EHf= - EHfiW - E

HiF ~ BHR/S ~ BHAE - 5535 0 IR
RAREEaUTRENARER

granularity &4 Daily °

FEREERIRIRE TR R RIS © 60K
HIRIBER O ARG RN R RERE o 305K
BITHERE RIB AT RREMA o 5K

EHEMEUNFASER (PVC) FIENR AR 1200 (20738
B (UFBEND) Bound RMEREAINN )

Bt o

kubectl delete snapshot <snapshot name> -n my-app-namespace

USRI
MFFF B RENIHZERED

RARENEBSRTER Delete HMIERAERMIRATAEHEE « SRMBNTERER Retain’
() smmssiEik - MBRERARE pelete > RHBLSRBENERET » BEEH

IR

1. BIREFMERANAER CR !

kubectl delete backup <backup name> -n my-app-namespace
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BEFIDFERRRS
CRAILME RS LRI EIEEETT » BT ERMBIBD RIS

1. EA T3 < PIREE D 1EERGIRAS » URIEHHE RIS IEIRPRIE

kubectl get backup -n <namespace name> <my backup cr name> -o jsonpath
='{.status}'

ESF3 NetApp 8% (anf) 1EENEHEER

WRIEEZEETrident Protect » BRI LAZ{ER azure-netapp-files 77485 B £ Trident 24.06 Z BRI HIH#FE
IR A BN EEMNEMDFIERINAE © LEIHEEEA NFSv4 & > I B ARG AR E M RVERSMNZER o

RG22 Al
sAEsD NYEIR

s BB &% Trident Protect ©
* 8B 7ETrident ProtectPE& 7 —EEARER - LTRSS B2 > ILEBREXNRENERZEIRS o
* B azure-netapp-files EZEFFRIRNTEREEIER ©

404



FRFLUETTHERR D BR

1. YN anf Volume 2EFLRZE Trident 24.10 ZAIEEILHY » :57E Trident PEIT FFIENE -
a. $HEEELL NetApp 1ERAER HBEMRENARRMN PV > BVRREBR :

tridentctl update volume <pv name> --snapshot-dir=true -n trident

b. HESIERASEMERIR PV BFBREBE

tridentctl get volume <pv name> -n trident -o yaml | grep
snapshotDir

[EIFE

snapshotDirectory: "true"

ﬂD%ﬂ%E&FH TREEE S > Trident Protect iREEIEE MBI > NS EFB M BREFEEEARE T
MZER - EEREIBER T » SAEEAEDA B SRERRE I AR EH R IR E X/ EFERI RN E o

Vet

gﬁémﬂe ZEFIFE A Trident Protect E1THMMNER - &8 PVC the]tEMEARRNAREHHNE

BERERRER
{# A Trident Protect {X1EEATEX

eI LAfEA Trident Protect fERIBE B P ERERIERRE - HEAREANERIIE—&F
£ EIRARBIMEREGEIR -

* ECEREARNR > AEARARENFERITHNNSEERAREA —BER - MREE
BRENTHE > AEEERFETBEBNT °

@ « B qtree & TENEMERIEMGRTEHRETRZER o BE » Hit qtree & » £
BRREERIEMt i 2 TR R AR ER o

LRI TIER(E « T RES(ER - $HSBY "EEFER Trident Protect 11
R -

HEERERRR SR ZER

& &{65 /8 BackupRestore CR # &N ER I FREIRHZZRIF » Trident Protect E1EFR S & T RIFIERER
27 MARFRNERRERNEIL—EREARER CR - AT RECERNERRER » I RIIIEEHEDRIRE »
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W RS -

* REMNEREAARAERNATRGRZER » UAGREEMERNTHARBNER - &
EEFRFHOTRNAMEENR > SHFRLEMZIZBRHRZER > IREHEREMNGRE

@ f o

* {£F CR ZEREIFana TR » XM BALEFEEILBIZHRZER > ZABRBERA CR ° Trident
Protect {2721 CLI A &€ BB BT °

FAYaZ Bl
R AWS TERSERHENL BIRABF R R A B TR AR EBITE S3 BIR{EE  UIR Token IEEFREXEEAREH »
EETTRER R o

* WNERE B Al TERSERRER B HRRF R BVEEANES 31 » 3B 2R "AWS AP| 32" o

* UNEE AWS BIRREERVEEANE N 0 sA2R "AWS IAM ST o

EEA Kopia TEABRR IR EREHDR > SAILUEIET CR HISTIARTIER CLI 3RITH|

Kopia EEIVEERTTA o 2R "Kopia 4" BRI U BV EIBREAE N - 8
“tridentctl-protect create --help’ BRI Trident Protect CLI 1S EIBMNEZ(EE » 2GS ©
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fEFA CR
HER
1. BT B5]ER (CR) #EEI&H$HA trident-protect-backup-restore-cr.yaml ©

2. BN BINEZRD > RETHIBM
° * metadata.name*: ( _required ) IEEFTERINEGTE ; AEHNIRIEEER —B SIELTHE
° spec.appArchivePath : FEEEHD RS AppVault REREETE o ] LUER T3 <RSI

kubectl get backups <BACKUP NAME> -n my-app-namespace -o
jsonpath="'{.status.appArchivePath}"

° spec.appVaultRef : (_required _) EFHHAEH AppVault &5 o
° spec.namespaceMapping: #HERE{EEMN KR EMEHEE Bt 2o o MURIEFIER

BVt my-source-namespace " # ‘my-destination-namespace °©

apiVersion: protect.trident.netapp.io/vl
kind: BackupRestore
metadata:
name: my-cr-name
namespace: my-destination-namespace
spec:
appArchivePath: my-backup-path
appVaultRef: appvault-name
namespaceMapping: [{"source": "my-source-namespace",
"destination": "my-destination-namespace"}]

3. (Optional ) MRERAFEENEARANELEERRER > HHIEEHEREDLE B THHFELE
BHERBNER

Trident Protect § BENEE—LEER - AAEMREGEENERAR - AN > NRE
EEFAMEEEEEBERAEEE—ERMERY pod > Trident Protect th &3 R RAHHEY
pod °

> resourceFilter.resourceSelectionCriteria : (E72EFTEE) A "Include’ HE =T "Exclude HEER
7£ resourceMatchers RERNER o FE T ERECETAEZY - UEEEMATHRHNEIR :

* resourceFilter.resourceMatchers : —#H resourceMatcher ¥ o I RIEITULIET P EHRS
ErcE > efELEEHE%A OR /% > MEEE (Bl » B8 > k) ARREAIZEEE %A AND
EZ o

* resourceMatchers[].group : ( Optional) EEREMNEIREH
* resourceMatchers[].cher : ( Optional ) EEFERERIELE o
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* resourceMatchers[].version : ( Optional) EEFEMNERRAS o

* EffEE 2 BIRB Kubernetes metadata.name HiI#Y * resourceMatchers[].names* © (
Optional ) %78 o

* BEFEE 2 BIRH Kubernetes metadata.name ##{iiHBY * resourceMatchers[].names* © (
Optional ) %4 ZEfE o

* BHIJRHY Kubernetes metadata.name 1#{iI#EY *resourceMatchers[].labelSelectors * :  (
Optional ) Label ZEEXZZF & » YIFFTEE "KubernetesS 4" o iU
"trident.netapp.io/os=linux" . °

B0 -

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=linux"]

4. ERLUEEMNEIEAIEZE % trident-protect-backup-restore-cr.yaml *:aE&M CR

kubectl apply -f trident-protect-backup-restore-cr.yaml

fEACLI
1. BEHEREFARNGRZER » LURIEHHEREIENFRAIE o It namespace-mapping 51EfEA
LB IR ZER » LR R T REEE EREN Bt i

‘sourcel:destl, source2:dest2 o fild :

tridentctl-protect create backuprestore <my restore name> \
--backup <backup namespace>/<backup to restore> \
--namespace-mapping <source to destination namespace mapping> \
-n <application namespace>
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RENERERBTRZER
o e D B R ERAe %R o

FsEZ Al

HE(R AWS TR ERAEN ZIHARSE R AT E R REFEMITR S3 IBRIEZE o YR Token TEE/RFEHARIAER
EEFIREE R ©

* INFIRE B A TIEREEER ZIHRRF RRVEFAE R » 552 R "AWS API 3Zf" o
* Y0%E AWS EREERFAE > 552R "AWS IAM X" o

E 18 Kopia 1?%5*4%%@3%%@@1%@% ERILUEIETE CR PI5E AR CLI 2R4EH|
Kopia EEIVEERTTA o 2R "Kopia X4+ BRI UL ERVEIBREAE N - £8
“tridentctl-protect create --help’ BRI Trident Protect CLI 1§ €N EZEE » 2GS
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fEFA CR

HER
1. B B5]ER (CR) #EEILHHA trident-protect-backup-ipr-cr.yaml ©
2. EIEBIIHERP > RETHIEBME

° * metadata.name*: ( _required ) IEEFTERNGTE ; AENIRIEEEE —HSIEALHE
° spec.appArchivePath : FHEHDABH AppVault REPERE o ] LUERE T3t < RS IULERE

kubectl get backups <BACKUP NAME> -n my-app-namespace -o
jsonpath="'{.status.appArchivePath}"

° spec.appVaultRef : (_required _) EFHHAEH AppVault &5 o

fugn

apiVersion: protect.trident.netapp.io/vl
kind: BackupInplaceRestore
metadata:
name: my-cr-name
namespace: my-app-namespace
spec:
appArchivePath: my-backup-path
appVaultRef: appvault-name

3. ( Optional) MRERIAFEENEARANELERRER > HIEEREDLE - UL HHFRLCH
BERBNER

Trident Protect & BENEE—LEER > AAEMREEZENSRAR - fil1 > RE
EEFAMMIRE S 55 RE ©H —ERfIERY pod > Trident Protect th & & /R BAAY
pod °

> resourceFilter.resourceSelectionCriteria : (E7SEFE) A ‘Include B ZEX "Exclude BEbR
£ resourceMatchers HEZMER o FIE T EREEETEZSH - UEEEMATHFMNER :

* resourceFilter.resourceMatchers : —#H resourceMatcher ¥4 o M REIFULIEY | FEH S
EcE > efMELEEHE% OR /% > MEETE (Bl » B8 > k) AR ZEEE A AND
=

* resourceMatchers[].group : ( Optional) EERENEIREE o

* resourceMatchers[].cher : ( Optional) EEmENERELE o

* resourceMatchers[].version : ( Optional) EEFEMNERIRAS o

* BEFEZ EIRH Kubernetes metadata.name ##{iIHHY * resourceMatchers[].names* © (
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Optional ) %78 o

+ EffEE 2 BIRH Kubernetes metadata.name #iIA Y * resourceMatchers[].names* © (
Optional ) #n%4aZEf] ©

* BJRHY Kubernetes metadata.name {iIHHHY *resourceMatchers|].labelSelectors * : (
Optional ) Label ZEEX23F & » YNARFREF "KubernetesSZF" o FiYN

"trident.netapp.io/os=linux" . °
fgn -
spec:
resourceFlFilter:
resourceSelectionCriteria: "Include"

resourceMatchers:

- group: my-resource-group-1l
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]

- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=linux"]

4. ERLUEEMNEIEAIEZE % trident-protect-backup-ipr-cr.yaml ;A= CR

kubectl apply -f trident-protect-backup-ipr-cr.yaml

fEFACLI
SR

1. BEMEREREGRZER » LURIBEDHEREIEINTRHYE © backup 5| BERANBBIEBMER
LIS <namespace>/<name> ° fFIUl :

tridentctl-protect create backupinplacerestore <my restore name> \
--backup <namespace/backup to restore> \
-n <application namespace>
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REHERERRMES
MRFRIEELLERRE > EALURBENEREFNFNEE

* BEIEfER Kopia (EAENBEREREDE - SR LUEEE CR hISEMRIFER CLI KiE
%l Kopia fEFRMNE1ZH91T4 o 5520 "Kopia XX "B RIEEIURCE AYEIEAFHEE T o
@ “tridentctl-protect create --help” BRA{EM Trident Protect CLI i €M EZE R » 528

<o

* {FH CR EREIFr AR » MALFHEIBIZEHRZTR > /ABBEHR CR ° Trident
Protect {27E{F M CLI BFFA Z BEENEILdAp B ZER ©

ez Al
RN & TAISRIGH

s BiEEEE L% Trident Protect ©
* BetEE N FEERFEFEHD I RIEEREER AppVault FREFERK o

* #11T AppVault CR B » sAFE(RASHLIRIE B LUEE S| AppVault CR HE HMIYIH-E£TE4H@  “tridentctl-protect
get appvaultcontent 85 % ° URAHEEIRHIPELEEAR > sARNARBIZEE LMY pod R#TTTrident Protect
CLl°

* FEfR AWS TERSERHEN ZUHART FE R MBI TR M REFEBITHVERIEE o IR Token THERFEEAREIBHA
ERAIREE R -

° NFERE BRI LIRS EN ZIHAR R RVEFAAE N » 526 "AWS API ST o
° YN%E AWS BERTERFAE > 552 R "AWS XX o

1. fE A Trident Protect CLI JMiMERN R E B IZ#E 5% £ AppVault CR BIRT AN :

tridentctl-protect get appvault --context <destination cluster name>

() mREmwEE EERREREERNSRZEE -

2. RRERYFERIR T A AppVault B RS !

tridentctl-protect get appvaultcontent <appvault name> \
--show-resources backup \

--show-paths \

-—context <destination cluster name>

HITItar < ERET AppVault FRVRT D » BEHRAERSE - BENEARNLE  BEEECNEER

o

° EHigsR o
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e b +

| CLUSTER | APP | TYPE | NAME TIMESTAMP
| PATH |

e fomm - tomm - o
o tom e +

| productionl | wordpress | backup | wordpress-bkup-1| 2024-10-30
08:37:40 (UTC) | backuppathl |

| productionl | wordpress | backup | wordpress-bkup-2| 2024-10-30
08:37:40 (UTC) | backuppath2 |

3. f&F3 AppVault HIBFIRERTREAENEREBMEBE

413



fEFA CR
1. BT B5]ER (CR) #ERI&H%E% trident- -protect-backup-restore-cr.yaml °
2. EITEIAEEF > RETIIBMY

° * metadata.name*: ( _required ) LEEFTERENSE ; ATHIRIEEEE —BSIENRE o
° spec.appVaultRef : (_required ) EFHHAEH AppVault &5 o
° spec.appArchivePath : RBEHHD AR AppVault REREETE o ERILUER T3 6 < RS HILERE

kubectl get backups <BACKUP NAME> -n my-app-namespace -o
Jjsonpath="'{.status.appArchivePath}'

@ gg%#iiﬁﬁﬁ BackupRestore CR » &R AP ER 2 Frififyan < RIGRED A
= °

° spec.namespaceMapping: &ER{EER KRR M EHEE BVt % 2o/ o LURIERAVE

BV my-source-namespace " # ‘my-destination-namespace °©

fgn -

apiVersion: protect.trident.netapp.io/vl
kind: BackupRestore
metadata:
name: my-cr-name
namespace: my-destination-namespace
spec:
appVaultRef: appvault-name
appArchivePath: my-backup-path
namespaceMapping: [{"source": "my-source-namespace", "
destination": "my-destination-namespace"}]

3. FIELAEHEREIEAEZR 2% trident-protect-backup-restore-cr.yaml * ;A= CR

kubectl apply -f trident-protect-backup-restore-cr.yaml

fEFACLI

1. FRTYGSERERARER » BAERTHNENRRACIRIETINEN - hETRHES I BERUERS
PREVE B2 » SRR I E FE B IEFERY B pUsthan 2 22/ > #8102 sourcel:dest1 >
source2:dest2 ° 40 :
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tridentctl-protect create backuprestore <restore name> \
--namespace-mapping <source to destination namespace mapping> \
--—appvault <appvault name> \

--path <backup path> \

--context <destination cluster name> \

-n <application namespace>

WRBERER R R ZERE

O UEA B TER (CR) ERENIRREREE - ERIFENGRTHRRBRFHRZTRE o BEER
SnapshotRestore CR #&RIZIZEREIR RIS Z MR » Trident Protect E7EMVS R =M EREREF » I
ARENEARERELERREN CR - AT HRECERENERRER » IUBRIIRFHMIIRE > HBEREST

-

. SnapshotRestore 2 §¥ “spec.storageClassMapping' B 14 > {B{&E R B 2 FEER
HERENEHER - MREERMER StorageClass MR FHA AR FHFRIT » BIERISE

@ SR o

* £ CR ZREIFmA TR » X BELEFEEILBIZHRER > ABBEHMA CR ° Trident
Protect {21E{EM CLI A @ EEEIIa B2/ o

RG22 Al

R AWS T{EFEERIER ZUHARF A R A TIE R REFEMNITEY S3 IBIR1ESE o UIR Token EERIEEAARBHA
EERIREE R ©

* MR E BRI TR EN ZIERR ERF S - SH2R "AWS AP X" o
* W AWS BIRSTERVEFHEER - 5F 2B "AWS IAM ST o
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fEFA CR
HER
1. B B5]ER (CR) #ZREI&H%A trident-protect-snapshot-restore-cr.yaml ©

2. TEEERIIMNEETR 0 RETIEMYE -
° * metadata.name*: ( _required ) LEEFTERENSE ; ATHIRIEEEE—BSIENRE o
° spec.appVaultRef : ( _required ) REFIRBASH AppVault &5 o
spec appArchivePath : £ AppVault FEEFIREBRTHIEEE o el UER T8 < RS UL

kubectl get snapshots <SNAPHOT NAME> -n my-app-namespace -0
Jjsonpath='{.status.appArchivePath}'

° spec.namespaceMapping: #HEREEEN KRR ZEMEEE Bt Zer o MURIEFIE

BVt my-source-namespace " # ‘my-destination-namespace °©

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotRestore
metadata:
name: my-cr-name
namespace: my-app-namespace
spec:
appVaultRef: appvault-name
appArchivePath: my-snapshot-path
namespaceMapping: [{"source": "my-source-namespace",
"destination": "my-destination-namespace"}]

3. (Optional ) MRERAFEENEARANELEERRER > HHIEEHEREDLE B THHFELE
BHERBNER

Trident Protect § BENEE—LEER - AAEMREGEENERAR - AN > NRE
EEFAMEEEEEBERAEEE—ERMERY pod > Trident Protect th &3 R RAHHEY
pod °

> resourceFilter.resourceSelectionCriteria : (Ef#EFREE) A “Include’ HE 2T, "Exclude HEB&

7E resourceMatchers FIERRE R  #E T EFREKETR2H - UEREMAXBIFNER :

* resourceFilter.resourceMatchers : —#H resourceMatcher ¥ o I RIEITULIET P EHRS
ErcE > efELEEHE%A OR /% > MEEE (Bl » B8 > k) ARREAIZEEE %A AND
EZ o

* resourceMatchers[].group : ( Optional) EEREMNEIREH
* resourceMatchers[].cher : ( Optional ) EEFERERIELE o
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* resourceMatchers[].version : ( Optional) EEFEMNERRAS o

* BffEE 2 BIRH Kubernetes metadata.name i #EY * resourceMatchers[].names* © (
Optional ) %78 o

* BEFEZ EIRH Kubernetes metadata.name #{IHAY * resourceMatchers[].names* © (
Optional ) %4 ZEfE o

* EJER Kubernetes metadata.name i HY *resourceMatchers[].labelSelectors * :  (
Optional ) Label ZEENAFF & » WIHFFTER "KubernetesSZ{H" o BN
"trident.netapp.io/os=linux" . °

B0 -

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=linux"]

4. ERLUEEMNEIEAEZE 2% trident-protect-snapshot-restore-cr.yaml * :A=f CR

kubectl apply -f trident-protect-snapshot-restore-cr.yaml

fEACLI
1. BRBIEREARENGREM » UIBIEPNEHER SIESEPRE o

° snapshot " 5| #EEEAN B TREMIRBLTE <namespace>/<name> ©

° It namespace-mapping ' 5|BERUE R IR RZER » LIS RIREm AR EE EREN
BB =R sourcel:destl, source2:dest2 °

fgn
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tridentctl-protect create snapshotrestore <my restore name> \
—--snapshot <namespace/snapshot_to_restore> \
--namespace-mapping <source to destination namespace mapping> \
-n <application namespace>

RRBERERGHRER
R LA RBR A IRIRE R E IR e en R 22 o

R Z Al

R AWS T{EFEERIER ZUHAR A R AR TIE R REFENITEY S3 IBEIR1ESE  UIR Token EERIEEAARBHA
EERIREE R ©

* WNEGE B AT T {ERSERHER B ERRFREAVFAREE 2T » sA2R0 "AWS AP| ST o
* N AWS EIRDERIEEAE T 0 52/ "AWS IAM ST o
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fEFA CR
B ER
1. BT B5]ER (CR) #EREI&HE% trident-protect-snapshot-ipr-cr.yaml °
2. EERIUANEED » RE TIIBME
° * metadata.name*: ( _required ) LEEFTERENSE ; ATHIRIEEEE—BSIENRE o
° spec.appVaultRef : ( _required ) REFIRBASH AppVault &5 o
° spec.appArchivePath : £ AppVault PEEFREBABSHERE o S UER TSRS H AR

kubectl get snapshots <SNAPSHOT NAME> -n my-app-namespace -o
Jjsonpath='{.status.appArchivePath}'

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotInplaceRestore
metadata:
name: my-cr-name
namespace: my-app-namespace
spec:
appVaultRef: appvault-name
appArchivePath: my-snapshot-path

3. (Optional ) MNRIECAFREFEVEARNNELERKER » FHIGENEDEE » UBESHHFRLAE
BFERBHNER

Trident Protect @ BENEEZE—LE R » AATMREKEEZENERBRF o Fla0 - IR
EEFAMEEEEEERATCE BRI pod > Trident Protect th &iZ R RHHLAY
pod °

> resourceFilter.resourceSelectionCriteria : (EFEFFE) £ "Include i E S EY "Exclude kR
7E resourceMatchers HEZMEIR c M T EBEREETEZSH - UEEEMWATHFNER :

* resourceFilter.resourceMatchers : —#H resourceMatcher 4% o IR EIT LEfES R E&H S
£ > efELEEHE%A OR 1% » MEEE (Bl > B8 » IkEx) AMIREAIZEEE %A AND
EZ o

* resourceMatchers[].group : ( Optional) EERENEIREAE o
* resourceMatchers[].cher : ( Optional) BEFEMNERIELE o
* resourceMatchers[].version : ( Optional) EEmEMERRZ

* BEFIE Y EIRA Kubernetes metadata.name ##{iIH#Y * resourceMatchers[].names* : (
Optional ) %7& o

+ BfEfEE 2 BIRH Kubernetes metadata.name f8iIA#Y * resourceMatchers[].names* © (
Optional ) #p4aZEf] ©
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* BIRH Kubernetes metadata.name ##{iIH Y *resourceMatchers[].labelSelectors * :

spec:

Optional ) Label EEEXZZF & » WNARFREF "KubernetesSXH" o FiYN

"trident.netapp.io/os=linux" . °

fBIgn -

resourceFilter:

resourceSelectionCriteria: "Include"

resourceMatchers:

4. ERLUEEMNEIEAEZE % trident-protect-snapshot-ipr-cr.yaml ;52 CR

- group: my-resource-group-1

kind: my-resource-kind-1

version: my-resource-version-1

names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=linux"]

- group: my-resource-group-2

kind: my-resource-kind-2

version: my-resource-version-2

names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=linux"]

kubectl apply -f trident-protect-snapshot-ipr-cr.yaml

fEFACLI

1. BREBER

ERtaeRZEM - LURIEHIVERIRR S ERPHE - fII0

(

tridentctl-protect create snapshotinplacerestore <my restore name> \

—--snapshot <namespace/snapshot_to_restore> \

-n <application namespace>

BEIERIFERARRR

TRIME A LRI EETH » ETHEERMEVERIFEMRS -

1. AT < HMEEREEIRE - LURIEHEMRA S ERPRIE :
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kubectl get backuprestore -n <namespace name> <my restore cr name> -0
jsonpath="'{.status}'

{EAEMETrident Protect 1E:%

TR LUERERRE (BIANsERE « sn R ERRENFHFER) BIERRE - LUniEn
FEENK o

BRNAHEZEEERBN R EREZRENRER

HERMNAEREEENME - Rt e A EMPRRN RS MR 2 =R PRBAM AN - SR
R EFPAEFERNREEGER > TBREFERNEAREEER » UNEKFGRZERNE - REERE/N
whan 2= ERIRB SRS RIT A E -

WNREEA Red Hat OpenShlft ) BTN E R IR TSR OpenShift IRIRHHNEEAE o &

@ 2 E R A FEREIRM pod ESF OpenShift Z2MIFIRAIR (SCC) EERMEEHERMZ 24
B I B UFEEEMA S HIREIRRERE - MTHEZSER > H2[" Openshift Z2MRE
PREISZH" o

ERIUERITERN R EBEEE A > SR E Kubernetes RIS » LUB GBS B2 TRIFAITEE
2 RESTORE_SKIP NAMESPACE ANNOTATIONS ° il :

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect \

--set-string
restoreSkipNamespaceAnnotations="{<annotation key to skip 1>,<annotation k
ey to skip 2>}" \

-—-reuse-values

HITERS IS EBIRIER > E M ap R ZREEARNIR B AR LR

(:) restoreSkleamespaceAnnotatlons*ﬂrestoreSkleamespaceLabelsZpg,\r15:2
SR IRE o BIRTEVIYA Helm ZRAAIFAEELERTE - MTHEZER » F2HR "wEH
fthiTrident Protect fEEI:RE" ©

MRIEEA Helm L8 T HEREMTLR » --create-namespace’ B » AT 45 KRB ‘name 12K - T8RS
HPEEEFEIEFEH » Trident Protect Eid b2 EER | BIZmA TN » BNRFKFEdam4EENEEKEm AR
B > M EREFHABEMATHNE - MRILEAKRHEEBACER » Qg EERE BEHnEER
A EIEE o

gl

LUT s RN B atan B =R - SEmREREAE N ENERNIRE - SIUEEFERIR BNt RZE
BIBIREE » MU RN E A Bt R ERFRESER A
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ERWBEBEFEZA
TRARPFE RSB B EEE 2 RIRV G AR B pYan 2 ZERIARAS

GEEERAE T K
BT/ nS-1 (& * annotation.one / #HE : T © IB18 = F{(E¥
) updatedvalue J * Compliance = HIPAA
* annotation.b2/key : T true J « NAME=ns-1
%R nS-2 (B * annotation.one / #85 : T true | * role = ENlE
Sb:
HH) * annotation.the/key : T FALSE |
BRIEXZ %

TRAPERYBHEBEFE 2 R BRIt ERAGIRAE - RESBEME > BHEBR > name RHE
EURT & ERthe =M -

GEEZRA Tz S
wHZE ns-2 (B * annotation.one / #8E : T * NAME=nS-2
HAth) updatedvalue | - Compliance = HIPAA
* annotation.b2/key : [ true J . IB1E - FRER
* annotation.the/key : [ FALSE | . role = BRIE
SENFE

BT AR AT AR ISR VR ELAtARILL ©

#FERR R GY

& 'spec.storageClassMapping B4 E B KR EBREX R IVIR A FFIER ) B2 EE AR ETFER I HFE -
ST B A FEIHFER EE 2 BB EE AR R a8 E BackupRestore 1EXMIATF & IS A LETHAE o

A
storageClassMapping:
- destination: "destinationStorageClassl"
source: "sourceStorageClassl"
- destination: "destinationStorageClass2"
source: "sourceStorageClass2"
SRS

REFH T REPSRECE R ET ARV - MRERERPAMRELRE > RIS EAERE -
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G2 Eht R HRME
protected.trident. g8 AHARBRRBREELOREREN GWAREL 00

netapp.io/data-
mover-timeout-

sec
protected.trident. g5 Kopia RAREXHIERAKNRE] (LRI ciH%&EEA  “10007
netapp.io/kopia- ) ©

content-cache-

size-limit-mb

protect.trident.ne g5 EREMBINFEAEER (PVC) FENRARE (WU 1200 (2047%)
tapp.io/pvc-bind- FAEND) Bound RIERMATHIFEES - BRANRFIAR

timeout-sec [F CR 58! (BHEF - HBITMHIER « (RIBIER « 1R

RatiER) - IREHHEEREIEECETEES
e > SAfEAESRIE ©

fEFENetApp SnapMirrorfITrident Protect {8 L fFEFITE T

fEFA Trident Protect > &AL FNetApp SnapMirrorfz TRV IERE L ERINEE > iFEHIFIE
RSP —(EAFFERRENES—AMERR > BReERl S=ENERTEIREE
ZMe

BRMAEREFE RN ERERENRE

EREAAEBIELIR Bt S R R R R S SRS 2 A RAU BRI RGN o GHFHTR
BN A ENER R  TEE D EENEMRRREE LT ARRHREMME - REEREN
o 2o L BOIB S R RIS o

YNRIE(ERA Red Hat OpenShift » sEF5 T an % ZEEIFEARTE OpenShift IRIFFRRIEEAR o 6

@ Lz AR T FERIEIREY pod B<F OpenShift &4 51R4AIR (SCC) EHRRBE RN Z 24T
B > WA NUEFEEREMA S HIREREE - MTMEZER > H2B " Openshift Z2ERE
BREUSCHE" o

T UATERITERN BB EFE AT > LR E Kubernetes IRIFEE » LUBHSRE R B &2 =R PRRE:
2 RESTORE_SKIP NAMESPACE ANNOTATIONS ° ¥l :

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect \

--set-string
restoreSkipNamespaceAnnotations="{<annotation key to skip 1>,<annotation_ k
ey to skip 2>}" \

-—-reuse-values

WMITER NN PEEETEIRVERT - (Elan$a 2= s AR AR B ARAT £ 3K o

@ restoreSkipNamespaceAnnotations ] restoreSkipNamespaceLabels A2 EIEDY
HRERIBIRME o BE(RTEAIIA Helm LM EELRTE - MTHREZER » AR "SwEH
fhTrident Protect fEEI:ZE" °
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MRIGEEF Helm R4 T 3KEFEMRTZRE » --create-namespace BHE > 44 FAFHAEE name 12HIR - T8RS
HEEEFEIBIZE > Trident Protect B ILLIZRE R T BIZmA TR » BNRK RSB EE IR % 2R
B > M EREFHABEMATHNE - MRILESAKRHGEBACER » Qg EEREIBEHREER
A EIEE o

g5l

LUT SR ARRM BRthan B 2R - SEs R EREA RN ENERNIRE - SIUEEFERRBMtaRZE
BIRVIREE » MURERAREE Bt e R EEPRESSER A

BRABTEBEFEZR
TRMBERN B EZ R Z BIRSEAIZRIRAM B Yithan 4 = EIARRE

CEEZRA T2 =L
RZEMNS-1 (B * annotation.one / #485 : T . IBIE = FRER
i) updatedvalue | + Compliance = HIPAA
* annotation.b2/key : T true J « NAME=ns-1
%z nS-2 (B * annotation.one / #8% : T true J * role = BilE
b
H9H) * annotation.the/key : T FALSE |
BRIEXZE

TRAPERYBHEBEEE 2 RELH BRI a2 EMRGARE - REDIBENIE > BHEBR > name FHE
B E BRIt R =R

EEERA T2 RE

mEZEMMnS-2 (B ° annotation.one / #%85 : T « NAME=nS-2

H93th) updatedvalue J . Compliance = HIPAA
* annotation.b2/key : T true J . IEIS = IR
* annotation.the/key : T FALSE | . role = BEIE

@ 1A LA RE Trident Protect TE B RMRFE PR HARIRIEMBRIER R o "7 MEEZ BN (A Trident
Protect SR EIERFREHIER"

BRI R MR EHARI B 1 THNG

%ﬁ% AppMirror BfAREEVEREIE » CEZERESEN BRI ISR THOEENSET

* EHEEBHRE > WITHNEEPNRFEERNIBRESE - CEFFHEMEILCH - HEERZE - #
TEMEERERRENS » LR ERERRERRRT -

* EREEYHREENRRTEE - BARI LFAARANNTHFHRRERZE - EXRREARANSBIRE
FAFEZR > BERITHFRIRIN > LR MIBRAELEE#IT -

424


trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms
trident-protect-requirements.html#protecting-data-with-kubevirt-vms

ETHRERANITHFNESEER » sA2R"EE Trident Protect #{78F" ©

K

ERRRE
EERBEI R TYIEE

K

* 3E1ETrident Protect {HIZEEARERNIREBRER (BIFEAREILH Kubernetes BIRU K ERREN BEMIEE
RIREREE IRER) o

C EERRHRE (81 Kubernetes BEIRKRIFEHIEEERL)
* RIERIRIRAYERE

1. ERFEHREL » RRFEMAIZNEIL AppVault < RIEHIREFHERTE » HIEPHIER AppVault BETE
RAFF S ERVIRIR
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£/ CR &1L AppVault

a. BV BFTER (CR) #ERLth% (B trident-protect-appvault-primary-
source.yaml) °

b. 3 THI :

* * metadata.name*: ( _required ) AppVault BFTERRIHE o 5550 NMEIEZENSRE - [RAE
BRMAFTEEM CR IERZ2HILE -

* * spec.providerConfig*: ( _required ) fA7ZFHIEEMHERFE AppVault FrEEEY4RRE © 357
CRHFEREE—E M#EIN%E MEAEMKERNFMAER - 5B MOEENE > RAES
RAAFTEREM CR {ER G2 RIEL(E o Y15 AppVault CRS ELEHMHEERRIES » 552
B"AppVault BETEIR"

* * spec.providerCredentials*: ( _required _ ) EEFHFEHIEERMEFE AppVault FREZ1E
ARENEEER o

* * spec.providerCredentials.valueFromSecret*: (_required ) FTTDBEMERBKS o
" key . (_required ) EHEIEMNEIENEMEE o
B L (_RE ) 83IEBUENIEESTE o MAMNIERMNG R o

* * spec.providerCredentials.secretAccessKey*: ( _required ) FEURMHEFTAMNEIE
% o * 5478 * FEEL * spec.providerCredentials.valueFromSecret.name* #8%F ©

* * spec.providerType*: (_required _) RERMEHEMNDIIANS > FIU0 NetApp ONTAP S3 » —fig
S3 » Google Cloud I Microsoft Azure ° RIBE(E :

= AWS

= Azure

= GCP

= generic-S3
ONTAP S3

= StorageGRID S3

C. RN BEIEAREZEZ 2% trident-protect-appvault-primary-source.yaml * :a5
FCR :

kubectl apply -f trident-protect-appvault-primary-source.yaml -n
trident-protect

£/ CLI #3L AppVault
a. ¥ AppVault » LURIREFEN H1ESRARIE -

tridentctl-protect create vault Azure <vault-name> --account
<account-name> --bucket <bucket-name> --secret <secret-name> -n
trident-protect
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2. ERREE L > BURFEMARELCR :

£ CR ZiZKREEAER
a. BV BFTER (CR) #ERId® (H¥ trident-protect-app-source.yaml) ©

b. RETIEILE :

* * metadata.name*: ( _required ) FERTEXBIERIVATE o 350 NMEEENLTE » AAER

REMAPTERIEAM CR EEE2MRILE -

* * spec.includedNamespaces*: ( _required ) —#Hep & EREIFMERAIEE - FHMRTRILE
W MM AR AR 4E e A EEMEE - LUSELLEYH TR =R EENER - FEA

2 dn B TR A A LT B —ER 53 ©
* YAML* &34 :

apiVersion: protect.trident.netapp.io/vl
kind: Application
metadata:

name: my-app-name

namespace: my-app-namespace
spec:

includedNamespaces:

- namespace: my-app-namespace
labelSelector: {}

C. IEIELUEENEIEAREZRZ 2% trident-protect-app-source.yaml * s5&H CR

kubectl apply -f trident-protect-app-source.yaml -n my-app-

namespace

fEF CLI B ZKREMATER
a. B ARFERRED o Fin ¢

tridentctl-protect create app <my-app-name> --namespaces
<namespaces-to-be-included> -n <my-app-hamespace>

3. (FIE) ERREEL > WRFEARINETRE - WRERRAFEREE L RBAENER - MRBUAL
T8 AREEH T —RIHRIET > UENISRMIVIRIE - SRZUMEERIR > 52 "EIETRE

"o

4. ERFEHREL > BUEREI CR:
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BT FEREIE B, RERY —EBBOS E RS REMA 7 X > NEEHS
ONTAP #fE 2 MBI - BARRRERSHM 7 X > ERBMTREEAERRE
5T

IRBEMEEE > RMIUERAELERRES 7 RETREIRF - EEFAERMBIZE
R BAME > AABREEHE L XRBRURFMSEIENR - MARRBEER -

MREAEANRA B BEMEPIRIFREER » RIFTELRIMNIE -



fEF CR I8 5¢5HE
a. BIURREAREINERHIE

BIUBE:]ER (CR) #EEId® (B trident-protect-schedule.yaml) ©
BRE MBI -
* * metadata.name*: ( _required ) PHZBEFTERNLHE o

* spec.appVaultRef: (%55) IL{EXBEZKIFEREBTZENH AppVault BY metadata.name #{iit8

F o

* spec.applicationRef: (#5) ILEXAEIZFEEAIER CR Y metadata.name EAIHERT ©
* *spec.backupRetention * : ( _required ) UtHE{(IZAMEREA > BEXERSEO °

* spec.enabled : WEREE true ©
* * spec.granularity*: #4ZBs&E 4y Custom ©
* spec.recurrenceRule : L UTC BRFNEIRRRIRIPRERHLAER o

* *spec.snapshotRetention * : A/BERES 2 ©
YAML #if

apiVersion: protect.trident.netapp.io/vl
kind: Schedule

metadata:

name: appmirror-schedule
namespace: my-app-namespace
spec:

appVaultRef: my-appvault-name

applicationRef: my-app-name

backupRetention: "0O"

enabled: true

granularity: Custom

recurrenceRule: |-
DTSTART:20220101T000200%Z
RRULE : FREQ=MINUTELY; INTERVAL=5

snapshotRetention: "2"

I TEELEREAEIEAEZRZ % trident-protect-schedule.yaml > :AEA CR

kubectl apply -f trident-protect-schedule.yaml -n my-app-

namespace

£ CLI B8 :t3|
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a. BUENGE > URHERPREBRRACIRIEFNENR -

tridentctl-protect create schedule --name appmirror-schedule
-—app <my app name> --appvault <my app vault> --granularity
Custom --recurrence-rule <rule> --snapshot-retention
<snapshot retention count> -n <my app namespace>

gh -

tridentctl-protect create schedule --name appmirror-schedule
-—app <my app name> --appvault <my app vault> --granularity
Custom --recurrence-rule "DTSTART:20220101T000200Z

\nRRULE : FREQ=MINUTELY; INTERVAL=5" --snapshot-retention 2 -n
<my app_namespace>

S. TBEREE | B BETEIREEE FERM AppVault CR 1BEHIZKIREEATED AppVault CR » idi$
ZIEATRED (BIU0 trident-protect-appvault-primary-destination.yaml) ©

6. EACR :

kubectl apply -f trident-protect-appvault-primary-destination.yaml -n
trident-protect

7. RHBErEE FRB MR BRI AppVault CR o RIGHIEFHRERTE » FEKPRIE
BI"AppVault BETE R URF S ERIRIR

a. BV BFTER (CR) #EZRIf% (HU trident-protect-appvault-secondary-
destination.yaml) °

b. 5 FHIBIL :

* * metadata.name*: ( _required ) AppVault B5TERER%HE  sAsC MEIEZENRE » RAERRME
FREiVEM CRIERZ2HILE -

* * spec.providerConfig*: ( _required ) fE7ZFREIEEHERTZE AppVault FrERI4REE ° SFA AV H
FER3883Z "bucketName FEMEMMNEFMER o A0 FESEIENE » AAESBEFIENEM
CRIEE T2 RELL(E o Y05 AppVault CRS S HEMMHERBVEES » 552" AppVault HETER" ©

* * spec.providerCredentials*: ( _required ) E{#FERAISEIRMHEEZE AppVault FiE 2 (EmIER:E
HNBEER o

* * spec.providerCredentials.valueFromSecret*: ( _required ) RTDHEMERBEKLE o
" key . (_required ) ERHEENZBNEEHE
B L (LHE ) 83LRMENIEESTE o WEMRERNGRZERA o

* * spec.providerCredentials.secretAccessKey*: ( _required _) TFEURHEEFTARNEFEEE -
$78 * FEEL * spec.providerCredentials.valueFromSecret.name* #8%F ©
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* * spec.providerType*: ( _required ) RERMHEMDIINS > FI%0 NetApp ONTAP S3 » —fi% S3
> Google Cloud 5% Microsoft Azure ° BIEE(HE :

= AWS

= Azure

= GCP

= generic-S3

= ONTAP S3

= StorageGRID S3

C. ERLUERAMEIEAERZ % trident-protect-appvault-secondary-destination.yaml
2 .
sAEF CR

kubectl apply -f trident-protect-appvault-secondary-destination.yaml

-n trident-protect

8. 1T B1Z%E I > #1I AppMirrorRelationship CR f&2E o

fEM CR B > 5 ERA CR ZAIFEZE L B R ZER] o Trident Protect f27£fEF CLI B5A S
BENEIT ez o

431



432

£/ CR ##1I AppMirrorRelationship
a. BIHFTER (CR) #EXRMdm% (BU trident-protect-relationship.yaml) ©

RIE FHIBMK -

* * metadata.name:* (WME) AppMirrorRelationship BT &R HE o

* * spec.destinationAppVaultRef*: ( _required ) LLEMBRESBHhEE FBRHERTER
B9 AppVault 78 o

* * spec.namespaceMapping*: ( _required _) BRI EGLEMMBERTESBREAREN
CR EERMEREN a2 o

* spec.sourceAppVaultRef : (_required _) ILEXBEFEIRIFEEAIZEINA AppVault %75 o
* spec.sourceApplicationName : ( required ) ILENXBERESEEREEHAER CR BE

FHRRERENRTE o
* spec.sourceApplicationUID: (HE) IHENBEERETHBEEAIZN CR HESMNRIERERRR
LAY UID #BRF ©

* spec.storageClassName: (F] %) BEiERE A MVHEFERNATE  (HEER i BEE T 5
RIRIRIB IR EEAFAIONTAPHEETE VM o MR KIBMHETFSE » QITERFEREE LTERHT
£851) o

* spec.recurrenceRule : L UTC BEFRIFEIER AR EZHMAEHA

YAML &5 :

apiVersion: protect.trident.netapp.io/vl
kind: AppMirrorRelationship
metadata:
name: amr-16061e80-1b05-4e80-9d26-d326dcl1953d8
namespace: my-app-namespace
spec:
desiredState: Established
destinationAppVaultRef: generic-s3-trident-protect-dst-bucket-
8fe0b902-£369-4317-93d1-ad7£f2edc02b5
namespaceMapping:
- destination: my-app-namespace
source: my-app-hamespace
recurrenceRule: |-
DTSTART:20220101T000200%
RRULE : FREQ=MINUTELY; INTERVAL=5
sourceAppVaultRef: generic-s3-trident-protect-src-bucket-
b643cc50-0429-4ad5-971f-ac4a83621922
sourceApplicationName: my-app-name
sourceApplicationUID: 7498d32c-328e-4ddd-9029-122540866aeb
storageClassName: sc-vsim-2



R EEREIEANEZRE 21 trident-protect-relationship.yaml ~ s(AEF CR

kubectl apply -f trident-protect-relationship.yaml -n my-app-

namespace

£/ CLI Z1I AppMirrorRelationship
a. EII M E A AppMirrorRelationship % » WAHESEHEBBRATIRIETHE -

tridentctl-protect create appmirrorrelationship

<name_ of appmirorrelationship> --destination-app-vault

<my vault name> --source-app-vault <my vault name> --recurrence
-rule <rule> --namespace-mapping <ns mapping> --source-app-id
<source app UID> --source-app <my source app name> --storage
-class <storage class name> -n <application namespace>

Bl

tridentctl-protect create appmirrorrelationship my-amr
—-—-destination-app-vault appvault?2 --source-app-vault appvaultl
-—recurrence-rule
"DTSTART:20220101T000200Z\nRRULE : FREQ=MINUTELY; INTERVAL=5"
——source-app my-app --namespace-mapping "my-source-nsl:my-dest-
nsl,my-source-ns2:my-dest-ns2" --source-app-id 373£f24cl-5769-
404c-93c3-5538afbccec36 —--storage-class my-storage-class -n my-
dest-nsl

9. (Optional) TEEMMEE L » BEEREARAIAKRBARE :
kubectl get amr -n my-app-namespace <relationship name> -o=jsonpath
='{.status}' | Jjg

AEBEEEMESE

fEF3 Trident Protect » &R LGE SR FEARR N KIZER I BIZEE © IHBREEEFEILERREG » YEEREXTE
BiZE FELR o NRKREE FEAREREEETT > Trident Protect A IEZERRER ©

1. EBZEEE L > 45EE AppMirrorRelationship CR % (#I#0 trident-protect-relationship.yaml)

» W& * spec.desiredState* FIEEEA Promoted ©

2. fEF CRIER -
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3. EACR :

kubectl apply -f trident-protect-relationship.yaml -n my-app-namespace

4. ( Optional) TERIEBHEEAREN LRIUBIEARELE
S. ( Optional ) HEHETRRFHAIRREFAREE

kubectl get amr -n my-app-namespace <relationship name> -o=jsonpath
='{.status}' | Jjg

ENRY RHEBEERRMGR

ENMAS XS EMBUERME - MITEMETFER - RIGRFEBREXNASNTHHERER > MKE
AUt EHITHRREARE M AEERERIER -

AR B BRI R A - 1R LR o
() aosbaBEsABNERRRNETELHBEES -

55
1. B © AR L R AR AR SUAOIAR o St ATRER BB R R o

2. TBEEE L 5 4RE8 AppMirrorRelationship CR 1% (U trident-protect-relationship.yaml)
» W& spec.desiredState FIEEIE A Established ©

3. {#7FZ CRIEZ o
4 EFACR :

kubectl apply -f trident-protect-relationship.yaml -n my-app-namespace

o MNREAEBMEBE FRTEAFREIIZRFESHEBEBEARER » HREBK - AN EEREIRERRE
KEREIHFE o

REEHEL BEBEERHE

ECRMENRS BEREHERRGR - BIMERRASERRRERARER - KESTEMBE M - TRHEEE
HARE¥ B pt R RSP RV E S RE TR -

1. ERBBE R EE > MIBR AppMirrorRelationship CR © E2E 2 BV AR o NRFFAVE I EE
EEEARESE > BARERR -

2. EFIRSAIRE SRS EERIAN CR 5 » URTHBRIG -
3. EREM BN (RIEFTRES) EFBFHER AppVault CRS BITRE °
4. {ERBEIREE CR R - RERWAEE -
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REBERENERSM

ERREERGEE > Trident Protect SR EAREAREBRAEFRIE - FARFEEENORIGKFHFERR o
Trident Protect 2{Z1ERIFRARERLFELHEREIBRME - ARBREEBIBREARER

FEREERT « BEIGKIFEME B -

TR
1. ERIERE L - BIURIEIRE :
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/3 CR EIZRAIRER
a. EAKFEAERNFRERGERE -
b. 37 ShutdownSnapshot CR #£2£ :

i Y BIER (CR) HEEI&Hm% (Ml trident-protect-shutdownsnapshot.yaml
) o
i. ZE 5B -
* * metadata.name*: ( _required ) BHiJERMLTE o

* spec.AppVaultRef . (_required _) IL{EXBEREREERIEZINH AppVault
metadata.name &1L ©

* spec.ApplicationRef : (_required ) ILEXBFERFEEATER CR EREN
metadata.name ##1i °

YAML 34 :

apiVersion: protect.trident.netapp.io/vl
kind: ShutdownSnapshot
metadata:

name: replication-shutdown-snapshot-afc4c564-e700-4b72-86c3-
c08abdbe844e

namespace: my-app-namespace
spec:

appVaultRef: generic-s3-trident-protect-src-bucket-04bobdec-
46a3-420a-b351-45795e1bbe34

applicationRef: my-app-name

C. ERLERAMEIEAERZ % trident-protect-shutdownsnapshot.yaml ~:5&MH CR

kubectl apply -f trident-protect-shutdownsnapshot.yaml -n my-app-

namespace

fEF CLI Z I RATRIRIR
a. BURIHIRIR - LURIREFMENA S IERPBIE - fIgn

tridentctl-protect create shutdownsnapshot <my shutdown snapshot>
-—appvault <my vault> --app <app to snapshot> -n
<application namespace>

2. FERIRERE L - BIRIRIRSTAE - USRI IRIRAVIRAS -
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kubectl get shutdownsnapshot -n my-app-namespace

<shutdown snapshot name> -o yaml

3. ERBEHEE L > FATYIHL S * shutdownsnapshot .status.appArchivePath* BI{E » M50 ER#IEZRERIEHY
RE—E87 (1#8% basename ; S ERE—ERNGEZBRWFAEIER)

k get shutdownsnapshot -n my-app-namespace <shutdown snapshot name> -o
Jjsonpath='{.status.appArchivePath}'

4. PITAHBE > WHNVERMEEREEMIRIERE - WETTHIEE !

@ ERRBEREFNTE 2 > BB E 37 spec.promotedSnapshot
AppMirrorRelationship CR #§% 9 » I EERATE LMD ER 3 Pk ERLE

S WMITHHNRMEHEL TR ([MESEHED RIEREESRIEF] o
6. IEHBIRIRELE FEUBRERHE -
HR
HRREES » EIEEETIIEE :
s FRIAHKRFEATZR M Kubernetes BIREHEEVREE o
* MIBRFEAIEXAIKubernetes&E iR (REEPVCSHIPVs) -~ BNE]IEF{ZLERIEIRREFAFE AP ©
* & Pod itz % - EEERMIRE RBM S HEEIRAES
* SnapMirrorB &R - F B Rt E EHTFETES °
* FERTZTAY Kubernetes BRI ATIRIBER « WERRIAKRERRER L EEZEM Volume B ©
c EREUMERABEREIL
BEAREAREBEERIAFEEE

fEM Trident Protect » SR LUEBU T T RFIIEHRIERREERER HMEER)  FILRERRERG RN
TERIEH > Trident Protect EiEMERARNEERN (EWNRAY) RREKRRERRER » RAEBREERS

[ o
HRFR BT AR EE B A RIARA « WH KR TS8R

* EAHIBEARRERLS
* RmEMETERRE

@ AEMPTEERNEMRSERE > BRAESRETAHEEEEFPRRABEENER

* REERAM o
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1. T REEMRS D HEREEREMRIDR
2. JIRBREARENER AP
FFHE R R %

;&;EJLXB?EEHHUB%%’E%EQ% o BEMIREARENERAEE - SEEMEBINEARER > mEZBREEFH

1. BRIV BEZEE L > MIB% AppMirrorRelationship CR :

kubectl delete -f trident-protect-relationship.yaml -n my-app-namespace

{EFE Trident Protect BSEATET
o U RERGBNENEEEZBRARNHEEFLER 2 BB EHERER -

@ ECBERARELR > SEAEARTENFAENTHHNSHEERAEN—ERHE - MREEER
‘aiTH > AEEERFERESNIT

BINRERIEE

HEHHTMIERMNTHRMREBREE » EIUBBCHENGERRERIE -

BREF—(ExRE
EEREARNENIF—ERE  BRIRRXHEN AP EERIF—EEE o
55
1. T FHIE—

8. "HITRA" o

b. "EI " o
2 ER—ERE L - RERINRRBRABATIE > FHTFHIRP—E :

8. "HERIRERER o

b. "HEEERER" o
EHRETERE

LEFEARENENIFTENEZE BITERERRE) » FEREEELEIHDR @ ABBEHEOERIIAENE
£ o AR FEBIZEEE FEZE Trident Protect ©

()  cEauERETEEEZBEBRERRR SnapMiror 5" -

TR
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1. EIEG o
2. $EHEE O B MM E LR OIS 10 2 M GE77 7 B9 AppVault CR o
3. FEEMOHEE I EOEEER > o

AR —ERFENBEES — (AR
TRILBER BHIERE B RFHEER - RERAREAR—ERFEEN BB S —ERFER

BN (HE25R CR BRI ZE)

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotRestore
metadata:
name: "${snapshotRestoreCRName}"
spec:
appArchivePath: "${snapshotArchivePath}"
appVaultRef: "$S{appVaultCRName}"

namespaceMapping:
- destination: "${destinationNamespace}"
source: "S${sourceNamespace}"
storageClassMapping:
- destination: "${destinationStorageClass}"
source: "S${sourceStorageClass}"
resourceFilter:

resourceMatchers:
kind: Secret
version: vl

resourceSelectionCriteria: exclude
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£/ CR Z[RIRER
HER
1. B B5]ER (CR) #ZREI&H%A trident-protect-snapshot-restore-cr.yaml ©

2. EIEBIIHNERP > RETHIEBMYE
° * metadata.name*: ( _required ) LEEFTERENSE ; ATHIRIEEEE—BSIENRE o
° spec.appArchivePath : 7 AppVault PREFIRBABHERE o e LUER Tt RSHULRE

kubectl get snapshots <my-snapshot-name> -n trident-protect -o
jsonpath="'{.status.appArchivePath}"

° spec.appVaultRef : (_required _) EFIRRASH AppVault &5 o
° spec.namespaceMapping: ‘ERIFEMN IR L TEMBEE BRItz o URIRHPIEH

BVt my-source-namespace " # ‘my-destination-namespace °©

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotRestore
metadata:
name: my-cr-name
namespace: trident-protect
spec:
appArchivePath: my-snapshot-path
appVaultRef: appvault-name
namespaceMapping: [{"source": "my-source-namespace",

"destination": "my-destination-namespace"}]

3. HE  MRERFEENEERNEARNFEER » FMEERREDE » UE S RCARERE
HEIR

° *resourceFilter.resourceSelectionCriteria : (Ef#EEFREE) FRY “include or exclude B S EHEFRTE
resourceMatchers FEZRNER o Fil T ERELE TEZ2H - UEREMWALBRHNER :

* resourceFilter.resourceMatchers : —#H resourceMatcher ¥4 o M REIFULIEY | FEH S
EcE > efMELEEHEA OR /% > MEEE (B » B8 > RE) AR ZEEE A AND

fE% o
* resourceMatchers[].group : ( Optional) EEHERNZREH
* resourceMatchers[].cher : ( Optional ) EEmEMERELE o

* resourceMatchers[].version : ( Optional) EEnEMERRZ

* BEFEZ EIRH Kubernetes metadata.name ##{IHHY * resourceMatchers[].names* © (
Optional ) %78 o

* BEFIEZ EIRA Kubernetes metadata.name {1 #Y * resourceMatchers[].names* : (
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Optional ) #n%4aZEfE o

* BERY Kubernetes metadata.name #{iiFFEY *resourceMatchers|].labelSelectors * © (
Optional ) Label ZEENAFF & » WIHFFTEZR "KubernetesSZ " o BN

"trident.netapp.io/os=linux" . °
fgn
spec:
resourceFilter:
resourceSelectionCriteria: "include"
resourceMatchers:

- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]

4. ERLUEREMBEBEAERZRZE trident-protect-snapshot-restore-cr.yaml * BEMACR

kubectl apply -f trident-protect-snapshot-restore-cr.yaml

£/ CLIZRIRER
TR
1. BRBIEREAENGRZER » LURIBEFE RS IERTHE -
° snapshot " 5|BEEEAN R TZRMIRBLTE <namespace>/<name> ©
° It namespace-mapping 5| BfERAUE RO RV RZER » MAETURIRIR i 2 = EH R E IEFER

Bethesa =M sourcel:destl, source2:dest2 °

fugn

tridentctl-protect create snapshotrestore <my restore name>
--snapshot <namespace/snapshot to restore> --namespace-mapping
<source_ to destination namespace mapping>
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2. REBEADERT

3. MITHRMATHS

4. JITHEO B
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f#H CR

HER
. BIUB:TERE (CR) HERIEHES trident-protect-hook. yaml ©

- REMUT BT EERITrident Protect IRIBMFRERE -
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° * metadata.name*: ( _required ) IEEFTERINEGTE ; AENIRIEEER —H SIELTE
° SPEC.applicationRef : ( _required ) EHITHITIHENERIER Kubermnetes %78 o
° *spec.Stage * . (_required _) —EFE 5 iI5HEITHI O EESIERARIBITRORSEL - AISE(E -

- R
" BEX

° spec.ACTION : (_required _) F& > RIHITIREMRRINGITE) » AR IEE N EAHITRE

ERSERIFEREABTT - RIAE(E :
= Snapshot
- 1h)
T AEEE

° spec.enabled : ( Optional) FRRILHITHIEEZERARERA « IRFKIETE » AIFERES true

o

° spec.hookSource : ( _required ) BE base64 ##hE hook 5L HEIF R o
° spec.timeout : ( Optional) —EEF > ERATHITEAITHRE UPESREN) o &/

87431 D88 > NRKIETE > ERER 25 DiE -

° spec.arguments : ( Optional) YAML 3|BUEEE > BRI UARITIHESISE ©
° *spec.mmatchingCriteria : ( Optional ) EZEMMNFHEIRERCEHEE > SERHAMRBNITHEE

EhiEes o BEFITHORZ FIHRIE 10 (EERESS o

° spec.matchingCriteria.type : ( Optional) BB HITH $EFEISLERIMFF o AJRE(E ©

= Containerlmage
= ContainerName
= PodName
= PodLabel

= NamespaceName

° spec.matchingCriteria.value : ( Optional ) B ITHOEFRENFRIRAEER -

YAML 56 :



apiVersion: protect.trident.netapp.io/vl
kind: ExecHook

metadata:

name:

example-hook-cr

namespace: my-app-namespace

annotations:

astra.netapp.io/astra-control-hook-source-id:

/account/test/hookSource/id

spec:

applicationRef: my-app-name

stage: Pr

action: S
enabled: true
hookSource: IyEvYmluL2Jhc2gKZWNobyAiZXhhbXBsZSBzY3JpcHQiCg==

timeout:

e
napshot

10

arguments:

- FirstExampleArg

— SecondExampleArg

matchingCriteria:

type:

value:

type:

value:

type:

value:

type:

value:

type:

value:

type:

value:

type:

value:

containerName
mysqgl
containerImage
bitnami/mysqgl
podName
mysqgl
namespaceName
mysgl-a
podLabel
app.kubernetes.io/component=primary
podLabel
helm.sh/chart=mysql-10.1.0
podLabel
deployment-type=production

3. FEELUERMEIRA CRIEZRZ%E » FEMCR

kubectl apply -f trident-protect-hook.yaml

fEFACLI
WER

1. B 3THN - BURIRE A IESRRAYE - flY0
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tridentctl-protect create exechook <my exec hook name> --action
<action type> --app <app to use hook> --stage <pre or post stage>
--source-file <script-file> -n <application namespace>

FEIHITHI

TCRIUFERITHLOETTAR - NBEHRERFZFHENN TN - CEEREHEE - EESMEHEIR
» AREF BT THNG o

FENTHNBIMEREDER

1. BUBRER » WEERIETERER > UHERBNNITUE
2. 7EfEG EBITRITHENG
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T BUERRBN
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fEFA CR
HER
1. B BE5]ER (CR) #EEI&HE% trident-protect-resource-backup.yaml °

2. HEUTEBMUFEERTrident Protect IRIEF1#ERE -

° * metadata.name*: ( _required ) IEEFTERNGTE ; AEHNIRIEEER —B SIELTE
° spec.applicationRef : (_required _) ERIEREHHIEATEI Kubernetes 518 ©
° spec.appVaultRef : ( _required ) H#EH(HDASH AppVault &F o

° spec.appArchivePath : F#ZHEDRAR AppVault RERERIE o R UERA TGS KEHIE
BRIR :

kubectl get backups <BACKUP NAME> -n my-app-namespace -o
jsonpath='{.status.appArchivePath}'

YAML &34 :

apiVersion: protect.trident.netapp.io/vl
kind: ResourceBackup
metadata:
name: example-resource-backup
spec:
applicationRef: my-app-name
appVaultRef: my-appvault-name
appArchivePath: example-resource-backup

3. WL EFEMEIEA CRIEEZ% » 5AEM CR !

kubectl apply -f trident-protect-resource-backup.yaml

fEFACLI
HER
1. BB  UWISIRIBNE RBCIESR P AYE o §lan -

tridentctl protect create resourcebackup <my backup name> --app
<my app name> --appvault <my appvault name> -n
<my app namespace> —--app-archive-path <app archive path>

2. EARBHREE - CEIUERERALEG G > BEEFETHAALL



tridentctl protect get resourcebackup -n <my app namespace>

<my backup name>

3. FERHEMAT

kubectl describe resourcebackup <my backup name>
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fEFA CR
HER
1. B B5]ER (CR) #EERI&HHA trident-protect-hook-run.yaml ©

2. HEUTEMUFEEMTrident Protect IRIEF1#ERE -

° * metadata.name*: ( _required ) IEEFTERINGTE ; AEHNIRIEEER —H SIEALHE

° SPEC.applicationRef : ( _required ) BEFRILENSEELE 1 PELHN
ResourceBackup CR FEFTER &5 o

° spec.appVaultRef : (_required _) FEMFRLETESEETIR 1 PEIL
ResourceBackup CR B9 apVaultRef

° spec.appArchivePath : FE{RILEEGIEDER 1 HIEILH ResourceBackup CR HRY
appArchivePath £ ©

kubectl get backups <BACKUP NAME> -n my-app-namespace -0
Jjsonpath="'{.status.appArchivePath}'

° spec.ACTION : (_required ) F& > RHITIRBAFREAIITE) > ATREIEEEAHR
TIREERERFEREARTT - AJREE -

= Snapshot
- 1h)
T BEERE

° *spec.Stage * . (_required _) —fA¥ & > I5HFITHMIEESIERARFAITRIBSER o tEHME
RS EEAEAMPSEITHNY © AIRE(E !

- B
" BEX

YAML &4 :

apiVersion: protect.trident.netapp.io/vl

kind: ExecHooksRun

metadata:
name: example-hook-run

spec:
applicationRef: my-app-name
appVaultRef: my-appvault-name
appArchivePath: example-resource-backup
stage: Post

action: Failover
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3. EEUUIEMMEIEA CRIERZE P FEACR

kubectl apply -f trident-protect-hook-run.yaml

fEFACLI
1. B FEHITRERITEK :

tridentctl protect create exechooksrun <my exec hook run name>
-n <my app_ namespace> --action snapshot --stage <pre or post>

-—app <my app name> --appvault <my appvault name> --path
<my backup name>

2. BEHPITHERITAGREE - LIUEERITIEH S - EEFETHAALL

tridentctl protect get exechooksrun -n <my app namespace>
<my exec_hook run name>

3. 551BH exechooksrun ¥ U E B RALHAERIAIES ©

kubectl -n <my app namespace> describe exechooksrun
<my exec hook run name>

iP5 L3 Trident Protect

MREERSBIRAREISTERESR ° PIRERE#FRTrident Protect Jof4 ©
EEPRTrident Protect » BT RS o

SER
1. MIBRTrident Protect CR t£28 :

(D) 2506 REBIATRELSE -
helm uninstall -n trident-protect trident-protect-crds

2. #FRTrident{R:E :

452



helm uninstall -n trident-protect trident-protect

3. #B4&Trident Protect 44253 :

kubectl delete ns trident-protect
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TridentfITrident Protect &%

IRAIATE IS B4R B — LR EMINetApp TridentfTrident Protect ZBT&4K -

Trident 2%
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* 2024F7H8H : " NVMe/TCP £ Amazon EKS EARRA I CEMAEXFERAONTAPIERE"
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* 202446118 : "ONTAP{EZ OpenShift FE ARG MRVEBIRTFH"

Trident Protecti&®

* 2025558168 : "FlIATrident Protect MIRiE % i FBIRE A HIFERNBEE - LUETTKEER"
* 2025585816 : "fEFNetApp Trident Protect #1T OpenShift B L S EE1ER"

* 2025958138 : "{FMTrident Protect BN B REITHIZLERBRE"

* 202555890 : " Trident Protect 1181 #F E#HEE Kubernetes FEFFET"

* 202554830 : "Trident Protect 7+4k : Kubernetes 1854 {Rz&EL S SH1SR"

* 2025 £ 3 B 13 H : "HEAR OpenShift E##E VM S8 —E (BB R(EE"

* 2025 £ 3 A 11 B : "M NetApp Trident # GitOps LR E AR ERRE"

* 2025 3 A3 H :"Trident 25.02 : U< ABRERFIHAEIRF Red Hat OpenShift A25&"

* 20255181508 : "EEEN4ETrident Protect B A B HEEUES"
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Error: could not import volume: volume import failed to get size of
volume: volume <name> was not found (400 Bad Request) command terminated
with exit code 1.
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kubectl patch torc trident -n <namespace> --type=merge -p
'{"spec":{"debug":true}}'

EEEMENFTA Trident Pod ~ AISEREHF IR o oI UEE#HE kubecll Get pod - n triident]
R TEEe) AR o

¥R Trident 20.07 #1 20.10 > 55FA tprov & “torce
EBHelm—iE% 4t

helm upgrade <name> trident-operator-21.07.l-custom.tgz --set
tridentDebug=true’

LR AR

./tridentctl uninstall -n trident
./tridentctl install -d -n trident
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FEENPTE © A Mridentctl update backend) EFTRIHE N SR EITrident pod ~ # FIEIELEREIRE ©

* NRER[IAITRRIZEE Trident with DockerREBZI#EPRRIRE ~ FEE SR T-in cluster =fals'] HEIZHRZE
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* A Tuninstall2&<uninstalling Trident >1 RIERITRBEREITHIE - RIFFER ~ I8 B AR R Trident
FREVHZREKE » BMEERITHRIMES R EMBRLERBREE o

s NREBEBFRBEZERRA Trident ~ 3HAHIT tridentct]l uninstall EETridentf5p % o TR
"TridentiRZs" MEAAZEE tridentct]l install Bp% ©
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tridentctl logs -1 trident-operator

BHETrident@ HF A 2AYCH A LUEHEREFRTE © HlU0 ~ Hh— (AR A sER E A mRIRIE P A i E SR EEY
PREBRI S B3MRME o

EERETridentZEELKRRE - KEZER TridentOrchestrator] AREE o

kubectl describe torc trident-2

Name : trident-2
Namespace:

Labels: <none>
Annotations: <none>

API Version: trident.netapp.io/vl

Kind: TridentOrchestrator
Status:
Current Installation Params:
IPvVG6G:

Autosupport Hostname:
Autosupport Image:
Autosupport Proxy:
Autosupport Serial Number:
Debug:

Image Pull Secrets: <nil>
Image Registry:
k8sTimeout:

Kubelet Dir:

Log Format:

Silence Autosupport:
Trident Image:

Message: Trident is bound to another CR 'trident'
Namespace: trident-2
Status: Error
Version:

Events:
Type Reason Age From Message
Warning Error 16s (x2 over 16s) trident-operator.netapp.io Trident

is bound to another CR 'trident'
LR R REEFEEANR L Tridentdy TridentOrchestratory © B E{EKubernetesi&= & R EHE —{E Tridenti 1T
852 « At EEETRERETEMIEERERFEE—ETEIIANERS MMridentOrchestrator] ©

ESh ~ ERE Trident PodRUARRE ~ BE GISHES AR ERRIER ©
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kubectl get pods -n trident

NAME READY STATUS RESTARTS
AGE

trident-csi-4p5kg 1/2 ImagePullBackOff 0
5ml8s

trident-csi-6f45bfd8b6-vfrkw 4/5 ImagePullBackOff 0
5ml9s

trident-csi-9g5xc 1/2 ImagePullBackOff 0
5ml18s

trident-csi-9v95z 1/2 ImagePullBackOff 0
5ml8s

trident-operator-766f7b8658-1dzsv 1/1 Running 0
8ml7s

TRAILUBEREE ~ AN KEN—HZERR[RE « FrlPod A2 4IA1E ©

EEMRAILRIE - [CEZ4REE TridentOrchestrator) o & ~ EtATLUMIBR [TridentOrchestrator] ~ A&

PRER R ERERKEIIMNES

{ERAIIEY Trident 2f2& tridentctl
%7 BB ISHR B RIREFRTE ~ BRILUER T-d1 SIBBERHITEERER - EZREEEER  YiRBICHEAERERr
T

./tridentctl install -n trident -d

TERRILEREZ 8 ~ G DUKRER TS BBIE RS « AR BRMIT lridentctl instally < :

./tridentctl uninstall -n trident

INFO Deleted Trident deployment.

INFO Deleted cluster role binding.

INFO Deleted cluster role.

INFO Deleted service account.

INFO Removed Trident user from security context constraint.
INFO Trident uninstallation succeeded.

=2 Trident 1IZ B/ ERAB
AT SE2 bR Trident MIFAAREIMNEFRERXRE ~ UBABEANBETEIR ©

(D IEBNEERIAEIR o FRIFERBRMEE Trident ~ [RIB7NEEM - EBEEABHREAR KB
B FARRRZ S Trident "#FRZ2 %< Trident” ~ 5526 ©
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TridentZE&F
EEMERZE Trident ~ MfER Trident I2{EEREBBFEAERA

kubectl patch torc <trident-orchestrator-name> --type=merge -p
"{"spec":{"wipeout": ["crds"],"uninstall":true}}"

g
= BIZFR 2L Trident LA Helm B2 BREFEERA

oft i

kubectl patch torc trident --type=merge -p
"{"spec":{"wipeout":["crds"],"uninstall":true}}"

<code>tridentcti</code>

AR ERAMIRRE Trident B2 BIREFRERA  FHITUTIER tridentctl

tridentctl obliviate crd

7£ Kubernetes 1.26 EfFF rwx [RIEEIRAFZZTZMERF - NVMe S1E5IEDERKB

WMRIEHITHE Kubernetes 1.26 ~ AIEFA S rwx [RIEEIREEZ MY NVMe / TCP B ~ BiELARFRE I AE
R o T EFIRHBIENEREIRHE o E ~ BRI Kubernetes AHERE 1.27 ©

EMFRer% =R Pod

BE B Trident SEERZER (NVMe FEHIRE) MIINZE Pod BIZA) o MNREERERE ONTAP &infERen
2ZEM -~ AEERMER Pod 2% ~ BUHEFREFER{E - KEATERE Kubernetes FESHEMINAE

EIFEFETE
WMERENRE EEERHE IR E (WEINZaRER) ~ ARBEMES -

$J#H dataLIFs

If you block (or bring down) all the dataLIFs of the NVMe Trident
backend, the unstaging process gets stuck when you attempt to delete the
pod. In this scenario, you cannot run any NVMe CLI commands on the
Kubernetes node.

. EFEsETH
FAEX dataLirs LUBIRTEEEINAE o
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If you remove the "hostNQON' of the worker node from the corresponding
subsystem, the unstaging process gets stuck when you attempt to delete the
pod. In this scenario, you cannot run any NVMe CLI commands on the
Kubernetes node.

. AIFELE T
FZ “hostNON' R[E]FHHA ©

ETaEAR A “v4.2-xattrs”FF > NFSv4.2 AR IRTEFH4KONTAPR IR S “EMN S8
FH4RONTAPE » NFSv4.2 AR ImEE S NFSv4.2 EE B AEERE MENB8 $8:R B v4.2-xattrs

SVM ERENFEEZIETE o R ERNE v4 . 2-xattrs BB FHARZEONTAP 9.12.1 ESHRZA » FERILEIES
ERA -

&

NetAppIAZi&75 T\ 52 & Trident » TFIZFEAREHREENEE BEIIRIETR ~ FIINIHE
(KB) XEMAMESE °

o

Trident 2124 miEHA
Trident BiRIBEHIRASIZME = ERBRHIZIE o BB "NetApp HEEIR AL ETE" o

TETIE

Trident BE1THERE 12 (BB NIRHTERE -
BRXZE

Trident H3{THHAEE 13 & 24 AR NIRHEBEXIE -
BHEZIE

Trident X BEE1THHEAEE ~ 121 25 & 36 A BIRRZ ©
hR 7 TEXE BREXZE BEXE
"25.10" 2026 &£ 10 B 2027 £ 10 B 20284F10H
"25.06" 2026 F£6 B 2027 £ 6 B 2028 F£6 B
"25.02" 2026 £ 2 B 2027 £ 2 R 2028 £ 2 H
"24.10" — 2026 £ 10 B 2027 &£ 10 B
"24.06" — 2026 £6 B 2027 £ 6 B
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"24.02" — 2026 £ 2 A 2027 F£2 A

"23.10" — — 2026 ££10 A
"23.07" — — 2026 £ 7 A
"23.04" — — 2026 £ 4 B
"23.01" — — 2026 £ 1 B
BIZiE

INEERHHHR B MNTEBE > 55 "NetAppHliE (FEEA) "8 -

B

BN EE—ERRENNALSREAELEE (EIE Trident FHZEAL) "FHER" - ERTIRHEZRZMR—
ARfERE ~ WSS RIE & R R S SR ABRE £ BRI 7T -

NetApp F1iisz1E

UNEE Trident BYEREA ~ sBEAEI ZIRIRFF4HS tridentctl logs -a -n trident » WAEHEXEE
NetApp Support <Getting Help> °

HEVSBEZE
* "Trident &EjR"

e "Kubernetes Hub"
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EABERE Trident AR BBV EZIE o

Trident EiZiE

Tridentf# A FHEZIRIE Kubernetes AIERETTE :

EFIR B8

8443. BiIHBEHTTPS

8001 PrometheusE1Fimah

8000 Trident REST{EAR2S

17546 TridentBUH REE M FRERBEE/BEEFRIHEZE

@ TAIUERER R EREEEH /B EERHIERIR --probe-port HER o EHAFERD TIEHD
Bl _ERYEL A2 Fe b SR (SR A LR ©

Trident REST API

#HIAZEL Trident REST APl BEENREGEN A ~ B tridentctlin S AEE" R UREER
1 ERHERIRES

A5 {FFEREST API
REST API 5B TEIE Kubernetes ERZ A {ER Trident A1 —HE(INERVERS 224 ©

*%T?ié STEWFNL M  7£ Pod REITEE « Trident REST APT FERREPR&IZ localhost c EEE T IITA -~ (&
ETH Pod 4HAEEEE Trident BY “-address' 5| &k o

{EFAREST API

BRAUEIFARELE API BURA > :BEIE debug (-d' 1E58 © WIFHFFME ~ 38 "/ tridentct! EIE Trident"2/ o
APIREERANT :

B8

GET <trident-address>/trident/vl/<object-type>
5 HEZFa R IFR B UMY ©

GET <trident-address>/trident/vl/<object-type>/<object-name>
BSn R Y HeVsEEE R o
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tridentctl.html
tridentctl.html
tridentctl.html
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tridentctl.html
tridentctl.html

fex

POST <trident-address>/trident/vl1/<object-type>
B RENYHE -

<

* EBE Json4HAE

Jim by

7RI - BRASEYMHRERIRMS « 55" tridentctl EIE Trident"263 o

* MRV ELREE  TASEMTE : RinGERREYMN - MAMAAEYH AR S EERERR -
il

DELETE <trident-address>/trident/vl/<object-type>/<object-name>
MR REIR ©

@ BB IR o A TZ AR BB VAR B AR B TE1E ~ B RIMIBR o WNEEFMAE
tridentct! EIE Trident"&/ o

R
Easgdlv= 2

Card

Trident & Trident Orchestrator R tE{E <7328 o &) LU S LEETE KA

ZINERE o
sCEk
-debug
ERFARREEEAIL o

-loglevel <level>

AT

RECIEER (E5E Bl - EE5 852 &E) o BARASHM -
Kubernetes

-k8s_pod

ot\as2

fEFALEETREY -k8s_api server MARIFKubernetesz1% ° R LEEE {E TridentfEFA A= Pod
BIKubernetesRFEIR P E0EE « SREHARAPIEARES © 5 R A B TridentfEKubernetes#&Z &£ U PodFs 1T ~ B
ERBRBIRE R A ZEE -

-k8s_api_server <insecure-address:insecure-port>

fEFALEEEIASY -k8s pod I Kubernetes 1% o IRIETE * Trident BEMIRMHIR LR AIUEAERE

18\ B4 FRKubernetes APT{ARRES o WIUE—3R v Trident FABEZRETE pod ZAMN~BEERZIEE apT
FAIRBBHNAZRELR - EELZLELR  SAEABEEN Pod HEZE Trident

"-k8s pod °
Docker

-volume driver <name>

Bk Docker SMEMET B {FE FARVEESNFZ TN 48 © FAERA netapp ©
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-driver port <port-number>

RESILEERHIR ~ MIF UNIX ARIE AR o

-config <file>
WE ; UAEERIGERRESRARE

*rE

-address <ip-or-host>

$57 Trident B9 REST {alfRESFEFZEEMI(iIHE - FEEE Alocalhost © E{85Zlocalhostilli fEKubernetes Pod A EREL
170F ~ HEEIEPOodIMNFEIZFEXRESTAE © M -address "" AJZEREST/ T E¢Pod IP{iit7ZEY ©

@ Trident REST/ EAI 3% € A 1652 ~ (EEAMN127.0.0.1 GERMRIPV4) 5[:1] GERARIPVE) o

-port <port-number>
187E Trident B9 REST {RAR 23 FEIZESRVEIRIR - TARRA38000 ©

-rest

EXFE REST 7Y@ ° F8s&Atrue ©

KubernetesHTrident {4

R LUBEEENA B AEEYMHE ~ FAREST APIELKubernetesFI Trident &

&) o Kubernetes&aTrident ~ TridentédStorage + KubernetesEd #1751 2 BB & {EERY)
5~ 2RIZ E1FﬂZF'a‘iE’JE§1? HhaLyit 25 8Kubernetes BT IE ~ HtHRI2E
BTridenti&TEIR o

M anEiRItE B & ?
By - MENEBERSEEREEH AN - REEBENAEAFEREEKubemnetes(FRAENE—RHEEXK !
1. FREEEIL—E MPeristentVolume Claim) ~ BEXRAZMEIES JAiRERIKubernetes orageClass) A
K4S E A/ NBIFT TPersistentVolume]

2. Kubernetes ltorageClass) BI#&Tridenti#iBAEE REERER « U8 S0 & M TridentdN a2 E KAVEER
EIFRLE VolumeI 28 -

3. TridentEFHCH M#FH ~ HRBARRABMEEMIREN M M M#EFE 85 -

4. TridentZEAERTHY R In L AL Bf#TFRME - MR MEYIH | Kubernetesfy PeristentVolume] ~ &
FFKubernetesifal=1k ~ #E K EEIEVolume ~ LUK Trident{REE [PeristentVolume EIEBMRH#EREZME

RE{%&AIVolume ©

3. Kubernetesi## TPeristentVolume Claim ZE45Z|#HY PeristentVolumel ° FEMITAVERIEM E - &
S PeristentVolumeBy TPeristentVolume Claim) #&HIPod

6. (FREFEAISATridentd 'Volume SnapshotClass) EITIRARIKA EHHAEREY TVolume Snapshot) ©

7. Trident& 52 PVCIERABIRVIEIEE ~ WMEHBIREIIHIEERE - THEEIL MVolume
SnapshotContent]  }¥§mKubernetesf{alz8 Bl {RER o

471



8. FEAERILUFER Volume Snapshotl EAKRIKIEIL PeristentVolume Claim] ©
9. TridentZ & BIFFEAIIRIR « WEITIEIL PeristentVolume) # Volumel FRAERIIBREIZER o

T — SR ubernetestI « FFRAR RN " EHAEE" Kubernetes X #EHI—H -
Kubernetes PersistentVolumeClaim #F

Kubernetes PeristentVolume Claiml ¥ 2Kubernetes®&ZEFAEFTIRHAVHETFEX

BRTIREERIE Z 50 ~ Tridenti&RIEEAEIEE FoIVolumeEEMIcE « UBR R RIRARPRENTERE !

iz Volume#EIE SIEHEREIFE
trident.netapp.io/fileSystem EERR ONTAP-SAN -+ solidfire-san

» ONTAP-san#&# 8y
trident.netapp.io/cloneFromPVC cloneSourceVolume ontap-nas * ontap-san ~ solidfire-

san ~ azure-netapp-files * ontap-
san-economy

trident.netapp.io/splitOnClone 43%,0nClone ONTAP-NAS * ONTAP-SAN
trident.netapp.io/protocol HEIHRE £
trident.netapp.io/exportPolicy B =a ONTAP-NAS » ONTAP-NAS-4X75
EJ « ONTAP-NAS- Flexgroup
trident.netapp.io/snapshotPolicy Snapshot[RH| ONTAP-NAS ~ ONTAP-NAS-4&%5
B « ONTAP-NAS-flexgroup
~» ONTAP-SAN
trident.netapp.io/snapshotReserve  SnapshotfR & & ontap-nas ~ ontap-nas-flexgroup
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e ~ ontap-nas-flexgroup ~ ontap-
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WMREIVPVAE MR EIUEREA - BIEPVEELEF (FREMEREMIBRPVCE) - TridentZ [EERHHBRPVAIH
F3Volume ° SNRMIBRENELREK ~ TridentZi§PVIZERAEHK ~ MEAEHZIEE « AEIRIIHFHMBEPVALE ©
MEPVEA M+Retain +1 RA ~ TridentZAIEE ~ MERRZAAKEIES ZEKubernetesfBIREITHIE « LUIETE
BIRZ AER IR THIEE o 55IEE ~ MIBRPVIEAEE K TridentfllBRE ik Volume © EFEZEFAREST API

( Ttridentctly ) H&EBERR o
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Tridentt13@f# cloneFromPvC #l splitonClone EBITEARBIMIGE o AT UAFERABELEFERIER PVC - M
mEER CSIEE -

MUTR—EgHf . MREAEECRKE—E%% Tmysql"BIPVC,BIERE AU
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& ERTENENENEEERNIMITFEREBEERIRIE - UKBEBOHNER - MIEONTAP 2@t
HNetAppigtRIHEIFEK

° sample-input BEREZ AR TridenttIPVcE ZEfl o 2R MAEUSEL Trident Volume MHEARNZ2EMERE
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Kubernetes PersistentVolume ¥4

Kubernetes TPersistentVolumel #{4&RKubernetesZ£En] HMIEETZRE c EMNA BRI FEH EPodE
R o
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Kubernetes StorageClass ¥4

Kubernetes®y ltorageClass) ¥ 2U&FBE PeristentVolume Claims) H3§7E « U—HABKEEH1FR
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: <Name>
provisioner: csi.trident.netapp.io
mountOptions: <Mount Options>
parameters: <Trident Parameters>
allowVolumeExpansion: true

volumeBindingMode: Immediate
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san
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Kubernetes B4
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete
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apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshotClass
metadata:

name: csi-group-snap-class

annotations:

kubernetes.io/description: "Trident group snapshot class"

driver: csi.trident.netapp.io
deletionPolicy: Delete
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apiVersion: <version>
kind: ResourceQuota
metadata:
name: trident-csi
labels:
app: node.csi.trident.netapp.io
spec:
scopeSelector:
matchExpressions:
- operator: In
scopeName: PriorityClass
values:

- system-node-critical
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