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Trident for Docker
2B Y Fo R R

A RSTE E 1 Rk E W B2 BVERIBE Fo R ~ 7 BEEBZE Trident o

* RCHIERE N GFRARY "FK" o

fox
B

3

* FESDITZAIDockerhR AR 37 4% o MNRIEHIDockerhRASIBEF « "2 4EEEH#"

docker --version

* FESE L BEREW R EEAIRE SR EM o

NFST A

ERFERANSTREZENFSTA -

RHEL 8.X E

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

(D) 2ENFSTAZ® - AEMABITEEE « LUBSISRIREHI

iSCSITH

ERBERARIEFER RN RLEISCSITA -

ERRREENRE -
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RHEL 814 £
1. ZRTINRGEN

sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-
mapper-multipath

N

. ¥ &Eiscsite-initier-utilshk 4~ & 236.6.0.874-2.el7e{ EHTHR S ©

rpom -gq iscsi-initiator-utils

3. KRBT !

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf

4. BAZERK:
sudo mpathconf --enable --with multipathd y --find multipaths n
(D FE{RTE"default" ($832) TF"etc/multipath.conf"&&"fappe_multipaths no" ©

5. BRIEITHIR" iscsid"F"multipathd" :

sudo systemctl enable --now iscsid multipathd

6. EYEMEEE) TiSCSly

sudo systemctl enable --now iscsi

Ubuntu
1. RETIRHREN -

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools

scsitools

2. 1B RN ISCSIRRAEE 42.0.874-5ubuntu2 + 10 EHARAS (GEAREEEKR) 5(2.0.874-
7.1ubuntu6. 1 EFRRAS (GERNER)



dpkg -1 open-iscsi
3. BimHRATFE :

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.cont

4 MAZERE:

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EOF

sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ FE{RTE"default" (§8:R) TF"etc/multipath.conf"E1 & "fappe_multipaths no" °

5. FEIREBUBL#IT Topen-iscsiy M MERETH)

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service

sudo systemctl status open-iscsi

NVMe TH
ERBERANEIEERAMIIGLRELE NVMe TA ©

* NVMe FE RHEL 9 S{E#fhRZs ©

@ * YR Kubernetes EABEAIIZORRASKEE ~ B NVMe EHEZARERIZOIREA « SR RERH
fEA NVMe EHAF ERERIZ O NR A ER#T A —1E ©



RHEL 9.

sudo yum install nvme-cli

sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli

sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

FCTHA
ERFERANMTREEKFCIA -

o &h

E{EAIEHEC FC PV $11T RHEL/Red Hat Enterprise Linux CoreOS ( RHCOS ) HYT {EERELHE > 357E
StorageClass HF#57E discard mountOption EITARERZERIEI - 5526 "Red Hat sRBASZ{4" o
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RHEL 814 £
1. ZRTINRGEN

sudo yum install -y lsscsi device-mapper-multipath

2. MAZERE:

sudo mpathconf --enable --with multipathd y --find multipaths n

@ FE{RTE"default" (§8:R) TF"etc/multipath.conf"E1 & "fappe_multipaths no" °

3. FEE “multipathd #1179 :

sudo systemctl enable --now multipathd

Ubuntu
1. ZETIRREN -

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools
2. YA ERE

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EOF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

(D FE{RTE"default" ($832) TF"etc/multipath.conf"&1&"fappe_multipaths no" ©

3. BETE “multipath-tools’ BRI IETE#1T ¢

sudo systemctl status multipath-tools



02 Trident

Trident for Docker R E1ZEAE Y NetApp FFFSH Docker £RERAES - ©BXEN
HEFAE I DockerFMNHEFE RS ROCEHEIE « WIRMHZE « A ERKHIEEZSF
4o

Trident BV Z B TEREPTUARRER —SPEH_E8TT - SrRREGESERERANEEER « Mo 8

5] Dockert#fik & Fr{E AR TR o

2R EERTRIE - FEICHEN G RIGMFZ%  BNAJRIEEIZE Trident o

DockersEESMIER A7E (1.1/17.03 R BT ARAS)

FIsAZ Al
MR EFAHIFEE /5 5P (ER Trident pred Docker 1.3/17.03 ~ M SL(ELE Trident 12F ~ 78
B EHENEN Docker 155 - BEAFEINIMEN S E ©

1. FIEFFERITHRBYITIERS :

pkill /usr/local/bin/netappdvp
pkill /usr/local/bin/trident

2. EFfiEREIDocker ©

systemctl restart docker

3. BT LB ZEDocker Engine 17.03 (£#11.13) SE#HARZ o

docker —--version

YNRICHIRRASIBIT « "LESER LR o

1. BT AAREAENTHEE FHEEIE ¢

fconfigl : FTERIEZELTES lconfig.json) ~ BIERIUEREAILE - REEEZELEREE §
configy 3EIEBRNA] o AHAEREMAZBNIIR AL Tetc/netappdvpl B &R ©

° SCERER  fEECERER ( Tdebugs ~ Tinfoy ~ Twarny ~ TfiRzZE) - [fataly ) - FARER &

sy o
Debugl : IEEBEENF{ETEECER o TEREAR o MR Atrue ~ B ZEMRECERBLR ©
i EITAHREREAINIE -
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sudo mkdir -p /etc/netappdvp

ii. 32 I74AREAE

cat << EOF > /etc/netappdvp/config.json

"version": 1,

"storageDriverName":

"w

ontap-nas",

"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQOF

2. EFAEEIMNIERAREE Trident © 55

X

1R
ZAnY

FERNIMIMETIRZS (xxx.xxx.x ) B <version> °

docker plugin install --grant-all-permissions --alias netapp

netapp/trident-plugin:<version> config=myConfigFile.json

3. FYAEM Trident IEREM RGP IHFERTFRE

a. @ire% lMirstVolumes BYVolume :

docker volume create -d netapp --name firstVolume

b. A SIENENRFEILTEEZ Volume ©

docker run --rm -it --volume-driver netapp --volume

secondVolume:/my vol alpine ash

c. #8F&Volume TfirstVolumel

docker volume rm firstVolume



B4 7% (1.12hREE R hRrES)

Faﬁ#“Zﬁﬁ
1. FBREEEESBDocker 1.10 R EHARAS ©
docker --version

MREHRRAS BB ~ sAE L8 o

curl -fsSL https://get.docker.com/ | sh

HE - "AREEHKHEIETET
2. BREALHNARARENFSH/IHISCSI ©

HER
1. LK% ENetApp Docker VolumedMiiE :
a. THIEREERER

wget
https://github.com/NetApp/trident/releases/download/10.0/trident-
installer-25.10.0.tar.gz

tar zxf trident-installer-25.10.0.tar.gz

b. B EBINKSEHHMNE :

sudo mv trident-installer/extras/bin/trident /usr/local/bin/
sudo chown root:root /usr/local/bin/trident
sudo chmod 755 /usr/local/bin/trident

o

ITAHREAERIIE ¢

sudo mkdir -p /etc/netappdvp

d. EITARREE :

cat << EOF > /etc/netappdvp/ontap-nas.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"datalLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQFE

2. B TEMERNETTAARERE % ~ SAERAPTEAAREZERE) Trident FBEE o
sudo trident --config=/etc/netappdvp/ontap-nas.json

() mIEERE - TR Volume EBNERNTERATES [ NetApp I ©

TEERENE > R LUER Docker CLI N EIRZIANEIRHIRE o

3. #3IVolume :
docker volume create -d netapp --name trident 1

4. 1EEREh AR 23 ECE Docker Volume :

docker run --rm -it --volume-driver netapp --volume trident 2:/my vol

alpine ash

5. #F&Docker Volume :

docker volume rm trident 1

docker volume rm trident 2

ERF RN RFERED Trident

MNERAR R RAVE TTIERER ~ 552F contrib/trident.service.example 7EGit repo o HEE
BCRHEL{EFATEEE ~ ST FIIPER !



1. RIERENTERNUE
MRAITZEITIERS « RIFEERETIERMM—27E

cp contrib/trident.service.example

/usr/lib/systemd/system/trident.service

2. (REEIEE ~ @R (3217) USRI RBAABERRBRE ($917) ~ URBRERIRIE -
3. EMEHARFALURREVEE ¢

systemctl daemon-reload

4. RY AR ©
I BERBETE rlib/systemd/system] B e B BIEZRTMAEFRARRE o

systemctl enable trident

o. EREDARES o

systemctl start trident

6. IRARAREE o

systemctl status trident

(D)  SHEERETHRES BT Tstystemetl daem-reload) #% « LIBIREBRZ o

F 4Rk R 2 2 Trident

ol L 2 F4R Trident for Docker ~ MAEH{EHAAPIVEIEESHEAFE - EAHRB
2 s BEE—EIEERHEIE docker volume ™ FEMAIMIER NG SEEEZRIIHIT
MmERRERNFE IR EHER - ERIMMEXBERIITAL - EAZHIBERT » B2
TERYEE o

4k

SBHIT YT ELUFEK Trident for Docker ©

10



1. JIHIRARHIRE

docker volume
DRIVER
netapp:latest

2. {=R5MIEL

docker plugin
docker plugin
ID

ENABLED
7067£39%9a5d£f5

Plugin false

3. FHRSMIET

1s

VOLUME NAME

my volume

disable -f netapp:latest

1s

NAME DESCRIPTION

netapp:latest nDVP - NetApp Docker Volume

docker plugin upgrade --skip-remote-check --grant-all-permissions

netapp:latest netapp/trident-plugin:21.07

@ 18.01 KRBV Trident BfXT nDVP o IGREZEIZMEIREH AR "netapp/ndvp-plugin'Z
“netapp/trident-plugin’BE{& o

4. RUASMIER

docker plugin

o. HERDIMIEIIERA ¢

docker plugin
ID

ENABLED
7067£39a5df5
Plugin true

6. ERHIEE R :

docker volume
DRIVER
netapp:latest

enable netapp:latest

1s

1s

NAME DESCRIPTION

netapp:latest Trident - NetApp Docker Volume

VOLUME NAME

my volume

11



MREEWREERR Trident (20.10 ZA0) F4ARZE Trident 20.10 SHEHThRA « AIAE R EE A $85% © Ul
RS ~ B EAIRE 2 - MMRBAER  BRZSTERAIMIER ~ ABBERIMIMER

@ BEBEIREEIMIERESERZENER Trident IRZA © docker plugin install
netapp/trident-plugin:20.10 --alias netapp --grant-all-permissions
config=config.json

PR Ze L
FEHIT YL ER ~ BRRZEE Trident for Docker ©

1. BBERIMMEUFT B I AV EfAIHAER & o
2. {=RsMIE

docker plugin disable netapp:latest
docker plugin 1ls

ID NAME DESCRIPTION
ENABLED
7067£39a5df5 netapp:latest nDVP - NetApp Docker Volume

Plugin false

3. BERIMIE

docker plugin rm netapp:latest

{5 Volume
e EAEEGS « TEERFIST Trident BRENFENETE ~ BFRE - B LRBIREEEE

docker volume ©°

3317 Volume

* ERERABEAARSEHIREE

docker volume create -d netapp —--name firstVolume

s FEAFEMN Trident MITEREZEIL Volume :

docker volume create -d ntap bronze --name bronzeVolume

12



() mRCRERER EE > BEREHRROERE o

* BEERKEAN/) - H2ERUTES > EREEHNENEIL 20 GiB BIHIRE !

docker volume create -d netapp --name my vol --opt size=20G

Volume X/NA B S BHENFHERT ~ MRHIEABNA (FI% : 10g ~ 20GB ~ 3TiB) ° MR
(@  iswmBfi - AFEREACANEAFEINETA2 (B KB mib GiB ~ TiB) 510 (B
KB~MB+GB+TB) & - EiRETFEMH2 (G=GB T=TB-...) S -

#8F%Volume
* BBRVolumem G PR{ERIE Docker Volume—#xk :

docker volume rm firstVolume

(D TPoolidfire - san, BB « LA EMRRBRUME -

FHIT YL ERLUF4R Trident for Docker ©

ERMERE

fEFAFF ontap-nas ® ontap-san ’ # “solidfire-san' &T7ZEEENFEF » Tridentr] LATefEHEIEE o fEFIEF “ontap-
nas-flexgroup'8¢#& ‘ontap-nas-economy EEENTZ N RN ZIRTE[Z © IR BHIRE E I THAIR &G 2 1L —EFTRYIR

© IREHERE UG RIRE
docker volume inspect <volume name>

* WIRBRIVolume B ILFTRIVolume © S ELERAIIRE :

docker volume create -d <driver name> --name <new name> -o from
=<source_ docker volume>

* REHRE LIRARRIREITHIRE - ERERIAAVIRE :

docker volume create -d <driver name> --name <new name> -o from
=<source docker volume> -o fromSnapshot=<source snap name>

13



gl

docker volume inspect firstVolume

"Driver": "ontap-nas",
"Labels": null,
"Mountpoint": "/var/lib/docker-volumes/ontap-
nas/netappdvp firstVolume",
"Name": "firstVolume",
"Options": {1},
"Scope": "global",
"Status": {
"Snapshots": [
{
"Created": "2017-02-10T19:05:00z2",
"Name": "hourly.2017-02-10 1505"

docker volume create -d ontap-nas --name clonedVolume -o from=firstVolume
clonedVolume

docker volume rm clonedVolume

docker volume create -d ontap-nas --name volFromSnap -o from=firstVolume
-o fromSnapshot=hourly.2017-02-10 1505
volFromSnap

docker volume rm volFromSnap

FEUMER I VAR &

MRRREDEE « H Trident ZIREERZMR ~ oI LUER Trident * only* FEYMPREIIMNEIREE (FH
BA)  (BUE0 : #mIEER Trident FEUEINIERY /dev/sdcl " BRRMR “extd) o

EeEiZ L EE R VolumeiEIE

SEREFRINIZINEAE —HEAREER « eI UERTHIRERHEE « UBETHER < 3
BT ~ BRARE AR IEFTRE R F R RVEEIR

e R R MF R HARERELIRIRIFE R & o TECLIRIEHAR ~ 8 o) EEFRIERMHEENE - 5%
RJsontBREERFRERFRE

B
W

14



EIBIVIEIBACAONTAP

NFS > iSCSI #1 FC BY Volume Create 3IBEIIE :

IR
(RAND

(fRFEE)

MRERERAN)

MREBREE

[PlitOnClone

M BEER

THEMBEEFEANFS * Only * :

=RER
VolumeBY K/ ~ F8s& 241 GIiB ©

ISR R B E « TERARBME - BNE
;% 'NONE) (TB5fSECE) 0 Tvolume) (REECE

BEERIRBIRARESFIFRAYE © FARIES none » &
TAE BB AMREEIEMIRR o FRIFERIHETEE
EE& > TAIFFE ONTAP A4 L& EeE—ERA T
fasz) BRRY > ZRAISEILIREE/NE > WiE
SRRBNMESERR < BB HIRE A B &HH
BB ~ ENAIIRIERIEHREBVER . snapshot °

EERRBFREREAMENE DL - EREARE

B » ZTRRONTAP R R E EEBsnapshotPolicy ~ i§#E
HYsnapshotReserve (GBE#A5%) -~
SsnapshotPolicyZ# ~ BIEEEN0% SR ATEARREHE
hZAFFBONTAP BB B R ETER
#snapshotReserve(& » AJ LG E B {EFTBEONTAP
FRZIEONTAP-NAS-LKEINRE R IRIEE ~ EAFTE
1B TE B AR @ I EETE o

EHER\Volumels « ONTAP EEEHZILEEE A
VBRI ERREERDEIRIAK o TERES false o 29
B EERZES - RIFEEERIEIEED
RREADE K - ABARAKEIFERIRSHENEN
B o BN « BT E R E R EIE KSR - BREF
FASAIR D ~ FIERIFIIEN D ENE A o

TERRRERE & By FANetApp Volume Encryption (NVE
) 5 TERA TRl o HAERE IR EKFANVE ~
ZBEfE AR LRI o

WREBIHEUA NAE ~ B Trident REZE AY(EM]
Volume #BiGEUA NAE o

MNEFELEF ~ 2R "Trident 20{A1EL NVE F1 NAE &
BoEfE" : o

REZANEHRENDERA - EEREEFHEIFF

BAe (%) HEERERRE -

15
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IR

FunixPermissions |

lnapshotDir

MEEE SR

(EREETV

THIEMEIR(ZEARNISCSI * :

BEIE
MileSystemType.

"paceAllocate (F2E) "

vl
A2 R TYEG

*BI—E10GB % :

=R EH

EEEHIVolume R B HIERERTE © fKTERR - R TR
2 Trwxr-x-x'] ~ WEUBFRTE0755 1 T
root] BIRHEE - XFHEFHEAEEF o

BREA true BBEHE . snapshot FEHREERBE
IHA] BEINE R o TERES false s RHAIRE

.snapshot BETERAER - BLERMA ~ FIMNER
g,ySQL AR ~ BIAUNTEHAAAELNE . snapshot BiH]

EERRHRENELRE - ExER TER o

]

REANREFIHEGAENZ 2GRN o TBRER T
UNIX] o B®EZA TUNIXJ #1 mixed] o

55

RERANKREISCSIHRERNMERAY - TERE
% Textd] - BREEIE Text3] ~ Textd) 1 T
xfs] ©

REA false iFRAR LUN NZEREDECINAE o FAR(E
7 true » RRONTAP EHIREZEAFE « BHIRE
FRILUNEEIER R AEER » IEThse@@A T o It
EIE ATERONTAP SIRTHAETE EHMIBRE R B 8]
WeZErg o

docker volume create -d netapp --name demo -o size=10G -o

encryption=true

* B —EFHRIERY 100 GiB HERE !

docker volume create -d netapp --name demo -o size=100G -o

snapshotPolicy=default -o snapshotReserve=10

* EITE R Hsetuid{iITTHIEE -

16



docker volume create -d netapp --name demo -0 unixPermissions=4755

B/\EERR&E A/NA 20 MiB ©
NRKRISTEREBIREG - BRBEREE)A none ~ B Trident &1/ 0% HYRBBRE o

* BIDRARIRRA B ERBAREHIEE :

docker volume create -d netapp --name my vol --opt snapshotPolicy=none

* BIUASREBRREHEIREE « LUK BTIREBRE10%AHERE

docker volume create -d netapp --name my vol --opt snapshotPolicy=none
--opt snapshotReserve=10

* B ABRBREAF10%ETRBRBNEEER :

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy --opt snapshotReserve=10

* ERRBRAEILMIRE » 1% ONTAP WTERIREBMRE (BEA 5%)

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy

Element&f&VolumeiEIs

TERVISEE SN EEEEAERNRERE (QoS) RAIKNMEE - B &R « 2FR Mo type
=service_level] #ns4iARIEE EEAERIRIQOSIRA] o

EATERIEXNTERQSIKRBERNE—F « RBEUE DB « WEARERIEEEABERNE) « &
AHRXIZIOPS ©

Hh o R R @R TR EE ¢

BRI s5iRH
(KD HHA > T8RS 1 GiB SRECEIRE...“defaults”
: {“size” : “6G"} o
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eI sREA
&EHA 512304096 ~ TEER 4512408 IEE T8

%BlockSizes °©

#h
B2 R T5)QoSERLAHIMERELE !

"Types": [
{
"Type": "Bronze",
"Qos": {
"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000

"Type": "Silver",
"Qos": {
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000

"Type": "Gold",
"Qos": {
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

£ LAERED « ZRFIAZERAESR R « IRARMER - BLELBEREERE -

‘B2 10GB &E%E !

docker volume create -d solidfire --name sfGold -o type=Gold -o size=10G

18



* ElZ 100 GiB Fifi% :

docker volume create -d solidfire --name sfBronze -o type=Bronze -o
size=100G

W EE SO ER

(BT LU RS U BN ER B HEAR. o UK EESTERA0 75 % BRBT Dockers MRt Y 5 TS FF
A o

ST LG TR R AR

pg
1. MREEAEBOVEEIMNMEXTTE (TFEMEMSS) REIT Trident docker plugin » AR TFHIHE R
R

docker plugin 1ls

ID NAME DESCRIPTION
ENABLED
4fb97d2b956b netapp:latest nDVP - NetApp Docker Volume

Plugin false
journalctl -u docker | grep 4fb97d2b956b

REESCEERE A RES U ASHEE - IREBTERS « ATLIARECE
2. EERNAMRIERCE: - SRR EE BRI EVIMIME

docker plugin install netapp/trident-plugin:<version> --alias <alias>

debug=true

5E « EIMIMENE 256 « SERUBREESCERINEE

docker plugin disable <plugin>

docker plugin set <plugin> debug=true

19



docker plugin enable <plugin>

3. MREETH EHITEMERS ~ BIFEAESRIETNEE T ANGCERE /var/log/netappdvp Bt o &
ERREHERER ~ 5AIEE -debug EEBITIMIFEIERS

—AREREEHFAERAER

* HEAEREBINBESARER - EBYMMENEANAE - RESERRE « ELEAZEIAIN
M2 « AJREE RN TR ¢

MEERYSESREIME © 558 TUNIX /run / dock/plugins/<id>/NetApp.sock : Connect : ;A EiEIE 2 HEE )

BRNIMMETVEERE) - FERVZ « SMMERNRUE T (URISCEINEEFTEMAL « FIHBHISE2 B KRB 2 AT 8E
BEIRRERE o

* MRFPVEE T AR AERE « BREERENHIT Mpcbindl ° FEATEIFERRFIENESEIER
I~ E Trpcbindl BFEEEIHIT o ERILUFIT MstystemctliikBErpebind) ELE %3438 B K& Erpcbind IRFS
HIARRE o

EIEZ{E Trident F{T{ERE

SRR FERERZEHFARE « BEZETridentITERE - ZEMITERERREEZE
¥ ERRETridentfs « EARFEIMNIZIRY N-alias) BEIAZK -volumeBBENTZTN) &=
I8~ REfHEERR R

DockersEESMIETN (1.3/17.03hREERIRE) HIDER
1. BEE—EIEE L MAARIERBITERE -

docker plugin install --grant-all-permissions --alias silver

netapp/trident-plugin:21.07 config=silver.json

2. BREE_EMITERE « IEERERIRI BB o

docker plugin install --grant-all-permissions --alias gold

netapp/trident-plugin:21.07 config=gold.json

3. BIUHARE - ¥R RIEEAREIELE

f5lgn ~ &% Volume :

docker volume create -d gold —--name ntapGold

20



fBIgn ~ FHHLER4kVolume :

docker volume create -d silver --name ntapSilver

BRHTER (1.12hREE R HRZS)
1. (2R B3 TEEBNR IDLINF SRR RRBISMA AR |

sudo trident --volume-driver=netapp-nas --config=/path/to/config
-nfs.json

2. EABETRENFEIDLUSCSIHRERIENSMEER -

sudo trident --volume-driver=netapp-san --config=/path/to/config

-iscsi.json

3. AEEEREIENHITERSE B Dockeriiif &
40 ~ FHHNFS :

docker volume create -d netapp-nas --name my nfs vol
fIgn ~ #itiscsl :

docker volume create -d netapp-san --name my iscsi vol

[EfFAERREETE
A2/ Trident 2BR5 0] FARVAHRREERIE

ﬁ?

EIAHRREEIR
EANHEETaRM - BEAREREERIFA Trident 488 o

HIE A )
M3 HEREAE AR AR50 1
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HIH 55 AA eyl

ltorageDriverName | HFEHEN LB ontap-nas > ontap-san®
ontap-nas-economy *
ontap-nas-flexgroup *
solidfire-san

ltoragePrefix Volume & TBRVERA TS ° T85% : staging
netappdvp °

(PR&IVolume A/ Volume K/NHYEIZEMRS o ¥858 ¢ 10g
" (RIRFHIBIT)

AN (BIETERE) R storagePrefix JTtE R © iRIETERR © “solidfire-san' SEENFE & 2B
IEERE ~ MAERRIERS © NetApp E:ZEERFER Tenantld 28347 Docker Volume $H/E » 3§
SEAE S Docker hir7s > EBENFZ B F Docker [RIAZIBHEBMER » U ARTEEHA o

TR UERTERER « BRESERILNVolume LISEEBLEER - T&/IMVE) ERERANFIAERIZRLED -
YNONTAP FRUNAIREFAR Volume K/NIEER ~ 52 R TThaE@AHRE) —6f o

51 REH i)
(AN B EATES AN o TR ¢ 106
1G
4HREONTAP
B8 T _Eii R IABREE T S « ERAONTAP BHEIR M T3 BB RIS
BEIE A #5451
(BB ARG PIEERI) IPAIHEONTAP : (&AL ESE®E48 10.0.0.1

%% (FQDN) °
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I
MDataLlIF

(EHEER)

(ERERTE)
=%

{Aggregate)

IFR#%IAggregateusage

InfsMountOptions |

R

\EH
EERELIFAIIP{ILE

* ONTAP NAS EEghigR * :

NetApp #EHIEE dataLlIF ©
MNRKIZME > Trident % SVM
#EEY dataLIFs © &AL E T
a2 (FQDN) > WUH
B NFS SE81EE > BT
IR DNS » UfE7EZ1@ dataLIFs
ZEEITEE T o

* ONTAP SAN EE#ni2zl * : 5/

}5%E iSCSI 8 FC © Trident {&

FA"AEERNLUNE FEONTAP"ZR
BRREBIUZERE T ERSERFTEE
BYiSCSI 8 FC L& a#H - IR

TR - MBE4LZES
dataLIF ©°

EFANFEEERLSE (WRE
BLIFEEELIF ~ BANKE)

BREHEREBHNERERE

BREHERENEN

BrEIREEERAggregate GER ;

MRERTE  QIBEIERAASVM

) ° ¥ “ontap-nas-flexgroup'5&
#EX ~ WEIEEWRER o 15IK4G

SVM BFFE G RRER S A

FlexGroup Volume ©

MRERRFHUILEDLE  BIETE

A~ KENERECE

FEABYES NFS SE83E1E ; Fas A [
-o nfsver=3 | °* {5 “ontap-
nas'# “ontap-nas-economy’ SEENFE

L * o "SE2RILERINFSEHAERE

o

g

10.

0.0.2

svimn_nfs

vsadmin

secret

aggrl

~J

5%

nfsvers=4
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IR

ligroupName

(FEHIVolumeA/)v)

"gtreesPerFlexvol"

sanType

limitVolumePoolSize

=R EH

Trident &L netappdvp B &E
BB igroups °©

BRI EEEE
*EEAN ontap-san FEEIFET *

A ERAVRAHLERE K/ o

&EFlexVol EZEFZqtree®) ~ &
BB A[50 « 300] ~ TERES
200 o

i#EFI? ontap-nas-economy fEE)
23~ IEEEERB5]SFlexVol {ERR
BqtreeH = LR o

*{£%#% ontap-san BRENFET ©
*FAREEE iscsi iSCSI ~ nvme
NVMe / TCP & fcp SCSI over
Fibre Channel (FC) o

* ontap-san-economy ontap-
san-economy 12X EFERENTEL ©
*f£ ONTAP ONTAP NAS #&7EIF]
ONTAP SAN #&E B EREIFZ U IR
! FlexVol K7\ o

TR ERTAREIR « BRELEIASEVolume LIEEELERER !

IR
(fREEE)

MRAR A

MRIRIREE

[PlitOnClone
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A8
)E’EF'aﬁT%é’a”fﬁiﬁ ; none (MBEECE) T volume (A
E(FEAA Snapshot [REI] ~ F85%% none

Snapshot FREBILE » FARA 11 % ONTAP fas%
(=

BIEARE « RERXEEDEINFARE false

#151
netappdvp

300g

300

iscsi MNRZEH

300g

5l
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HIH 55 AA eyl

mneE TEHrHAIEE EERFBNetApp Volume Encryption (NVE — 2H
) TESRA TRy o HATERE LIRETRIANVE
7 REfSEFRItE3ETE ©

UNREBIKEA NAE ~ Bl Trident HEZE FU(E]
Volume #BHEEUA NAE ©

MNBEZLEF ~ FFRR"Trident #0{a1EL NVE F1 NAE &
BoiE(E" : o

FunixPermissio NAS ZEIBFEAR EMEAN NFS HIRE ~ Fask4a 777 777
nsJ

lnapshotDir FEREEN B $##A9 NAS 318 . snapshot © #1%t NFSv3 B9 NFSv4 "false" 2
"true"

MBE MR NFS BELHRBIEERR NAS #EIE - F85824 default default

CERERTD) NASEIE A ZENEBERINFS Volume © unix
NFS%1E mixed fl unix 2R | FERES
unix °

MfileSystemTyp SAN EIET[EZER AR « TERS extd xfs

el

T EER BFEANDERE > F858% none ©

=]

skipRecovery MIFREAERERS > BiBH#EFFRVERITS > ILAMMIBREL

Queue & o

TRITEE

‘ontap-nas '# ‘ontap-san EEENTEXEASME Docker Volume BIL ONTAP FlexVol

o ONTAP HEBEMIHRZAITIE 1000 8 Flexvols » BERZE 12 » 000 fA Flexvol
Volume ©° ¥IRMEE Docker volume BKRFFEEIERS > B “ontap-nas HI FlexVols
{gﬁt;ﬁg%ﬁ%l}]ﬁﬁ (B Docker volume FBARIRERAIMER) - FULLESHEXZEEEN NasS

AVAE e

MRIEEEMDockerfi iR & B =iBiBFlexVol 7 (Z1E) AVEEE ~ 558E1F TONTAP - NASEL | o TONTAP -
SANZTE | ERBIFETY ©

It “ontap-nas-economy ERENEZ X 27X B ENEIERY FlexVol Volume &R > UL ONTAP qtree B2 IL
Docker Volume © qtreefIETAESIAIRBIRF ~ SEFEEERLRZAIE100 ~ 00018 ~ SEFRERZAIE2 ~ 400
~ 0001@ ~ T4&44E T 2B NAE o It “ontap-nas-economy BRENFZ A2 #5 Docker Volume TB4MIRFATER o
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@ Docker swarm BFiA~Z1EIE “ontap-nas-economy BBEIFER, » K12 Docker swarm R E1EZ @RI
Bh 2 AR @ AT o

It “ontap-san-economy EEENER &1 HENEIEM FlexVol HIREHIHEREEF » 1 Docker HifEE I A
ONTAP LUN ° #lltEFlexVol —2k » A ERRBRN—ELUN « M BEEASANTEE SIRHEEFIIET Y
RIEEE1ZRETBYR[E - ONTAP SEREERZ P25 163841ELUN  FHMHAEE R FABILUN ~ FLbIEEESFE R
1B DockerfiiiE EiFARRIRFNEH o

42 “ontap-nas-flexgroup BRENIZTUIRIE NN E — AR E R FATE « EHAERREHHEEEZRA PB &
& o FlexGroupsHy—LEIRAB(FE R ZEf 613E5AI / ML / DL ~ Big Dataf10#f7 « BRESIEE « B « IERH7EE
% o Trident B7E#E FlexGroup Volume B ~ BSR4 SVM MFRAEEAHE - X Tridentth B T7Z &
. FlexGroup

* EZONTAP 9.2HRIFEHTHRA o

s BEASUREE « FlexGroupsfEZHENFS v3 o

* BRI SVMBI64ITTNF SV BIRS

* @A/ \FlexGroupik B/HifR& K/ 100 GiB ©
* FlexGroup MR E 7 HEHEE o

BRAEAN FlexGroups BY FlexGroups Ff1 T{EE&ME > 552/ "NetApp FlexGroup Volume RIEEFHME
BE{EIER" ©

BEER—ERE IS ERTIRERMARREINGE » SR LUEAHITZE Docker Volume SMIMENBITIERE » H
':F'—ﬂﬁlﬁﬁﬁ ' 5B ontap—nas—economy\—@ﬁﬁﬁ ‘ontap-nas °

Trident B9E5] ONTAP &5

R LUFE B RE Privileges 2K321. ONTAP 2EAE « BN AT E(ER ONTAP BEIEEAEKHIT Trident
RIVESE o ERIE Trident BimARREHEI SEAELTEBT « Trident BEEAKEILA ONTAP 2EABKRMITHE

=<

MNERIEIL Trident BE] A ERIFMEEN « 552R Trident BFTABELESR"
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{§£F3 ONTAP CLI
1. FRTYGSERIUIMAE !

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. 2 Trident EAE R FHESRE .

security login create -username <user name\> -application ontapi
-authmethod password -role <name of role in step 1\> -vserver <svm name\>
-comment "user description”

security login create -username <user name\> -application http -authmethod
password -role <name of role in step 1\> -vserver <svm name\> -comment
"user description"

3. BAGHREEFRE !

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

£ System Manager
7 ONTAP R BB EHHIT FFITER :

1. *@iuasTae !
a AEAREEREIETAR - FENCEE>RE* °
() BEE SVM BREILBETAE « FEN * #1F8ME > #7F VM > > required svMRE >
FRERAE o
b. = * FRENARG * ENEFHEER (*—>*) °
C. 1£* At * TiEE +Add °
d. ERAGHRA - RABR—T #EFE" -
2. BABHEE Trdent FAE * | +7& 1" EAEEAR ) EELIITTIILSER
a. 7 * f£AE * MEMMERTR + ©
b. EENFRRMERAERE « ARE * A * W TR IERPENAS o
CHR—T If#FE*1 °

NFEFAEN  F2ETYER !

* "HNEIE ONTAP WBEETAR "I EEB:] A"
s "ERAEIERESE
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<code>ontap-nas</code> EEENFETLHY NFS £

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",

"defaults": {

"size": "10G",
"spaceReserve": "none",
"exportPolicy": "default"

<code>ontap-nas-flexgroup</code> EEENF2TLHY NFS £

"version": 1,

"storageDriverName": "ontap-nas-flexgroup",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"defaults": {
"size": "100G",
"spaceReserve": "none",
"exportPolicy": "default"
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<code>ontap-nas-economy</code> EEENFZTAY NFS &

"version": 1,

"storageDriverName": "ontap-nas-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl"

<code>ontap-san</code> EEFNFE AT iSCSI £

"version": 1,
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.3",

"svm": "svm iscsi",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",
"igroupName": "netappdvp"

<code>ontap-san-economy</code> EEEIFZ T HY NFS &3/

"version": 1,

"storageDriverName": "ontap-san-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.3",

"svm": "svm iscsi eco",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl",

"igroupName": "netappdvp"

29



<code>ontap-san</code> SEEIFET(HY NVMe / TCP i

"version": 1,

"backendName": "NVMeBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nvme",

"username": "vsadmin",
"password": "password",
"sanType": "nvme",

"useREST": true

SCSI over FC &35 » #EFA? <code> ONTAP — </code> ERENTET

"version": 1,

"backendName": "ontap-san-backend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"sanType": "fcp",

"svm": "trident svm",

"username": "vsadmin",

"password": "password",

"useREST": true

ToiFERASARRE
BT RIRARREE Z 9N ~ EEEIement®iEE (NetApp HCI / SolidFire) B ~ th A S LEI5EIE o

IR SRR 0]

uEEE https://<login>:<password>@<mvip https://admin:admin@192.168.160.
>/json-rpc/<element-version> 3/json-rpc/8.0

(VIPY iISCSI IP{uitANEER 10.0.0.7 : 3260

(RERE) E{EAMSolidFireFIHA (J1R#HA docker

B~ 55#11)
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HIH siLPH
(#%528IFACE) iHISCSIFE PR A IFTaRR T ERF
sRIEEITH
(48E) QoS#RE&

"LegacyNamePrefix (%aiE) " FARhRTridentZ ISR ERS o IR
£/ 1.3.2 Z A1 Trident ARAS ~ it
fEREAR Volume HITHER - BY
WIBRELLE ~ 7 RETFEER
Volume %1875 /£ ¥ FERVEE Volume

Poolidfire - san] EBEIFZTN A Z#EDocker swarm o

TR BRAHRGAE S

#if
default

B2 RUATESG

netappdvp-
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"version": 1,

"storageDriverName": "solidfire-san",
"Endpoint": "https://admin:admin@192.168.160.3/json-rpc/8.0",
"SVIP": "10.0.0.7:3260",
"TenantName": "docker",
"InitiatorIFace": "default",
"Types": [
{
"Type": "Bronze",
"Qos": {

"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000
}
b
{
"Type": "Silver",
"Qos": |
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000
}
b
{
"Type": "Gold",
"Qos": |
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

B &0 el RB B PR il
TEF8BC Docker {8 Trident BF ~ S EXIRIEMPEHIEVAERIE N ©

RERRF 4R Trident Docker VolumedMIE T £20.10 5 BHHR A ~ FERFARELN - BR
G4 IEEEtE 2o B EREEER o

KIFEsET
1. ERMIER o
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docker plugin disable —-f netapp:latest

2. BERIMIET ©

docker plugin rm -f netapp:latest

3. {RMEASMY Tconfigy 28 - EXMREINIER o

docker plugin install netapp/trident-plugin:20.10 --alias netapp --grant

—all-permissions config=config.json

Volume&BRENBE/V2EFIT ©

@ & =Docker B A IRBIPRE] - AP IHER E—F T aiBRESWindows B {E - "F2HiER
25773" °

Docker swarm BEFLYITA « vfhLE Trident EEEHFEREMESHIERESPHIE
b o]

* Docker swarm B Fi{#HVolume%4#8 ~ MIFVolume IDAEM—BIVolumes# 585 ©

* VolumeE R 2 [F]BF X Eswarm# &£ P SE BN o

* Volume SMEMETN (B24E Trident ) WAZA7E swarm BEFRISERE 2 FIBIT © BHIS ONTAP BYZE(ET
I » BUKRH ontap-san BREIMEHAVEIFS ontap-nas ~ BEAEHE—Ec317TE LRHISEEREFRY
73k e

HANEHIEX e BIHFBEAERE > ERERERERE HX1 NBERT » AE—EREITAREWHEE ;
g0 > Element BB s &R EREZTBERRE ID BITHEE ©

NetAppERIDockerEB iz 2 ROER « ERAEARKERNIR o

MREENEREENSEE « R FE_EMEEN— AN ZEESEEERENIISEEME
@ « BIFRIZ S —EIHAEE - FlexGroup ONTAP FlexGroup FlexGroup FlexGroup
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