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tridentctl get node -o wide -n <Trident namespace>
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sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common
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sudo sed -i 's/”"\(node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf
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sudo yum install -y lsscsi iscsi-initiator-utils device-mapper-
multipath

N

. ¥ &Eiscsite-initier-utilshk 4~ & 236.6.0.874-2.el7e{ EHTHR S ©

rpom -gq iscsi-initiator-utils

3. RiFHRATFH

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. RS ERK:
sudo mpathconf --enable --with multipathd y --find multipaths n
(D HE{R /etc/multipath.conf 85 “find_multipaths no £ "defaults /1 °

5. BREITHIR" iscsid"F"multipathd" :

sudo systemctl enable --now iscsid multipathd

6. RYFYLRE) MiSCSIy

sudo systemctl enable --now iscsi

Ubuntu
1. RETIRHREN -

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

2. 1B IISCSIRAEE 42.0.874-5ubuntu? + 10X E#HRA (GERNEEAEKR) 52.0.874-
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dpkg -1 open-iscsi

3. RRHERATFE

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. BAZEREK:

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}

EQF

sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

(D HE{R /etc/multipath.conf &5 “find_multipaths no'7£ “defaults / °

5. FEIREBUB LT Topen-iscsiy M MERETH,

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi

(D #Ubuntu 18.04 « ULZ\;E?E@FE liscsiadmd) HREBIFEIZIE « JABHBEREE lopen-
iscsi) ~ iISCSIHEEABEENE) o [thaT &Rk TiSCSI) ARTS ~ LUBEhELE) liscsidy ©

RESEH isCSI BRIEE
ICRILAERE T Trident iSCSI BRAEERTE « UEEIBRAY TIEREER

* *iSCSI BRMEERMERIE * | RERE) ISCSI BHRBERIAER (FARE : 5 7)) - LHIUREB/H
FHREBRANET « KREARESBRERIT -

4 ISCS| RREERRIRIMGS 0 BE2EL ISCSI BREE - RIFREEM iSCS| BREE
D s e iscsl R R TR S e (5558 « o TSR 15CS] R ST

Hl:.°

* *iISCSI BREEZERME * | FRE iSCSI| BREBEFFHIFEHE - BEHAEENTERIEFRESRE

A (



TARME | 7 DiE) o MO HREABRANEE « UEHRFI AT EBN TSN BEFREREA L
T~ ARBEAREREA « ARBHHERZEHNREZEA °

£fe

LERTHET ISCS| BEHEERTE ~ 55818 iscsiSelfHealingInterval M
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helm install trident trident-operator-100.2506.0.tgz --set

iscsiSelfHealingInterval=3m0s --set iscsiSelfHealingWaitTime=6m0s -n
trident
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healing-wait-time 7E Tridentctl Z4L oy EFEABIBISEL o
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tridentctl install --iscsi-self-healing-interval=3m0Os --iscsi-self
-healing-wait-time=6m0Os -n trident
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* NVMe ZEE RHEL 9 S{EHHRAs o
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RHEL 9.

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$(uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp



Zit1E  FBEAM SR Kubernetes &P SEENELERBM—BI NQN

cat /etc/nvme/hostngn
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RHEL 814 £
1. ZRTINRGEN

sudo yum install -y lsscsi device-mapper-multipath
2. ARZERK:

sudo mpathconf --enable --with multipathd y --find multipaths n

@ FE{R /etc/multipath.conf 85 “find_multipaths no 7 “defaults’§ ©

3. HEXE “multipathd #fTH :

sudo systemctl enable --now multipathd

Ubuntu
1. ZETIRREN -

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools
2. YA ERE

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}

EQOF

sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ FE{F “/etc/multipath.conf &5 “find_multipaths no7£ “defaults 1 ©

3. FEE multipath-tools’ B EY AL IE1E #4117 ¢

sudo systemctl status multipath-tools



ZEBTCE SMBHEIEE
oI UERUTAERE SMB % ontap-nas =i o

TAZETE SVM LIRS E NFS #1 SMB/CIFS #BAIRE > 7 854 ONTAP RSB R EE L
@ ontap-nas-economy SMB Volume ° HRERE LME—FEENHE - iEH SMB HifEE R
KRBy o

@ “autoExportPolicy’ Rz & SMB Volume °

ez Al
ZECE SMB HARE 2 AT ~ A EEHE THIIER

* Kubernetesg2 &£ B fELinuxiEHIZZE0RL ~ LURE/D—EBTITWindows Server 202289Windows T{E&f
Bt o Trident (£ 1BHMEE Windows BiEE_E#1THY Pod BY SMB HEER o

* E/DE—@ Trident I Z B 2K Active Directory 5258 © EAEMD smbereds :

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'
* REAWindowsBRFSHISCSI Proxy ° HERIE csi-proxy * 552/ "GitHub : csi Proxy" 8 "GitHub :
A WindowsHISCSI Proxy" #A ¥ Windows_E#{THKubernetesffiZy o

1. W ANEREFE ONTAP ~ B LUEE M #3237 SMB A ~ 5 Trident BJ A& &L SMB HA o

@ Amazon FSX for ONTAP 2 SMB £ o

TR LEAMES N2 —REIISMBEIEHARE "Microsoft BIEF 4" HEBRRIRARBIRE THE
FEONTAP CLI - ZE{FEFHONTAP CLIZEIZSMBiA :

a. MAKE « BRI HBRBEEKREERS -

o vserver cifs share create T EEHAREIHABEE-pathEIBERISERRE o MNRIETEDY
BRAEE Ao gRK o

b. 3237 ESESVMMERARISMBHAE !

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. MEEHAEERIL :
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vserver cifs share show -share-name share name

() #2m EusVBHEE" LEGREHEEL -

2. BB « (MAERTE TYIEEMIEESMB Volume © I1ZEONTAP FRB BIFSXfor Sendbackend4HAE5E
I « :FE2R "FSXIZHONTAP R IEABRESEIEFNEEH" o

2¥ s AR Bl

smbShare o] LIFSE FYIEF—IF . /8 Microsoft EIEF 1T  smb-share
B3¢ ONTAP CLI E1iI8) SMB HE%TE ; /sF
Trident 237 SMB HFEM%TE ; F2HEREZEZAU
FHLEH AR E o HIRAEREEE ONTAP ~ LE2# %
EFIER o Amazon FSX BEE L84 fES 1B
ONTAP &l ~ BRAIAZEH °

nasType *INBERTE A smb. MR Anull ~ BIFERR 2 nfs © smb
CERERTD) HEEENZRERT o WERTES ntfs B mixed ntfs B mixed @
BT SMBHIFER o A SMBHERE &

l'unixPermissions. HigiEEIET - SMBEAREE N BREAZTER © *

R R B A
R IE & U

BIRESE Trident EAFRA 2 EHEEE o ©EHFTridenttN{AI Bz H#FE R @ ~ U
K Tridentif X R F R A EHAFEE o

Trident & BB R IHIRERT SHFHENPIERFTRNFEEIRM o BRUFEIRE #FRFRNERIR
* "2 EAzure NetApp Files —EEERE & IH"
* "28 7€ Google Cloud NetApp Volumes "
* "RENetApp HCI —(BF R ZINEERYSolidFire 1 "
* "EFONTAP IAEAR—HICloud Volumes ONTAP NASEEENTZ T 2Re8 E 1R i
* "EFONTAP Rz #EHICloud Volumes ONTAP SANEEENFEZ TSR E & if"
* "}&BC Amazon FSX for NetApp ONTAP {3 Trident"

Azure NetApp Files

5 EAzure NetApp Files —E#F5E1& i
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Azure NetApp Files EEENF2 ¥ 4AE R

Trident 212 77! Azure NetApp Files {EFERENIZT « AIEIREEITEN c TENGFEIEREIE :
ReadWriteOnce (rwo) - ReadOnlyMany ( ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod
(RWOP) o

EEniE FHIFE  VolumelE ZEMNEFEUET ZIEMERRR
{azure-NetApp-filfiz) NFS EEF A Rwo + ROX ~ rwx nfs > smb
VI S RWOP
ZE

* Azure NetApp Files FRFEA3Z3&/VIE 50 GiB FUBAIRE o IR EREBV/NHHEIRE « Trident & EHE13EIL 50-
GiB MR & o

* Trident {22 #R#E E Windows Eift EHITHI Pod By SMB Hitk& o
EEHE A

Trident 373% "SE'E 5 7357 "Azure Kubernetes fRF5#5E - B2 ERAEE S 7MpIFTRERICTREEINEE
AR

* fEF aks ZBEM Kubernetes &
* 7f aks Kubernetes &5 R EMFEE B DA
o Z24EH Trident » HEHEIFE “cloudProvider B457E "Azure™ By o
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TridentEE ¥

LS EFEA Trident BEH FZ4E Trident ~ 554%%8E tridentorchestrator cr.yaml URES
‘cloudProvider "Azure" ° Y0 :

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

Efe
MU T e H{ERIRIEEEHE Trident Set £28E c1oudProvider ' & Azure “SCP -

helm install trident trident-operator-100.2506.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code>tridentcti</code>
LUT 524 Trident MAEHEIZEEE cloudProvider' 4 “Azure .

tridentctl install --cloud-provider="Azure" -n trident

iS5
Eim B Pl :E Kubernetes Pod WU T{E& &5 72 ERs52K1FE Azure BEIR ~ TIEIRHEBFERY Azure 5858 ©
EETE Azure PEAZIRG A ~ ENBEE :

* f£F8 aks ZBEM Kubernetes &5
* 7£ OKS Kubernetes &5 L2 EN TIEE A oidc-cE1T &
* ZHEM Trident ~ EFEF “cloudProvider 5% "Azure" % “cloudldentity' 357 T{E& & 5 534589
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TridentEE ¥

LS EFEA Trident BEH FZ4E Trident ~ 554%%8E tridentorchestrator cr.yaml URES
‘cloudProvider "Azure" » MiERTE cloudIdentity 7%
‘azure.workload.identity/client-1d: XXXXXXXX—XXKXX—XXXKXK—XXKXX-XXXKXKXXKXKXXKX ©

g0 -

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-

XXXX—XXXX-XXXXXXxxxxx' # Edit

Efe
FERTIIRIGEHRTE * BinftEm (CP) *M* EixFa#HAH (Cl) *EENE :
export CP="Azure"

export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—=XXXX—
XXRXXXRXXXXXX""

SCI'BRE “cloudIdentity :

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SCI"

<code>tridentcti</code>
FERATIIRIZEHRT * TinftER * # * Zi% IDENTITY * FEZR(E -
export CP="Azure"

export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—

XXXXXXXXXXK"

LU ZEE Trident M AFFEIZERE cloud-provider % “SCP ™ # cloud-identity SCI :

tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident



R EAzure NetApp Files —EINRETZIE IR
TR EAzure NetApp Files SERIGINFEZ A ~ MABRERA S FIIEK °

NFS #1 SMB Hifitt& AN B4

WMREEFE—R(ER Azure NetApp Files ~ SRETEMAIEER ~ BIAN EIT —EVIIARTE ~ A HERTE Azure
NetApp Files I Z37 NFS Volume ° 5528 "Azure : 52 EAzure NetApp Files THAELLZEIINFS Volume" o

EERTEREA "Azure NetApp Files" i ~ IWEETFIER .

* subscriptionID® tenantID> clientID> location # “clientSecret 7£ AKS

@ =5 LFRASEF D HMAIRAERIER
* tenantID®™ clientID M ‘clientSecret 7f AKS =& HERAEHRE D FAERIE
E o

* REEE - :52[ "Microsoft : % Azure NetApp Files I RE2EE" °
* Zik4A Azure NetApp Files FYFAEER o s552R "Microsoft : i FAIERZR4E Azure NetApp Files" o
* AzuresJEI$RHEAY TSubscriptionID) Azure NetApp Files (EIHREARZIBHITHAEE) o

* tenantID® clientID Ml “clientSecret ¢ "FEFATZZUEEM" 7£Azure Active Directory® ~ BffAzure
NetApp Files &3 HERRBATLEINAE - RAREXEEREER THIHP—IE :

c EEENEMEAR "HAzureTRITER" ©

°c "HiEffEAE" (assignableScopes (TE:JRIARA]) > EBELUTHER » EFRH? Trident FREERIRELR o
By BiTAZ B FERAzure A\RILIERARE" > ©
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—_

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
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ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []

* Azure location Z/VEE—IE "ZkEVF4IEE" o € Trident 22.01%E location 2¥ 2R imMEEER LERN
WA - FRARERE RAFIEENUESE °

* DUMEERA cloud Identity BB “client ID W "ERAEISRNFEESZH" LEFFEEX ID
azure.workload.identity/client-id: XXXXXXXKX—KXKXX-XXXKX-KXXXK-XXXKXXKXKXXKKX ©
SMBHAIR &R EthFER
EEHEI SMB Volume ~ {TXBER !

* Active Directory B EMEARZE Azure NetApp Files ° 552 "Microsoft © EI7 & EIE Azure NetApp Files
B9 Active Directory 4"

* Kubernetesz= S EFELinuxiZEHI23E08, « UK E D —E#TTWindows Server 202289Windows T {E&f
2 o Trident {232 #EH#MEZE Windows &iZ4_E#1THI Pod BY SMB HFEE o

* E/DE—@ Trident #2582 &Y Active Directory 5858 ~ LUE Azure NetApp Files SE#58:EE Active
Directory ° B4 smbcreds !

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* BBEAWindowsRFEHISCSI Proxy ° BERE csi-proxy ~ sA2E "GitHub : csi Proxy" 8§ "GitHub : 78
A WindowsBJSCSI Proxy" A Windows E#1THIKubernetesEi%h o

5| 1% 4R AR IETEELET ffl) Azure NetApp Files

BEfZ Azure NetApp Files B NFS #1 SMB & iR4RACEETE WG EI4RRE SR o
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nasType nfs BERTERE - MEBIHEA NFS HMIREETERLE
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apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus



EENE D HA!

B IRAARE E A BYULE subscriptionID s tenantID™ clientID M ‘clientSecret ’ FHAFEE
BB R AEEATEE o

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- resource—-group-1/netapp-account-1/ultra-pool
resourceGroups:
- resource-group-1
netappAccounts:
- resource-group-1/netapp-account-1
virtualNetwork: resource—-group-1/eastus-prod-vnet
subnet: resource-group-1/eastus-prod-vnet/eastus-anf-subnet
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LB IRAAREEARBALE tenantID clientID M “clientSecret (EFRAZEIRS DA SERINEE
)

o

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
- smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus—-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

BAREEERERNEEREERER

B IRABRE SRR E N ETE Azure FINIE « WE eastus BREEEF "Ultra o Trident EEI;IFR
ZABEFZEIR4S Azure NetApp Files BYFRE FABEE ~ W BEMTE HP—(ERFEE _ M E LIRS o

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:

- application-group-1l/account-1/ultra-1

- application-group-1/account-1/ultra-2
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BB FE QoS BEMNE RG]

I & IREC B HERE @ B 7T Azure 1 "eastus’ BB F&) QoS BEMMINIE

version: 1
storageDriverName: azure-netapp-files
backendName: anfl
location: eastus
labels:
clusterName: test-cluster-1
cloud: anf
nasType: nfs
defaults:
gosType: Manual
storage:
- servicelevel: Ultra
labels:
performance: gold
defaults:
maxThroughput: 10
- servicelLevel: Premium
labels:
performance: silver
defaults:
maxThroughput: 5
- servicelevel: Standard
labels:
performance: bronze
defaults:
maxThroughput: 3
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#ERS

IEBIREREFIE— D SR E N EHE R N EE—FHEK « TEERD VolumeBIRECETERE °

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
virtualNetwork: application-group-1/eastus-prod-vnet
subnet: application-group-1/eastus-prod-vnet/my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

snapshotDir: "true"

size: 200Gi

unixPermissions: "0777"



IRIFEEAITE—EEPERSARTEER - ENASEREEEXETRNRFER - MABE
fEKubernetesFRE I REB LR RNFHFERNF « EREA - ERBERNERZRAKRED BRMBIKE

performance °

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%le5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- application-group-1/netapp-account-1/ultra-1
- application-group-1/netapp-account-1/ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelLevel: Premium
capacityPools:
- application-group-1/netapp-account-1/premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- application-group-1/netapp-account-1/standard-1
- application-group-1/netapp-account-1/standard-2
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Trident AIRIBMEF AT MG - ZTFEEIRHELEIE o “supportedTopologies' It im4ERE RV E IR
BERREESERIENEIFMEINEE - IbRisENEIFMEINENBER S8 Kubernetes FEEEIRY F1ZH
&I &IGE - ELEEIRMEINRRAIEHEFENPIRHNASEBE - HNESRIGFiRHERIENE
%?%W%ﬁﬁ%\TMaﬂ@EﬁﬁEﬁﬂ@ﬁ¢@ﬁ%ﬁ@°m%ﬁﬂﬁﬁ*%W@ﬁRNE%J@§

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:
- application—-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
supportedTopologies:
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-2

HEEESR

UTARA StorageClass EHRA2E LIMEEFEERD -

FHRAMNEHFITER parameter . selector B

fFH parameter.selector T A=EEEIEE StorageClass ERESMTEENERER - ZHEE
BEMMENERIPERREREHE -
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

SMBH R & FY E 2= &5 5

ﬁfﬁﬁnasType‘ node—stage—secret—name\$ﬂ
MR & ~ WA Active Directorysls5 &k} o

‘node-stage-secret-namespace

1R
any

B 3EESMB
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: "default"

SEmRERERRENEE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

SEMRE ERRREE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}
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@ nasType: smb ZIESMBHiEERIEEEHZESS © nasType: nfs 8 nasType: null NFSE
& HYERIESS ©

FERVAE Yy
BUBIKEREZR AT TGS

tridentctl create backend -f <backend-file>

MRBIREIIKRY « RNBIRARARRE o SR IT 7)< RigRecsk ~ UHEREA -
tridentctl logs

AL AEFARRSIERIRIREZ 8 ~ ERIUBR#TTcreatedn < ©
Google Cloud NetApp Volumes

%7€ Google Cloud NetApp Volumes &

RIRTERI LAE Google Cloud NetApp Volumes &€ Trident AY1& 1% o &R LAEA Google
Cloud NetApp Volumes & im2RHif0 NFS #1 SMB #4iR&E o

Google Cloud NetApp Volumes SEENFENEAHE R}

Trident $2f "google-cloud-netapp-volumes' Ei 2 £ iE TV BRENTZE TN o TIRMIFEUEN E13E | ReadWriteOnce
(rwo) ~ ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod ( RWOP) o

BEEhiE B8HBE  VolumetZX ZIRHVFEUER SERERRA
google-cloud- NFS ERAS Rwo » ROX ~ rwx * nfs* smb
netapp-volumes iR RWOP

GKE MZim & 5335

TinE 75 "I:E Kubernetes Pod U TE& &85 552582k 7FEX Google Cloud EJF ~ MIEIetAAERY Google
Cloud &4378H8 o

EE7E Google Cloud FERERS DA ~ CHBEEMRE :
* £/ GKE ZfZE8J Kubernetes &% ©
* EEIRMERE LRTEH GKE 5 GKE F#EZ AR ERENTIEaHE DA
* B% Google Cloud NetApp Volumes BIZE (A / NetApp ° BIF) ABIBE:IARH GCP RFEIRE

* 28R Trident €3 cloudProvider » BJ3§%E [ GCP J # cloudldentity » MA3EEFTEY GCP BRFEIRE o AT
E—{EEH
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TridentEE ¥

LS EFEA Trident BEH FZ4E Trident ~ 554%%8E tridentorchestrator cr.yaml URES
‘cloudProvider "GCP" ~ W& cloudIdentity A “iam.gke.io/gcp-service-
account: cloudvolumes-admin-sal@mygcpproject.iam.gserviceaccount.com®

g0 -

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sal@mygcpproject.iam.gserviceaccount.com'

Efe
ERATIIRIREHRTE * TinftEm (CP) *M*EiRZH#H (C1) *HEENE:

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sa@mygcpproject.iam.gserviceaccount.com""

LUT & HERIRIEEBIZLEE Trident WERE cloudProvider & GCP “s$CP ~ W{FAIRIEEE
SANNOTATION 5 ‘cloudIdentity :

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SANNOTATION"

<code>tridentcti</code>
FERATIIRIZEHRT * TinftER * # * Zi% IDENTITY * FEZR(E -

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

LU g ZEE Trident WAFFEIZERE cloud-provider 4 “$CP ™ #M cloud-identity

SANNOTATION -

tridentctl install --cloud-provider=S$CP --cloud
-identity="S$ANNOTATION" -n trident



#{%:8E Google Cloud NetApp Volumes &if
TR E Google Cloud NetApp Volumes &IfZ A ~ EABHERAE FHIENRK ©

NFS Volume BN E (4t

WMRIERE—REA Google Cloud NetApp Volumes ~ MM EH « BIBEEET—LEVIRRTE ~ THER
T Google Cloud NetApp Volumes #2317 NFS Volume °© s8R "FHiGZ A" ©

7E52E Google Cloud NetApp Volumes &k 2 A - s5CEREES T5EE !

* {#F3 Google Cloud NetApp Volumes ARFE&EHY Google Cloud 1RE ° 52/ "Google Cloud NetApp
Volumes"

* Google Cloud tRPHIE MR - 5520 "HpF=" o

* A Volumes Admin ( NetApp Volume BIE) A Google Cloud BRFEIRS (roles/netapp.admin ©
E2E B EENEIEA GEER"

* {GHY GCNV tREBY APl IBHEZE o SH2B "EILARFIRE TiE"
* @ o A2 REFERMEE"

MFTBANAIERE Google Cloud NetApp Volumes TFEXHERAVEFAEE A ~ 55 "5%7E Google Cloud NetApp Volumes
HITFEVRE 2R o

Google Cloud NetApp Volumes f&i4H A e TEAN 54
BEf# Google Cloud NetApp Volumes HY1& im4HRESEEIE » AAERTARRE &M o

RIRAERGIETR

BERIHEEEE—Google Cloud@HFREHMIRFE - ERTHMENRIUMIRFE « ErIIERH R o

2R A jE
rEl KIEA
ltorageDriverName EFEHENLE #1E
storageDriverName %
BISTEA [ googoogle E
% -NetApp-Volumes | ©
Mgimsail (BEf) RERFENETRE EREnf2NatE+ 11 +API
TR —EB D
storagePools BERZ2¥ - ARNiEEANEHEENRESRA o
ProjectNumber Google CloudiR P EZ4R5% o tE{ERIEGoogle Cloud
AOREEHEKE -
(ITA=1 Trident #1Z GCNV Volume B9 Google Cloud i & °

I E&E Kubernetes &R « ERE I NEIRE
location AJAAIREEZE Google Cloud EIFHRVEREL £
HRENITEEH - BEERAEZELTEIMNEE -
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supportedTopologies

Volume & RECE EIE

55 AA 6

BB ILABR Google Cloud IRFSIREH AP| £18
netapp.admin ° EFEEGoogle CloudiRFEIR A FA
BERER (BFERIRIHARE) AIISON-EXRA
B o apikey WEBE TIERHNERERY
“type project id»™ ™ client email®

client id™ auth uri token uri

auth provider x509 cert url ™ #l
client x509 cert urle

FEAREEHINF ST 58I o "nfsves=3"
MREKRMNEIFE A NSHILE « WERERERK - "™ FERFEHIHIT)
RPN R HEIRERNRTSER - BLEEEHE flex
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ERRIHEEMEEISONARLIZHE "
F GCNV Volume B9 Google Cloud 482 °

SRR AR R E(E R VSR FEAZ o 2 ¢ null
{"api":false, "method":true} ° BRIEMIEEE
ﬁ&iiﬁﬁ?ﬁ@ﬂﬁ%gﬁﬁmE’\J%EﬁﬂEEﬂ ~ BRIEE/MEB LT

RE °

SRENFSTSMBRARE @RI © $|WIBEFE nfs ~ smb nfs
Zinull o NFSEERR &I TERRERR Znull ©

KRB IRPIZENEENEEEE - NFFEEH
58 "EA Tesithizl "2/ - I :

supportedTopologies:

- topology.kubernetes.io/region: asia-
eastl

topology.kubernetes.io/zone: asia-eastl-
a

TR AR PRI FER A Volume BIRACE defaults AHRRIER—EHR ©

W
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lnapshotDir

MREBREE

FunixPermissions.

HEREEEHY
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MR ERVELARR - MAZLE  10.00.0.0/01
SR PRAVERS IPv4 {UHHAEAEEE o
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REBARIRIHEE B DL " (BRTERMEO0)
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ERBHRENRIGERE c B TEEAERE « Trident BIFREERENMEPZRIKE Google Cloud NetApp
Volumes MIFRBfETFAM ~ MBI TR EREREP—EEE L - AREE » ALt nasType nfs BEH
TE%1E - MBS A NFS MitRETERAE

2 1ERMIBEEER Google Cloud NetApp Volumes Wis R  SIE4HREIF IR « (HEER LIGRUIAERES
ISFRBCE MY Volume IRILZEIMNIEEE o
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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IRIFEEEEE—EZEPTEEZEEREER - EREERTE—HPER storage - ENAZEREER
TEABNRTEELR « M EEEETE Kubernetes I KRB LEERIFEFIERR « BLEINREMERHR ©
EREEEZBEANEDSER - fIt0 ~ ETERAERFIP - performance 12, servicelLevel $8RZH

REDERER °

THAIURRELEEREREABEANMEEREER « UBREREREENTERE © £ 585 F
snapshotReserve * fiz exportRule HAFEEREBNTERE °

ARG 3 "EE R 2 o

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£fc700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zqg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prodlmy-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
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auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

GKE M Eixm & 755!

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml
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Trident AIRIBMEF AT MG - ZTFEEIRHELEIE o “supportedTopologies' It im4ERE RV E IR
BERREESERIENEIFMEINEE - IbRisENEIFMEINENBER S8 Kubernetes FEEEIRY F1ZH
&I &IGE - ELEEIRMEINRRAIEHEFENPIRHNASEBE - HNESRIGFiRHERIENE
%?%W%ﬁﬁ%*TMaﬂ@EﬁﬁEﬁﬂ@ﬁ¢@ﬁ%ﬁ@°m%ﬁﬂﬁﬁ*%W@ﬁRNE%J@g

version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: asia-eastl
servicelLevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-Db

ETERE ?
BUBIKEREZR BT TIEG<

o

kubectl create -f <backend-file>

ERDEBERINEL  FITTIIHS

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID

PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fdl1ff9-b234-477e-88fd-713913294f65
Bound Success

MRBIHEILKW ~ RTBIFAEEME o EAUERR<RKMMEL kubectl get
tridentbackendconfig <backend-name> * BT F7dr< K R sciz U FEIREA :
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A MAEEAAREAERRIEZ & ~ SR UAMIFRR LG « AR BRIIT create 85 < ©

HEFERIE &

TR LEiEiHENELR StorageClass T o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

s ERBMNEHER parameter.selector © *

fEF « parameter.selector A UAREMNEEE Volume WEEISE StorageClass "EHER"  ZHIEE

SHEMENE RN P ERSERR
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:

selector: performance=extreme

backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: premium-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

NEHFERNFAEN 55 "B FETFERSH -

SMBHHR&E FY E 2= & 45

f£F nasType * node-stage-secret-name ] ‘node-stage-secret-namespace * ERJLISE SMB

MR & AR PR EERY Active Directory 5358 o R B AT / EREBRAY Active Directory {ERE / ISR 0] AR EN
REPRESENS ©
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"
SE st = E AR ERHE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

SEMRE ERRREE

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

S{pvc.namespace}

csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret-namespace:

S{pvc.namespace}
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(D nasType: smb ZIESMBHiEERIEEEHZESS © nasType: nfs 8 nasType: null NFSE
& HYERIESS ©

PVC E& |

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

AEE PVC BERIR  FIT Ma< ¢

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY

ACCESS MODES STORAGECLASS AGE

gecnv-nfs-pve Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb79%9a213 100Gi

RWX gcnv-—nfs-sc 1m

= ENetApp HCl — AR R ZIhEERISolidFire & ix
BRAZAN{AITE Trident L8P AERTREL ©

TREERRA AL

Trident $Ef# “solidfire-san #7Z5REITE NN B ER EEIBE o TIRMNEFEUER B1E © ReadWriteOnce (rwo)
ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod (RWOP) o

‘solidfire-san fEfFERENTENZIZ file M block WHHREIRI - #JY "Filesystem®
volemode “ Trident EEI—E volume WEIIERZRMR - ERRAIFLH

StorageClass?EfE°

EREhiZTt EERE Volumei&®=, FTHENFEELR S ENERERS
lolidfire - san. iISCSI EiR Rwo » ROX ~ rwx HEEZZALK - FEILE

+ RWOP IREEE o
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EEEiER FEHRE Volumei&E, SHREFEERER SIRIERRS
Folidfire - sany iSCSI ERAR RWO * RWOP {xfsh ~ (ext3) -~

FsEZ Al
ERUTHRRIRZA - MEETHIER

* TIEIEFERE - ATHTTElement#fE o

* R4 NetApp HCI / SolidFire 2 £ B2 S5yl A E R ERDE

* {EFFBEMIKubernetes T{EENEAEREZ LA E ERIISCSITA
B UmARAREEIE

T ARASE « SR TR -

2% =R AR

rAEl

MtorageDriverName] EFEHEXNBTE

Mg ima T8 BB HEFRIR

i MVIP « R SolidFire $R TR R

BN ZHAREDEIANESE

(VIPY 17kt (iISCSI) IP{uitFNEEE

(&) ERFIEEERNEEISON-EE
REE o

(RE£E) EFANERSE (WRKAE -
SHEIL)

(¥I%A23IFACE) RHSCSIRERHITERENEH TE "

{UseCHAP) fFF CHAP B&:E iSCSI o Trident f&
FH CHAP ©

(TZERE£4E) EFERANEFEEHHIDBE

(HEBY) QoSH#I%

(PR&IVolumeA/\) MRERMEFRE A/ NSHUEE
E= T N5

'DebugTraceFlags. SREEHEAREF E(FE RV SR IEE o Al
-~ {"api" : false - "method"
. true}

O

{extd)

s UEIEHRE o

AR "TIEEREHEN" -

FE=R
KIBEAT
&i&7% T SolidFire - SAN |

I SolidFire _ 1 + {7 (iSCSI)
IP it

=0

S22 [ Trident 1 HITZENEEZR
ID

" (ERTARHINT)

null

PRI IEFE & TRE R AR TR S+ AARVECERBED « TRIFE/DfEMA debugTraceFlags) °
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g1 . BB IRARRE solidfire-san —iEhsiE EIETIVERENFEL

HEEERIFR R EACHAPEREE R RIRIESE ~ W BB E QoSiR-EHI=EVolume BRI RE! - [KRAJAEE (&
F3 TIOPS) f#fFiER 2 #URE IR « UERSELER]

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

#0512 : NBIRRFEFERNMAER solidfire-san BREMENEEREIRM
AR ERERE R MR ENRIEERE « UWKRBRELERTAStorageClass °

Trident EEERAECER #I%H.:%T%&J:E’JE%%’E%EU@ wi#F LUN - BT HEER « fEFEESRTUHESERE
RERNERZE - TIREESHIREE D4

£ FTEFFMREMRIFERIET « FHEMAERENREFERNREFENTARE type RMR - ERERMEE
PEHEK storage BER ° FEULEHFF « FEMEERNITEITRERE « AEERHAEEBR LilifaRE -

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
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SVIP: <svip>:3260

TenantName: <tenant>

UseCHAP: true
Types:
- Type: Bronze
Qos:

minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000

- Type: Silver
Qos:

minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000

- Type: Gold

Qos:

minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

type: Silver
labels:

store: solidfire

k8scluster: dev-

region: us-east-1

storage:
- labels:
performance:
cost: "4"
zone: us-—-east-
type: Gold
- labels:
performance:
cost: "3"

zZone: us-east-

type: Silver

- labels:
performance:
cost: "2"

zone: us-east-

type: Bronze

- labels:
performance:
cost: "1"

zone: us-east-

l-cluster

gold

la

silver

1b

bronze

1lc

silver

1d

T%StorageClassTE &5 Ll EHRE R o M parameters.selector H{IF + &{EStorageClass &MY

47



WRLE EE # E RO AT AR SR & Volume © HABRERF S EFMERNERE RN T ERSEREHE -

85—1@ StorageClass (solidfire-gold-four) FMRETEIE—EELM - ERM—IREHEERUENEE
Volume Type QoS ° Last StorageClass (solidfire-silver (E#&—1@E StorageClass) FER{EMITRHIRME
HRERTEREEM © Trident 8 REBZENMEERER « RN SHFRK °

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: performance=gold; cost=4
fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=3
fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: performance=bronze; cost=2
fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=1
fsType: ext4d
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

fsType: ext4

NFFAEN ~ F2H

* "Volume7zEXEF4R"
ZIESANEEFIFZTLONTAP

ONTAP SAN EEENFE T AEER

RABRARUNE{ER ONTAP 23R ThSeHITHREAITHBE M SANERBIFZ T 2R 58 E TORE M BYT8
s © ONTAP Cloud Volumes ONTAP

ONTAP SAN SEBIFZTUEEANE it

Trident $2{£T5) SAN ZERENTZ « AT ONTAP REETTIEN - TERMFEUENELE | ReadWriteOnce  (
rwo) ~ ReadOnlyMany (ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod ( RWOP) o

BeEhizl BHHE  VolumelEX ZEMFEURT XIRAERERA

FTONTAP-SAN ] iSCSI SCSI &1 Rwo * ROX ~ rwx - ISR ;) ERERE
over FC RWOP =

FTONTAP-SAN ] iISCSI SCSI| (&= z 4% RWO » RWOP (xfs) ~ (ext3) ~ (ext
over FC 4)

EEARBIEEER P E
SE{HEH Rox #l rwx o

FTONTAP-SAN] NVMe / &1 Rwo » ROX ~ rwx ° WIS AN ; ELLE e
TCP RWOP

Im

I:IE = Fﬁ‘j
NVMe /
TCP H9E At
EEEIHo
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EeENIZ TV B@WE  VolumelRT ZEAIFEUEI SERHEERT

TONTAP-SAN ] NVMe / =N RWO * RWOP {xfs) ~ (ext3) ~ (ext
TCP 4)
N EREAMHBIEERER P E
A2 H{EF Rox # rwx o
NVMe /
TCP B9 ELfth
EBEIGo
{ONTAP-sanf&z5 ) iSCSI &R Rwo » ROX * rwx EIERARMT ; [RIAEIRE
RWOP B
(ONTAP-san#SiE) ISCSI 1EERH  RWO » RWOP (xfs) ~ (ext3) ~ (ext
4)

EREARGEIEEE P E
3E(E A Rox # rwx o

* {8/ ontap-san-economy REFRHEMIFE FRAEFHFEAE SR "S21EH ONTAP Volume

PREI" o
* f£F ontap-nas-economy REFEMEEFHEFTHTERE S "SZHEH ONTAP Volume
@ FEH" #1 ontap-san-economy EAERRESNTEL

* 287fER ontap-nas-economy MRETEHAFEERRE « K IMENITENE -

* NetApp FEZ:ETEFTA ONTAP EEEIFZTLR1ER FlexVol BEIHETE » ONTAP SAN [R5 15
FIFEFERE > Trident SZIREAIRBRE > WIRLLIER FlexVol HIEE ©

EREER

Trident FEHAE LA ONTAP 3% SVM BIEEN B HIT - BRFHAEREFAEN vsadnin SVM FEHE ~ HEF
F admin® EEHEEABHNARELBEERE o HXAR NetaApp ONTAP ZPERY Amazon FSX
Trident FEEAELL onTAP T svM BIEEMNED « FHEEEMFERELR vsadmin SVM FHEE ~ EEE
HEIA BN RERTBIFERERHIT fsxadmin o fsxadmin EHE RFEBRMECEESIRFERE

WREFEALL limitAggregateUsage 28 ~ BIEEEXEEEIEHIR o & Amazon FSX for NetApp
@ ONTAP #3#C Trident /S ~ LIt “limitAggregateUsage 280G £ BH “fsxadmin EAEREE
fic “vsadmin [ o NRIECIEEULSH - HREIEERZZRK -

EEPAR] IATE ONTAP R EARGIMNAE « 52 Trident BREITZNAI UG ~ BIERFIFEREHM o TridenthY
AZ TR ASERE ML ERSMVAPI ~ TIELEAPILERAZ E « FAREFRBESZ M o

NVMe / TCP B EfthEZ £E18
Trident SZ1B(EREESFZXAIEIEREHECIERESR (NVMe ) EEIRRE ontap-san ~ B1F :

* |Pv6
* NVMe RE&E RYIREBFIE A
* AT NVMe BEREE A/
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BImERBAHIL T

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

EefE » BImEREM — LA FEHEDENAE - BiUBIKZ % « (FHELE/ZEEE L Baseb4iRhs « Wi f#1F
AKubernetest%® o Y N EHRIneM —EEEERANHRITE - Eit - E2—IBMASIEE1RE
HKubernetes [{#ZEIEE#IT ©

R RENRENS D5

WMMIRA N RIS « WELONTAP Z& i - BinERRE =&

W
R

* BRIRE&SE | AR iR/&EYBase64 RIS E
* BRIRAAE TR | BEIAR 2IRAIBaseb4 RIB(E

* {S1ERICACertifate : RISECAEEHIBase64RmtS(E - MRFERSERICA ~ RILRIRMHILS R - MRKER
S1ERICA ~ RIRT BB LRI o

HAN TERIZEE TSR -

1. BEEARHREMNER o B4 55 Common Name (CN) (—f%&# (CN) ) REAONTAP EEHEE
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. BEEMICAREMIEONTAP EREHRE FEEHRREFEESRE - MRKERGENCA -« FRBE -

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. 7EONTAP X iEH&E F AR Im/&ENEE P81 o

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

@ HITIEAR <& » ONTAP ﬁ?%‘?iﬂu NEE o Bh EER 1 HESER k8senv.pem tEERA » 74
B A END MU Fehy gt

4. HEEDONTAP %38 Tcert) EgsB A M IBINAE o

security login create -user-or-group-name admin -application ontapi
-authentication-method cert

security login create -user-or-group-name admin -application http
-authentication-method cert

S. EAEENRTAIFERSE - LLIONTAP Management LIF IPFISVM&FBENX <SfManagement LIF>FI<vserver

name> °

curl -X POST -Lk https://<ONTAP-Management-—
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. {EFBaseb44RiE/&:E - £IRMSEMICARS °
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base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. SRR E—SEISHERIL B °

cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

Fommmmmmmmm== e o esseseses s s s s e eses
o= o= +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmmm== e ee== Bt et
Fomomomoe Froccomomo= +

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

e S e e Fommmmmmrososorrrrrrrerere e me s e e e
Fommmmm== o= +

BHEREE D A BN SN R B
TRAIUEMIRA R « UERARRIERE S ZSEEEIRE R - EmiES A r1T | ERERERREEN

AyR IR P B IAERRE ; ERRENRIGF EMAERERE/E - SREEM - L BABRRRANRES
7~ REAILERSE A o AAMBEAENBbackend jsontEE « EREZMIT MridentctiBInER1 FAIRHNZ2H -
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

SIS « (HFERALALBHONTAP EAENEE (f1BI0S) - BEREHE
() # - GEEEEN RS EESNEEERE - ARERERLUSRRIES « 2%
HEONTAP ZEEMIFRERYERE

FHRIEATHEH B 2 HEENFR - AR E X BB IUNBEEELR - IR IREHRT Trident
AL ONTAP #&imi@sf - WERIER A Volume {EZ o

# Trident F£1ZH5] ONTAP &2

R LUFE B RE Privileges 2K3EI ONTAP Z2EAE « EERMAEE(ER ONTAP BEEEAEKHIT Trident
MIEE o ERTE Trident BiRAHREF A SERELTEE « Trident FERKIEILR ONTAP ZEEABRKHNITIE

TR Trident EI3TAEATANEM « BB Trident B ABELR" -
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an

{§£F3 ONTAP CLI
1. FRTYGSERIUIMAE !

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. 2 Trident EAE R FHESRE .

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. BAGHEEFRE !

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

fEFSystem Manager
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkeslpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ fuseCHAP) 2HEHMEIE  REERTE o FAR(ER MR  IHRAtrueZ & ~ ERIEER
Hg 7R -

F% T "useCHAP=true"Z4h ~ "chaplnitiator Secret (chaplnitiatort%%) - "chaptarketatorSecret
(chaptarketusername") ~ "chaptarketusername" (chaptargetuseamuse") #1"chapusername" (chamus7Ei

U RIFEIHRZ % ~ AT ridentctl update HEEATIEE o

TR
HEESIEEERRT useCHAP 4 true - 357 Trident 1E{#72%i% LB E CHAP ° EEIETHER :

* f£SVM_LEERECHAP :

° WIR SVM WIEREER L 2MERB SR (RS TR ) * B - MIREHIRATASHFERN LUN ~ A
Trident ERFARZEMHERRS cuap ~ WHEBERTE CHAP BEh2M BREAE RBARE -

° 18R SVM 85 LUN - Trident iR E7E SVM LEIA CHAP o ErBERARH% SVM EBEFER
LUN BY7£EY o

* RECHAPEIENZM BIRERE RBNHE | BLEEBANATERIFERPIEE WL -

B BIEZE ~ Trident EIEEMN tridentbackend CRD ~ iif& CHAP M {E B LBHTES
Kubernetes 1% o Trident 7EILBIREIIAIFRE PV #23EB CHAP #HE R M o

FRRURER I BT I

{EAT T Tbackend.json) HEZEHEICHAPRE « LUEHCHAPLEEE o ISEETICHAPILE « I{E
F3 Ttridentctl update | #p<3RRIRIBLEATE o

@ EHBIHE CHAP HZREF ~ IKAZEB R “tridentctl SRE &R o 5701 ONTAP CLI 3¢ ONTAP
AR EIE S FNHFEE LASTE - EA Trident REZIIGELEE -
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cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o Fom e
- o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbebbc |
online | T

e —— e — e e ettt
t——— R +

RAEEGIEREIRE ; (1R Trident 7£ SVM EF#ENE « RIS LEEEFEBERFER AR o SNVEGRER
EHHERER - MRARNERSERERS(ERT - PEEPVEVERIENER - REEAEMLITRER

SAN/ERREZETRELFHIONTAP

BEARUN{AITE Trident 247 KA ONTAP SAN EEENTET o ANENIRHBIR4AREEEHI K
BB IREIFEE StorageClasses MIsFAAE K] o

"ASA T2 ZA"EEMONTAPRAE (ASA « AFFFIFAS) E#FENEFLBAAR - BLEEEERXERLESH
BIEF > ANEEREFRARAR o "¥AR T AR ASA r2 ZAELEM ONTAP R 2 ERIZER" ©

@ HE “ontap-san'ASAr2 Z#Z1EEEENTEIL (21K iSCSI » NVMe/TCP 1 FC #3E) °

ETridentBIGREF » BEIETLEHRMAEASA 2 o BITEELE “ontap-san {4 “storageDriverName Trident™]
EHEEAIASA r2 SEMONTAPR AR o TR » FERIHRTESHINEARASAR R4 ©
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false + "method" @ true}

BRIECIEFE & TRE R AR TR 2 s+ HlRYEC B IREN ~ TR
sR/IER °

{EFIONTAP REST API F97atf 228 o

‘useREST E&REA “true’
TridentfFONTAP REST API
Blginds ; BRES “false
Tridentfff ONTAPI (

ZAPT) MROYEARIREITE o LEIhAEEEoNTA
P 9.11.1 KEEARE o LI > EAERY
ONTAPEABBNERFHM

‘ontapi fEA - ERIBBAEEN
‘vsadmin M “cluster-admin®
Ao Trident 24.06 HrAsFonTaP
9.15.1 HEShRASEHLE »

‘useREST =RES true TBR ; BRE
‘useREST %] “false {fF ONTAPI
(zAPT) FFOY o

‘useREST Z2/ & NVMe/TCP BIEK o
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RIBRIFEERIEINIE Volume o :EF5ATEEEL mkfs
T EIEACEINRTIVEIE « B EREERK - #fl
[ -E nobard |

*$& “ontap-san'#l “ontap-san-economy %75 iSCSI
HERBEEIFETL o **ItESh > 7EfEA iISCSI
NVMe/TCP W ERF » x4& ASAr2 &t o *

limitVolumeP 7E£ ONTAP SAN &HEBIRPFEA LUN BF ~ afEkpy " (FERRAsRHIETT)
00lSize A FlexVol A/ o

denyNewVolum PR ontap-san-economy &imiEII#TAY FlexVol HEht
ePools EBUEZH LUN - RBETERFEN FlexVols B i
B PV o

£ formatOptions AYiE:E
TridentiE:E R AU T EBERIRETERE -

* -E nodiscard (ext3, ext4): FEEHFE mkfs FEEEIR (r?ﬂ%ﬁﬁ:@iﬁﬁlﬂ%Eﬁﬁ*ﬂﬁﬁﬁﬁ/ﬂ%ﬁaﬁﬁﬂ%ﬁ%ﬁfﬁ
BH) - EEAEZAMNEIE-K » WHBEA ext3 ~ ext4 1EFEZR4L

* K (xfs): REEHIT mkfs FREXEZTR&IE o IWEERBERAR xfs 1E2 R4
f£F Active Directory /R:EM&lx SVM EgzETrident RIS 1%
IR BRI AR RE TridentAf£ A8 Active Directory (AD) /Re&¥i&in SVM 175258 o 7€ AD IR B[ IA7EEX SVM Z Al »

,_\M\'E‘“""' AD #EisiEslun ¥t s g sk SVM UEEVERR o H7LEA AD IRPEITREEIR » B AR AER
o & "TEFONTAPHERE Active Directory ABIiZ UL TZEY" T AR=¥15 o

1. %%k SVM EC BRI LTBRA (DNS) RRE :

vserver services dns create -vserver <svm name> -dns-servers
<dns_server ipl>,<dns_ server ip2>

2. $11T 58S 1E Active Directory 174 SVM T ERSHIRS -

vserver active-directory create -vserver DataSVM -account-name ADSERVER1
-domain demo.netapp.com

3. LRSI AD FRENBHEREERE SYM
security login create -vserver <svm name> -user-or-group-name

<ad user or group> -application <application> -authentication-method domain
-role vsadmin

4. ETridentBIRRERET > 32E username M password 2D RIA AD [FEHE N EFBL B o
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev?2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default

snapshotReserve: '10'

HiMERREEREIIMFABEMIEE ontap-san ~ Trident 73 FlexVol ZBSMEAN 10% A
@ = UBH LUN REEE o LUNIYERE A/NEEREZEEPVCHRERBA/NTEHERE o Trident 4%

10% #IEE FlexVol (£ ONTAP HEETRATAA)) o FREERETUBEMERNTRER

£ o ILEE A IELUNRAM:E « BRIEFTBETRBE R 2F A c ERBEANONTAP-sanfSE R o

HINEEBEIR snapshotReserve » Trident U T AR EEHIAN ©

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 @TridentAE41 LUN 7TERIMEESMNAIIEIFlexVol BY10% o ¥452 snapshotReserve =5% » PVC 55K =5
GiB > BI4EREIR& A/ A 5.79 GiB » AJAA/N\A 5.5 GiB ° “volume show &5 % FEEE T E2 S5 5 S 1LIAY 45

Aggregate State Size Available Used%

_pvc_89f1cl56_3801_4ded_979d_034d54c39514
online RW 18GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd
online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951la_@Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

Bal ~ RERBEXN « FEERHEARREAER Volume °
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RIEAERSHEM)
THEHIERERERE  BARDSBREBFERE - ERERREREENSGIE -

@ YR ITIE NetApp ONTAP LEHEEC Trident 58 Amazon FSX > NetApp E&IEIEELE
DNS %478 > M IP {itk o

ONTAP SAN 34

EeFRNEARLER ontap-san BBHER :

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

MetroCluster 15

TR E R « BRETHAMTIMEARFERENRRIRESR "SVM ERHEER"

EEEEUIAMTE > BAERT A svm 2#FKIEE SVM "managementLIF o /40 :

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

O
Gl

L

By
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ONTAP SAN #7547k &1 45

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>

ReE B ERsE SR

TEUEEAABREEHIP clientCertificate v clientPrivateKey M “trustedCACertificate (
=R~ REAEERCA) BIEA backend. json A RIBISAP AR « AEBERAEECARENE
ROAMRISIE ©

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulIGNsYXNz
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& CHAP #if)

E't:bﬁﬁ%@ﬁﬁ@ﬁ@ﬁﬁuﬁ useCHAP ?&Eﬁ true ©°

ONTAP SAN CHAP #5fj

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SAN #&5% CHAP &34l

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

67



NVMe / TCP &5

CAZETE ONTAP &im _E5RE NVMe BY SVM

version: 1

NVMeBackend
storageDriverName: ontap-san
10.0.0.1

backendName:

managementLIF:
Svm: Svm_nvme
username: vsadmin

password: password
sanType: nvme

useREST: true

SCSlover FC (FCP) &if3l

RAJB7E ONTAP BimsREHRAE FC B SVM ¢ ER FC IWEA&IRA

version: 1
backendName: fcp-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1
svm: svm_fc
username: vsadmin

password: password
sanType: fcp

useREST: true

68

o IZEEEAR NVMe / TCP BIE A& IH4H

e
BE o
non

1
BE o
mnen



version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:
nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\
lume.RequestName} } "
labels:
cluster: ClusterA
PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

formatOptions ONTAP - SAN 4575 R EREN T2 T &5 151

version: 1
storageDriverName: ontap-san—-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:

method: true

api: true
defaults:

formatOptions: -E nodiscard

EREENRIREA

EE‘E@%E%@%%@%EP N @%r%a‘ﬁﬁﬁﬁ%ﬁim?&ﬁﬁiﬂ’ﬁﬁ?&ﬁ ~ fFgn spaceReserve fﬂTt N
spaceAllocation fR ~ # encryption & c ERERNEERFEERPESRMN °

Trident 7 TER) WAUPREERECEIZER ° 7 FlexVol volume Trident L3R EMRE SR ERER LMNFE

REENINFERCERNHFTHRE - K7 HEER  FEESIUHHSEAERERIEERRE « LRIEER
IR & 4E o
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EELEEFIF - BLEAEFNEBEITRER spaceReserve © spaceAllocation M ‘encryption {8 M
e th S ESTERI(E o
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72

version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"



ONTAP SAN #7547k &1 45

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"



zone: us_east lc

defaults:
spaceAllocation: "true"
encryption: "false"

NVMe / TCP &5

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"

encryption: "false"

# & in ¥ FEE StorageClass

%! StorageClass E&AZS/H [EHREENEIRHZF] o B parameters.selector HfIH ~ &
StorageClass #3 & MFAUFLE E#FEE ] BN TR - MIEE R S EFAENERE RPN EERERERT -

* o protection-gold StorageClass EHEEFNFE —EERER ontap-san &if . EEM—IREER
RENER o
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apiVersion: storage.k8s.io/vl
kind:

StorageClass
metadata:

name:

protection-gold
provisioner:

csi.trident.netapp.io
parameters:
selector:

"protection=gold"
fsType:

"ext4"

* o protection-not-gold StorageClass BHEEHFIIE _EMNFE=EEREE ontap-san Ein
ME—REERUIMRERBRNER

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name:

protection-not-gold
provisioner:

csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* ©° app-mysqgldb StorageClass EHEEFHIFE =EEHRER ontap-san-economy &if
mysqldb R FE R IRHETHAERHNER o

I B

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:

name: app-mysqgldb

provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType:

"extd"

.

f#if © 3

* o protection-silver-creditpoints-20k StorageClass E¥EEHRME _EEHERE ontap-san
EEM—IRHIRAR(REF 20000 1E1S FAEEBIE Rt o
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* ° creditpoints-5k StorageClass EHEZEPHE=BEHRER ontap-san PRI IR FEIEERE
& ontap-san-economy & : S —¥#E 5000 BEEHAMHBNERFE °

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* o my-test-app-sc StorageClass E¥EE testArP HMEHRERE ontap-san SRENTENIBED
sanType: nvme ° iEeM—MEEARFEIEE testipp ©

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Trident EREZENMEERER « WRFATSHEEK -

ASNASEEENTZTLONTAP

ONTAP NAS EEspf2 T\t

FRABERANAEFRAONTAP ThEEEFITHEEENASERENTE T AR s E REIE VB i - ONTAP
Cloud Volumes ONTAP
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ONTAP NAS SEFNFEHE R

Trident #2115 NAS f#FRRENTESX « F1EL ONTAP REETEN - TIENFEUERXEIE | ReadWriteOnce  (
rwo) ~ ReadOnlyMany ( ROX) ~ _ReadWriteMany (rwx) ~ _ReadWriteOncePod ( RWOP) o

ERSNFE FHHE Volumet®®, ZIEMTZEUET S IENEZERG

FTONTAP-NAS | NFS SEFN Rwo » ROX ~ rwx ~ "\ nfs* smb
Hu 2 RWOP

{ONTAP-NANASZ#Y  NFS EERR Rwo * ROX * rwx * "\ nfs™ smb
Fu\ RWOP

TONTAP-NAA- NFS BERERG Rwo * ROX ~ rwx * "\ nfs> smb
flexgroup. iR RWOP

* {8/ ontap-san-economy REFHEMIEE FRETHTFEAE SN "2 ONTAP Volume

PREI" o
* fF ontap-nas-economy REVHEWMIEEFRASTHTEHE SN "S2HEHY ONTAP Volume
@ FEHI" #] ontap-san-economy EAFAEENTET o

* 87fER ontap-nas-economy MRETEHAFEERRE « K MENITENE -

* NetApp RE:ZTEFTE ONTAP BEENFE XA ER FlexVol BEIETE » ONTAP SAN BRSbh o fEA
KIFEFEHE > Trident SZIREAIRRMRY » WHRIEIET FlexVol BEEE o

EREER

Trident FREAE LL ONTAP 8¢ SVM BIEENFHHIT « BEEAEEREAE vsadnin SVM EAE « HEfE
A “admin’ AEHERA BN AERBEIERE -

HH AR NetApp ONTAP ZBZH) Amazon FSX ~ Trident TEEA € LL ONTAP 5 SVM EEEN SN « FAEE

ERAED vsadmin SVM EFAE « i EEHERACNARLBIFERERBIT fsxadmin o “fsxadmin
EHEARMBNAEEEIREFERSE o

WREEALE limitAggregateUsage 2% ~ R EREEIERIR o #& Amazon FSX for NetApp
@ ONTAP $3#C Trident fEFEBF ~ LIt “limitAggregateUsage' 280G £ B “fsxadmin EAERE 5
Bic “vsadmin £ - MNRTIEELLDE ~ AHRREER BRI -

EEFAR] ATE ONTAP FRZII B AMRGIMNAE ~ 5 Trident BRENTENAI AR ~ BIERMIREZREHRM © Tridenthy
RZHhRAERE IFOUZEIMNYAPI ~ T LAPILBMAEZ £ « EARESHREESZ HE

#EEFONTAP R ANASHEEBI TR R R B
BEAZ(EF ONTAP NAS BEENFZTU5RE ONTAP 2iRAVEEK - BRsE IR BE HRAY

%€ 25.10 KRZABA%E » NetApp TridentSZHF " NetApp AFXEHTF 24" © NetApp AFX #7F R A EEMONTAP R4
(ASA ~ AFFFIFAS) 7EREEFENEFAXLEFRAR o

() 2% ontapnas’AFX #3548 NFS WHERBNES, ; T548 SMB 7 -
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ETridentBIHREF > BEBIEELENRFE AFX o BEIERE ontap-nas 1% “storageDriverName' TridentA]
BENMERI AFX R4 ©
* B ONTAP &l » Trident EXRE/E—ER S DHECAA SVM ©

* SR UBITZERSER « EIIEAEP—EHS —EEFER o fIa ~ SR EFERBIGold4Ex!
ontap-nas EEENFEXFNIEAR ~ FH ontap-nas-economy — »

* EFRERIKubernetes TFERBLERN AL EEERINFST A - 2R "FiEE" UIISEZFHEER -

* Trident (2X32#MEE Windows EiZ5_ F#11T8Y Pod B9 SMB HEREE o 40 EEFALE SMBATEE EFFAEN -
H2E o

E&#:E ONTAP i
Trident 1Rt MTEEEE ONTAP & iRAIRT

* R E [ IEIENEEEH ONTAP BinlER EHMHR - B CHEARELEENZEE A A EHEEIIR
B~ B0 admin 3% vsadmin MFEREIONTAP EHARASHIR AMESYE ©

* B WRABETERIRRE/RE © Trident 7 SEEL ONTAP REEN © 7EILEE « BIRE RV AR ZTAR
In/&eE - BIWMEERNCAKRE (BEMEA) BIBase64iRiS(E o

TR UAEFIRA R - UEESIRENRER S AZERE - 8 « —RAZE—EEREH X - EBUMER
ERERE A « CUARERIRERPBIRIRARE

(D mpousERRERERE  ERRTSERK  EATHPRESEREN S -
BmRERE
Trident B SVM #EE / #EWE BRI « 745 ONTAP BIHEH - RBCHEPRENTATHAES
I admin & vsadmin ° MILATREMREBRIE ONTAP KRAHIBIASIEAE - BLERRAATAE® ARIAI Trident
HRASFAEFBRUINAE API © EISTZ 2B A B @ AR IILIZEE Trident (A3 ~ EFEBE -
BRI AT
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

credentials:

name: secret-backend-creds

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

Al Al

svm": "svm nfs",

"credentials": {
"name": "secret-backend-creds"

FHiolE B ER W — LA FHEISEMNE - BRI Z B « FAERE/ZEZ U Base644R5 « Wi #7F
AKubernetesté® o B /BB R —EENENEERNTE - Bt - ER—BAEIESRE -
HKubernetes /{#FEIEEHIT °
B /RE R eSS
IR ANBIETTLEREDS « WEONTAP ZBIHE: - B EEZE=—([EARH o

* ARREE | AP iR/&:EMBase644RIB(E ©

* ARIRFAEEE | AL Z I8 Base644RIGE ©

* {S1EBYCACertifate : Z{S1ECARFEHIBasec44RiSEE o UNRERESERICA ~ BIABIRHIEBE - IR KRER
{S1EHICA ~ B ZBZHERIRE -

HANTERIZEIE TP o

1. %E%ﬁﬁ%?ﬁ%ﬁ%ﬂﬁﬁ%oéiﬁ\ samCommon Name (CN) (—fg®%# (CN) ) REAONTAP EisE s
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. BEEMICAREMIEONTAP EREHRE FEEHRREFEESRE - MRKERGENCA -« FRBE -

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. 7EONTAP X iEH&E F AR Im/&ENEE P81 o

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true

4. FESDONTAP X% lcert) Bas873 ARUIRINGE ©

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. EAEENREAIFERE - LLONTAP Management LIF IPFISVM&TEBE X <SfManagement LIF>F<vserver
name> ° A ERRLIFRARFFIRAIRE S TEREREIE] -

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>"'

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. FRAR E—TEISHEREIL B °
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cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o —— o et ettt it
o +—— +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

o —— e e it ittt et P
+————— - +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214
online | 9 |

o f——————_ Rt et L P
o t———————— +

EERE T A e E B

TRIUEMIRB R « UERARRIBRE S AR EHIRE R - EmiER A 01T | ERERERREEN
R RIR P EMIAE AR ; ERRENRIGF ENAERERR/EE - EEEEM - TUABRRANRES

7~ RBITIGEREE /0% o AAMBEAENNbackend. jsontE % ~ HHEIERITHMNERH tridentctl
update backend°

cat cert-backend-updated.json
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{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e ittt e ittt b o
T e i+

| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

R fremememessess==== fessmssee s se s o s s s e e
f======== fmmmmeme=s “F

SCHEEIES « (7 BIERLALEHONTAP BABNER (11NBI0S) - HEEENRE
() # - mEEESES RS EEBFEERRE - ARTHEBUSRNIES - 2 &0
HONTAP S R EHTRE -

EHBIGASHEH BRI ZHMIEENER - AR E X BB WHIEEELR o flIINRIFEIRT Trident
AJLLEL ONTAP & imd@s ~ WERIER A Volume {EX o

# Trident Z1ZH:] ONTAP A&

fEA AfE AR K Privileges ZIEL_L ONTAP E£E£AT « EHRMAEEMEA ONTAP BIEEAGAAHIT Trident 1
E’JT’E¥ o BIRIE Trident BipsHRE T A SEAERTER « Trident SEAKEEIIA ONTAP EEABKRNITIE

=<

UNFEEEIL Trident BEJABFHHEE « 552 E Trident B BEEESS" ©
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{§£F3 ONTAP CLI
1. FRTYGSERIUIMAE !

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. 2 Trident EAE R FHESRE .

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. BAGHEEFRE !

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

fEFSystem Manager
7£ ONTAP RAEEIEEPMIT FHIPER

1. BiUBRTAR "
a AEARERRBIBTAG - FEN " RE>RE " °

(30) EBfE SVM BRRIESTAE - FHBI * (7R > f7 VM > > required svi BE >
ERERAE .

b. B * EREMAE * ENHBET (—) o

C. 75 * At " TIRIE +Add ©

A EHAEIIRA  REE—T * fE o

2. " WAEHEE Tident BAE* © + & [ EAERAE" | BELRTTHSH

a 1 * (A% * TREEEET + -

b. BENFREAIERERTE BT A - W THAERPEREE o

c. #H—TF [ o

EFHMEEN  F2HRTIER !

* "AIREE ONTAP NE AR EEB I HE"
c "EABNERESE

EIENFSEEHREA

Trident f£F8 NFS BEH/RRIZRIZHI S HFAECE 2 IR B RITFEN
Trident 7E{52 A EE LH /R A FHR My (B 2878
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IFFBERAEAVRA - EHABHCELRIER ; EMELRIFTBRETFFRELETFHNA UL
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@ EFRENRREELRRAIE SR/ E AR AIEEE (NAT) o £/ NAT B « EFEH SRS B EIRIR
NAT fiik ~ MIFEER IP ML « FIEELRA DA ZBFTIRE R « SEEEFN o

Lyl
RERAMEARSEE c UTERIHEREDFG

version: 1
storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135
svm: svml
username: vsadmin
password: password
autoExportCIDRs:
- 192.168.0.0/24
autokExportPolicy: true

EFRLETHAERS ~ A BRERSVMAPRIREREE A B SoRiZ I ELRE « W AB AFFEECIDRE
1R (FIENTERELRR) RIELHFRRY o sEFEETE NetApp EEHIREBHEMUE « & SVM EAR
Trident °

LUT R A L s AR ThARE VB S I

* autoExportPolicy BRIEA true ° &7%n Trident @AFEAILEIFA SVM #iEEE Volume EBILE
HIRA) svml ~ WEAAIIEE R REEIEFRABVFTIGAIMIER autoexportCIDRs o TEHARE NN EENRLZ A
ZHRE EEARERANTEELRR « U LERKENFIGEHEE o ERIREZMHEERS Trident B -
BEU—EELRR - HELBEE 315 CIDR BIRAEIR IP B9ERE qtree 1H[E] o ZLE IP hEFMIEER
FlexVol volume Ffi{sFRYEE H /R Al

° fln
* &% UUID 403b5326-8482-40der-96d0-d83fb3f4daec

" autoExportPolicy 8REA true
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* #FFHE trident
» PVC UUID a79bcf5f-7b6d-4a40-9876-62551f159c1c

= gtree %4184 Trident _PVC_a79bcf5f 7b6d_4a40 9876 _e2551f159c1c FlexVol ~ EA#r%HY gtree
EITEHER - AHEH qtree #EI7FE trident-403b5326-8482-40db96d0-d83fb3f4daec’
HEA -

‘trident pvc a79bcf5f Tb6d 4a40 9876 e2551f159clc MUKRIE svM LEaEHIZEaE
HEE trident empty © FlexVol EHERIBRANER qtree BEHIREIFRE & BOEIREIA0E
& o RMIMAE AL EE S B EATHELERE -

* "autoExportCIDRs 8 L@ IR/EE o IH(IAZERREAL ~ 78584 0.00.0.0/01 ~ T:/01 - WMRKE
F  Trident ¥TIGAFA T L(EENEE B 213 56 [E B8 BLEHE AL ~ WIRMHHARY) o

TEUEEEHIR 192.168.0.0/24 ~ FIZMAINEZER] o ERMAUMULAINEEEERBY Kubernetes &k IP 81 H AR
GEIEE Trident FREIZAELRE] o & Trident EFEBITHENEER > ©YHIEEIEEAY IP (it » ¥ FEAIR(M
B ESEITIRE autoExportCIDRs © TEEEMEF » 1EEHE IP 218 » Trident @A HEFAEMEIREMEL IR IP
EIUEHRAFRA] o

ISR UTE R %0518 ~ B # TAutoExpportPolicy ] #1 TAutoExpportCTR) o fERIMA B &R MIERIR
A CIDRBVEIHMINZETAICIDR © MIPRCIDREFBTSLEEIE LXEE@T‘%EPI%HE’E E’Jisiiﬁ%akmjlﬁéﬁ{ﬂﬂﬂéf
89 TautodportPolicy] ~ ZAEEIZIFEFHEIIELRR] - EEEERIRARTRE lexportPolicyl 28 o

Trident B S E#HBIRZE ~ BRI LUEASE RN tridentbackend CRD HKiEERIR tridentctl -

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: ext4

TEPRENELET « Trident EHREFAAELRE « ASIRE RN ERNEFIGRR] - AR EERIFIELRRPE
PRULEARS IP ~ Trident AIBG LIRS EHNE « FROFREFRUMENREEEERLL IP o

B S EM L « EHAEHRBIE tridentctl update backend BIFE{R Trident HEIEIEEH/RE - EEHEE



Ry 217 mfE LA i UUID H qtree 2iBapRAVHTEEHIRE! o #in EAHERE G 7R/ 2 17 AIEE R B EN S0 S 40
ez ® - EREERA -

@ R EA BB ERELRAN R - REMRERELVELRR - MREHFEILRI © BIER
HRAMB R - WERRIIMHELRE

UNSRENEFERELAY IP AIMEEEH ~ A BIEEIEE_ EEFENE) Trident Pod © 2218 Trident 2 EFFEHRE ~ LUk
EHFFEIEA IP B5E o

B ESMBHIEE

RERMNZEE ~ SR UAFERAKRECE SMB #IR&E ontap-nas FEEIFER :

TR ATE SVM ERIFFERTE NFS 7 SMB/CIFS BAME » 74 8E% ONTAP AEPEIBHREZ L
(D) ontap-nas-economy SMB Volume © £k HRE—BERGE * 55 SMB Rk
5 o

@ “autoExportPolicy’ 73z & SMB Volume °

ez Al
ZECE SMB HiRE 2 AT ~ M REFEH THIIER

* Kubernetesz& £ B LinuxiZHI2sEIE, « IR E/D—{E#1TWindows Server 202289Windows T{EEf
Bt o Trident 22 1E# 8 E Windows &2 F#11THI Pod BY SMB HEHER o

* E/DE—@ Trident H4Z B Z T Active Directory 5258 © MR smbereds ©

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* FBEAWindowsIRFEHISCSI Proxy ° BERE csi-proxy * sA2E "GitHub : csi Proxy" 8§ "GitHub : 78
A WindowsHISCSI Proxy" AR Windows_E#1TAIKubernetesEiZs o

1. W AEZPEFE ONTAP ~ BB LUSEIEM iR T SMB £/ ~ 5 Trident BIIA AL SMB =/ ©

@ Amazon FSX for ONTAP % SMB 2 o

TR fERmER N2 —REISMBEEHARE "Microsoft EIEF XS HEBRIRIRA N EIRE TEE
FAONTAP CLI - HZfEFONTAP CLIZIZSMBA :

a. MAKE « FEIHBHBEREERS -

° vserver cifs share create ﬁ%@&f—tﬁﬁEﬁﬁﬁF‘aﬁﬁ‘Eﬁ-pathiﬁIEq#‘éEE’\JE%@ o YNRIEER
BRIEARTFE ~ Bip S8R -

b. #Zi7EIEFESVMIERAMSMBHEAE :
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C.

vserver cifs share create -vserver vserver name -share-name

share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]
BRLRAEERII -

vserver cifs share show -share-name share name

(D) #2m EusVBHEE" LEGREHEEL -
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FrIEH AR E o HHXREPERZE ONTAP ~ L2284
EFIER o Amazon FSX EE LR pES 1B
ONTAP #&if ~ BEARIAZEY ©
nasType *IABERTE A smb. MR Anull ~ BIFERR 2 nfs © smb
CERERRTD) HMEEENZRERT c MWBRTES ntfs i mixed ntfs Bf mixed A
FEANSMBRAIER A SMBHEREE
TunixPermissions.| M ENELS - SMBHEEE W BRBEATEH o+ "
EiFZ%Z SMB
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1SeCERYEER,
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TR

1. £ TridentBackendConfig F$5%E adAdminUser > 1 IR -

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap
namespace: trident
spec:
version: 1

storageDriverName: ontap-nas
managementLIF: 10.193.176.x

svm: svmO
useREST: true
defaults:

adAdminUser: tridentADtest

credentials:

name: backend-tbc-ontap-invest-secret

2. FEGHF BRI AR o

AN trident.netapp.io/smbShareAdUser sEfREIRELE > UBAZE svB MAEKRM - A=
EFERAEE trident.netapp.io/smbShareAdUser MEsZEL " smbcreds #ZE o EAJLUEEMT

Hpf 7 — “smbShareAdUserPermission

full control °

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-smb-sc

annotations:

full control ’ change ’> & read ° FERERE

trident.netapp.io/smbShareAdUserPermission: change

trident.netapp.io/smbShareAdUser: tridentADuser

parameters:

backendType: ontap-nas

csi.storage.k8s.io/node-stage-secret-name: smbcreds

csi.storage.k8s.io/node-stage-secret-namespace: trident

trident.netapp.io/nasType:

provisioner: csi.trident.netapp.io

reclaimPolicy: Delete

volumeBindingMode: Immediate

1. #IIPVC o
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LUFEEf#z PVC :

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/snapshotDirectory: "true"
trident.netapp.io/smbShareAccessControl: |
read:
- tridentADtest
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

HIIZANASHHASEIRELSE HIONTAP

BEARUN{EITE Trident 24P IT & EA ONTAP NAS EBENTER, o AENiR B4 RE &5 K
BB IREIFEE StorageClasses MIsF4AE K} o

1€ 25.10 KRASBEEA © NetApp TridentS2 ¥ NetApp AFX 77 24" © NetApp AFX 77 A AT S EL B AR ONTAPHY
#4% (ASA - AFFRIFAS) TERSEEIVE(EAT LA o

@ 3E “ontap-nas NetApp AFX Z&#4t2 38 NFS 17 EEREIFET, ; A521& SMB HHE ©

ETridentBIHRE R » BMBIETLNRAZENetApp AFX HEFERA o BITEHE ontap-nas 1F4
“storageDriverName Trident® BENER| AFX 7 R4 - MNTFRAM » FERHARBENERR AFX #ER
o

BURAERGIETR

UNEHIEARASIRIE « R TR !

28 =B fa
T E] IKIEA1
rtorageDriverN HEREEN LTS ontap-nas  ontap-nas-
ame|] economy B ‘ontap-nas-
@ £E AN NetApp AFX 24 ‘ontap-nas’  flexgroup
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EFRANEEEREES ANRIEESVM "managementLIF"gl)
1

* MetroCluster s5 &8 o * 55280 MetroCluster &l o

B AR B EhEE KRB K B[R MME] © R iz

“autoExportPolicy’ #1 “autoExportCIDRs 318 ~

Trident EJA S EIEEHRE o

& Kubernetes &i% IP EfZE7ERIARAY CIDR JBE ['0.0.0/0" ~ "/0"T
autoExportPolicy © ffF "autoExportPolicy #

“autoExportCIDRs 318 « Trident AJLA B EIEIEEHR
o

ERRHIREMNERISON-BICIREE "
AP in/&RsERBaseb4 RS {E - AN /&R '
R RIRTAE EiRAIBaseb4RIBIE - AVRERERSE

Z{SECARENBaseb44RiG{E © B - AN/REARER "
E)

FRREERIEE/SVM ERERTE - BRERN/RER
B17E8% o AR Active Directory &% » 52 "8
Active Directory /Rs&MR1&Ix SVM E&s& Trident 9515

BIRFIRE/SVM BUES - AR EI/RENSDERE o

R Active Directory B&:% » 2 " Active
Directory &:E A& SVM E&z5 Trident B9 19" o



2 siLPH 64
MtoragePrefix) fESVMAECEFHAIRERPIERAIER - RE®RE " Trident”
R

£ ONTAP NAS BRI 24 B L

@ FITHY storagePrefix B > qtree A E
RNEREFRIEFIT » AT SRR
&&iEH o

{Aggregate) BrREREEERNAggregate GER ; INRERE ~ Blws "
BISIREASVM) o ¥H52 “ontap-nas-flexgroup SEENFE
o LEETEE R o RKIEK « EfRENES
BEERB] FIA A2 FlexGroup Volume ©

7 SVM B EE#f Aggregate B « EEE
iBERE SVM MEmEEEE Trident
Hl28 ~ 7 Trident D EENEH - BIETE
Trident & E 45 E B Aggregate LAEC

@ & Volume B ~ YNRAF Aggregate E#f
mAEBH SVM ~ BIfE#REE SVM
Aggregate B ~ BIFREERE Trident
BV BURES o fRA B Aggregate &
¥4 SVM B Aggregate ~ SHEHEH
S ERREPR ~ AREFBRIRERT LAR ©

*SEIIEERR AFX HFER#AE ©

PR MRFEAFBBUILE L > BIfcERK - RER " (PR aEHIIT)
f#lAggregateusa ¥ Amazon FSx for ONTAP ° *:5/$5 € B AFX {4
gel FRiF
FlexgroupAggreg ANEREENEGIFE (BRH ; MREHRE « A
ateList WBTEIKEG SVM ) < 15Ik4 SVM FTE S & RBEE

PR %2 FlexGroup Volume © £3E * ONTAP NAS
FlexGroup * ZEESFE ©

£ SVM HEE#f Aggregate SBERF « &
ZEifims SVM MEBEEHRLEN Trident
P28 « HENTE Trident PEFTHES o
E{T1E Trident FREHEN
Aggregate ;5B RECE Volume B ~ Ul

(D) £ Aggregate BEEHDRIBY,
SVM - BI7EER59 SVM Aggregate BF ~
BB EE Trident AYKBRAREE o
1S4 ZBHE Aggregate SHEEE A SVM
IHEESEE - R EEIBIRUE
BIRE 4R o

J((gEﬁ%'JVolumejt NRFRAVERRE A/ WA UL E > BIFCERK - " (FERAEREINIT)
AR
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2¥ sREA HER
lDebugTraceF| SFEEHEAZRFEERAAMEIEEZ o FIM0 ~ { "api” : null
ags| false ~ "method" @ true}

sA7N1ER debugTraceFlags BRIEMIETE SRR
EEFHRISCERAEED o

nasType BoE NFS 3¢ SMB HRERIEIL © EIEA nfs » nfs
‘smb T ZE(E ° FREA null BIIFEEREA NFS HLREE o
WNERISTE > BMRERERTES "nfs BHAN AFX fFERLE ©

FnfsMountOptio LAIESE I FRAINFSHMEEIEEEE o Kubernetes-
nsJ Persistent Volume BY# & EEIEE B B X FEFIERAIE
TE ~ BMNREFEFER P RIEEREIEE - Bl Trident &
Bl AFERFERMARERZPIEENEEEE - IR
E7FLRR N ARRSE R P RIEE (A HMEETE ~ Trident
B ARG IERAIGAV I ENR & _E e T s -

"gtreesPerFlexvo fgFlexVol @2 Aqtree ~ W BIEEEA[50 "200"
I « 300]
smbShare e LIEE Y EA—IE . /8 Microsoft EIEFIE4S smb-share

g, ONTAP CLI Z37AY SMB HFBE&%E ; 75 Trident
321 SMB HAMEE ; IS EE TR U IEHEA
MR & o Wt AEREEE ONTAP ~ LB AERE

B o Amazon FSX EE LB EZ1E ONTAP #&

im ~ BARAIAZER o

{useREST) fEFIONTAP REST AP| BTG RE o "useREST :RE true 1 ONTAP 9.15.1 KESHR
2 “true TridentSEFIONTAP REST API 11815387l ; 7> FBH| false o
EiREA false TridentfEF§ ONTAPI (ZAPI) LAY EA T
i@ o LETHAEREONTAP 9.11.1 RESHRA o tE4h
> FR{EAMONTAPE A A B NEEFZEVER -
“ontapi' FEFE c FAERIEME T iE—% © "vsadmin #l
“cluster-admin’ A& o {£Trident 24.06 KxZ<F1IONTAP
9.15.1 SEEHRZASEIYE > "useREST :RES “true TE:R
; 828 "useREST 3 “false'{#F ONTAPI (ZAPI) M
Y o YNERISTE » BIAARRTES true B AFX #7F

limitVolumeP 7£ ONTAP NAS &HBEVBIR(ER qtree BF ~ ATEKRAY " (FERAF@HIBIT)
oolSize FlexVol K/ LR o

denyNewVolum PR “ontap-nas-economy &R IT#TAY FlexVol HEh
ePools EBUBEZH qtree - RBTAEFFIEN FlexVols ATARL
RIEFHY PV o

adAdminUser HB7A SMB HAZT2FEUERA Active Directory BIE
EFRENFERAERE - FRLLL2#MA SMB HAR
HEAEZREHIRNEIESHER o

ARE RICEHIRENRIRHERREER
ISR LAE APV IS IR R HITER B IRACE defaults AHREEES - MNFFEHH « F2 B THIAARREH
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#

"paceAllocate (

cE)
(frEE)
MRER R B!
F'qosPolicy

{adaptiveQosP
olicy)

MREBREE

[PlitOnClone

e

M BEER

TunixPermissio
ns|

lnapshotDir

B EER
(R

nameTemplate

Sk a0
gtree BYZERI D EC "

ERERBEEL ; M (BRE) = M Volumes (1) "#E"

E({FEFHRISnapshot/RE "

BISAAFT R MR & MIQoSIR B - Fi2EEMHE "

EE /& IRIE P —{EqosPolicydiadaptiveQosPolicy

B RAAFT IR A IR ERVERE M QoSIR A BHAH - BEiEE "

EREEFEE/BIHNEF—EqosPolicy

T{adaptiveQosPolicy © N ONTAP-NAS-£&EH 7 15 o

REB4AAIREBRIEIEE B 9L F'0J W snapshotPolicy
= T BB T

BIIEASE ~ RERXEERDEIELR "R

TEFRARE & B NetApp Volume Encryption (NVE "&"
) > TBER%A false o AATERE RN EANVE

A REEFBIEEETE o AIRERIGRUE NAE ~ Bl Trident

A EBYE Volume EBHGEIE NAE  INEFXE

& ~ sA2 R0 Trident ¥N{aI5 NVE F1 NAE 1EECE(E"

o

DERAILER MH#)

HHRENEDR "777" R~ NFS HiHE&E ; SMB %
REAZER (FRER)

PEEHIEBIFE . snapshot B ¥ NFSv3 B9 NFSv4 "false" %
"true"

E(FEHANEHRA "FEER"

R EMNZ 2RI c NFSZHE mixed Ml unix €% NFSTEEEZ unix °c SMBTEERA

B | SMBXIE mixed Fl ntfs BRHER | tfse
1211 B TR B R AR o .

47 Trident f5F8 QoS [EAIBHATE ONTAP 0 8 LB « (HEREFAIELAM QoS AR
(D) & reEESRIBEERESERE - £ QoS RUBERARNNTHIE LIFa HeRE
EH9 LR o

Volume = REC & &)
TR ERTEREREH
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:

k8scluster: devl

backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:

api: false

method: true
defaults:

spaceReserve: volume

gosPolicy: premium

exportPolicy: myk8scluster

snapshotPolicy: default

snapshotReserve: "10"

%7 ontap-nas M ‘ontap-nas-flexgroups TridentIRTEFERIFMEGTESE > UHERFlexvol MRS
£ snapshotReserve BOLEF pvc IEFEUTCED - EFREEX pvec B> TridentBFERAFMNtELEE
VEBESEMMIRIEFlexvol o ILERAIBMAFRERET pve PESHEHFBKRNARAZR » MABLIDIHRHESE
KOZE[M o £ v21.07 ZAI BFEMAEEK pvec (BN 5 ciB) B MRREEEE SIS 503 BIREE
%EE 2.5 ciB WABAZERM - EeEAAFEREERNSEEMERE o snapshotReserve ‘=EHPNES
Eb o #ETrident 21.07 H > FHEEERNETRAZRM > MTridentE&F 7 %M ©

“snapshotReserve BEERTAGERBNE DL - EFREAR ontap-nas-economy ° BH2ELUTE
BT BE T FRIE :

SHEARAT :

Total volume size = <PVC requested size> / (1 - (<snapshotReserve
percentage> / 100))

HIRBTESE = 50% H PVC 55K = 5 GiB WYIE N » #EEE A/\A 5.5 =10 GiB » RIAA/NNA 5 GiB » E1E &
{EAETE PVC FHRAPFHERMIA o “volume show' #5% FERE T B Lt S5 B LAV A%
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Vserver Volume qurpga‘P State TyrF
_pvc_89f1cl56 3831 4ded4 9f9d &31d5IL39514
online RW 18GB

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW 1G 511.8MB

2 entries were displayed.

FaR Tridentt > SLRILZEMNIRARIEF U LR A XX EHIRE o BN FAHARRTEILAVE » BEZREE X/ NUER
FIEEE o filEn > —1@ 2 GiB B9 PVC &5 “snapshotReserve=50"cRiM4E R B EIRMET 1 GiB BT B 2R - 4
> SR E A/VEEES 3 GiB 0 41 6 GiB MR & _EAERZTIZM 3 GiB BRI B AZER] ©

RIKAHREEEA
THSEHBRTERERE  BAB DI SHFREERE - ERERRIHEREENTTE

(D AR IETENetApp ONTAP £ #E TridentfINetAppsz1E _E{FFHAmazon FSX ~ i EI5EIifsBIDNS
£%8 ~ MIEIPALE o

ONTAP NAS #7554 5 &35

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroup il

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroCluster 5

TRAILGRER M « BRATRMIABFEENRRIFESR "SYM EREER"

EEEEETIAMYIA « FAFEBSE SVM managementLIF WEBE dataLIF #l svm 28 o FI40 :

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB Volume &/

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
datalLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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BB EREE SR

B/ \WEIRAEREEF] o clientCertificate s clientPrivateKey Hl
‘trustedCACertificate (ER -~ IRFEAEBEACA) BIEA backend. json W FIESEHEBPIR&
8~ B ERIERIEECARSENERCARISE

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXR0ZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BEELRAES

R EFIERBAAN{AIIETR Trident EASIRSELRAIR BENZ LR EEELRR] o M ontap-nas-
flexgroup” EEREANEFESMER ontap-nas-economy °

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4



IPv6 i ik&E 15

I EHEER management LIF EAIPVEiIiLE o

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: " [5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipvé6
svm: nas_1ipv6 svm
username: vsadmin

password: password

Amazon FSX for ONTAP £/ SMB Volume i

o smbShare ] SMB &R ONTAP EEE FSX 28 -

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix
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version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

EREENRIKES

ETEERHNRIGERIERHFP - FHEMBARFEARERENTERE « FIM spaceReserve # ~
spaceAllocation {& » M encryption if o [ERE RN EERTFERPERD °

Trident 7F ER) BUPREERECERRE ° FHERTE FlexVol for 3% FlexGroup for ontap-nas-
flexgroup £ ontap-nas ° Trident EEEREEER « HERER LB ERERNEIRERIEE - A7
HEER ~ #EFEESUHHESEERERNIERER « LKERRUIEE DA

FELEHMF « BLERFEFNEBRITERER spaceReserve » spaceAllocation M ‘encryption & - MHE
EERNEBERTARE
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ONTAP NAS 54

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: "false"
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: "100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: "true"
unixPermissions: "0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: "75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
department: legal
creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"
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ONTAP NAS FlexGroup &l

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: "50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"
zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"
zone: us_east Ic
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze
creditpoints: "10000"
zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: "false"

unixPermissions: "0775"
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ONTAP NAS #7534 zx &1 451

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

& IR ¥ FEE StorageClass

H2E T3 StorageClass E# [EHtEEEIRHZH] o (B parameters.selector HfIH ~ EE
StorageClass & & M0 HILE E#iEE & o] A EIEHIRE o MEER EEFMENERERNPEESERZEE °

* o protection-gold StorageClass ¥ EEHFMFE—EMNE ZEEREE ontap-nas-flexgroup &
i . ERE—IREERFENEIRM o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* o protection-not-gold StorageClass ¥ EEHHIE =M EMEEREE ontap-nas-flexgroup
®&in . SR —IRESHLIMRERRNEIRA

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* ° app-mysqgldb StorageClass X EERRIELEERER ontap-nas Rif | EEME—7 mysqldb £7
AR REFFHEENEE -
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* tprotection-silver-creditpoints-20k StorageClass E¥iFEEFRYE = (EEHERE ontap-nas-
flexgroup R&if . EEM—IRHIRARREN 20000 &5 AREVE R ©

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* o creditpoints-5k StorageClass BHEEFHFE =EEREE ontap-nas BIRHNPHE ZEERSE
& ontap-nas-economy &% | M —#A 5000 EEHMHANEEFE -

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:

selector: "creditpoints=5000"

fsType: "ext4d"

Trident ' REZENMEEREER « WRFRTSHEFEFEK -

B datalIF FIIR4EREZ

TAIATEIASREREE datalIlF > 777AZHIT FFen< » IERRY dataLIF I2AHTRYE IR JSON 1E3E -

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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@ MR PVCS &I —EsZ1E Pod > E4/ERIBARTE HIFER Pod

AEER -
%% SMB #if|

/8 ontap-nas SEEIZ XN RIHACE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

£/ ontap-nas-economy B2V R IHECE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas—economy
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

BA#FEFANRIREKE

» FRBEFTERE) » #RY datalIF
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm0
useREST: false
storage:
- labels:
app: msoffice
defaults:
adAdminUser: tridentADuser
nasType: smb
credentials:
name: backend-tbc-ontap-invest-secret

% ontap-nas SEENTEXHVETFLEREEH)

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADtest
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete
volumeBindingMode: Immediate

(D FE(RANN “annotations’ BXAAE E SMB ° YIRR A » €& SMB MELEF » ERRingl PVC
PRE T HEEE -
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% ontap-nas-economy EEENTE T AU ETF BRI EE )

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser3
parameters:
backendType: ontap-nas—-economy
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

BEEE— AD FHEMN PVC &)

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/smbShareAccessControl: |
change:
- tridentADtest
read:
- tridentADuser
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

BE%1{E AD fEFRER PVC I
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-test-pvc
annotations:
trident.netapp.io/smbShareAccessControl: |
full control:
- tridentTestuser
- tridentuser
- tridentTestuserl
- tridentuserl
change:
- tridentADuser
- tridentADuserl
- tridentADuser4
- tridentTestuser?
read:
- tridentTestuser?
- tridentTestuser3
- tridentADuser?
- tridentADuser3
spec:
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 1Gi

Amazon FSX for NetApp ONTAP ZE

AEC Amazon FSX for NetApp ONTAP {8 Trident

"Amazon FSX for NetApp ONTAP Ef" @2t EMAWSHRT « nl:ER A E@b&ﬂuﬂ“’

FiNetApp ONTAP BEEFEXRMRBVIEZRZ R4 o FSX for ONTAP VMware ] ;R {3E A A4

FEHINetAppINSE ~ MEEMEIEINAE « RN RO BB FAWSERNE S « 8EE - &2
MFIETTIE o FSX for ONTAP Sforsz#2ONTAP Isfftt 122 RAMRINFEFEIRAPI o

BT LAHE Amazon FSX for NetApp ONTAP 182 2478 Trident 24 « IHE{RTE Amazon Elastic Kubernetes
Service (EKS) AR#117HY Kubernetes & FJECE H ONTAP {7 V@ IRFIEZFHENIRE o

BERMAEAMazon FSXWEEER « FHLIONTAP IRASEBN—ERE - TEESVMA ~ e LEEII—ESK
LEHIEE « ELEIRERHFERARKTIERNERKHERIAES © Amazon FSX for NetApp ONTAP #&LUE
It EERARNFERIRME - FHERAKLEETES* NetApp ONTAP Sing* ©

&£/ Trident 22 Amazon FSX for NetApp ONTAP - f&a] LIFE{R7E Amazon Elastic Kubernetes Service (
EKS) H#IITH Kubernetes S5 AIAMHIEH ONTAP RN EIRMIERIFEMMIEE -
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BRT "Trident 53K" ~ BEFEF ONTAP B FSX £ Trident & ~ [KEFRE

* IREMAmazon EKSEE S HITEIEMKubernetesiSts « BEZ4E Mkubeclly ©
© AR EE T EERELTZENAYIRA Amazon FSX for NetApp ONTAP IS Z AN T ERI%32 (SVM) o
* BEGFAITVEEIEE "NFSELISCSI" o

@ AT EEAmMazon LinuxAUbuntuFf BRVEREEZEH T ER "Amazonid 23 iR&"  (AMis) ~ fRIE
RIEKS AMIFEEYTRE o

Z

fein

* SMB Volume :
° {EAZIESMBHAEE ontap-nas 1EREEENFET
° Trident EKS Ffi0cF3Z#& SMB Volume ©

° Trident (E3TB#LE Windows B5E5 FHITAY Pod 9 SMB BIEEE o 1 " A ESVBHILE" Batila
A HSBY -

* £ Trident 24.02 Z A1 « EEEB EEHE DI Amazon FSX iR A LRI MMIEE « 58 Trident fil
B o F/ETE Trident 24.02 BEMThRASPEERULRERE « 557E AWS FSX for ONTAP R IR EEIE R PaE
fsxFilesystemID > AWS apiRegion > AWS apikey #fl AWS secretKey ©

@ MREER IAM BEISESL Trident ~ BYRJLAEB&HE « “apiKey # “secretKey @i FAHEISE
“apiRegion 44 Trident o ANZEEFAAE N ~ 58 "FSXIEMHONTAP SiE4AAREIEME " 28 o

[EIFFfEE A Trident SAN/iISCSI 1 EBS-CSI BEE1F23(

WNRETTER ontap-san EBEIFER, (B0 iSCSI) & AWS (EKS ~ ROSA  EC2 SR Efth#nfTIERE) —iEfE
FA > BIENES FFrEER S IRISECE RIS B Amazon Elastic Block Store (EBS) CS| EBEIF2 AR - & THERZKR
RINFER B B[R —HIRL LY EBS HifE » CEEEZBREHREPHFR EBS © EEFIFERT "multipath.conf &
FFRETridentzR E I > ERHE EBS HERRHEPRTEZ BRI 24 ¢

defaults {

find multipaths no

}
blacklist {

device {
vendor "NVME"
product "Amazon Elastic Block Store"
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Trident $EHMEEREIET ©

* 088 (JB38) ' 7 AWS Secrets Manager REE2MIEFRE o A UBERERRIERZR - AEFEH
fsxadmin vsadmin 2 SVM s&ERNFERE

Trident FELL SVM £ E N EEHREIABZ AEABIERE S DHIT vsadmin ¢ Amazon
@ FSX for NetApp ONTAP B fsxadmin ' fEFE{ZAEARMENE ONTAP *admin &G
#E o B FaFIEERIBEC Trident £ vsadmin ©

* REHEY ¢ Trident A4 SVM LRERREE ~ Bl FSX 18R AH LAY SVM 4@ ©
MERAEENFEEN  A2RCHREEN R ¢

* "ASNASEZEEONTAP"

* "ZIESANERFEONTAP"
23854 Amazon Machine B#{& ( Amis )

EKS Z2ELIERBIEEZL > H AWS BEHEHAET EKS RfE{EFLE Amazon Machine BE& (Amis) < LT
AMI BE3&3@ NetApp Trident 25.02 Al o

Ami NAS NAS 425 iSCSI ISCSIAAE
AL2023 x86 64 ST 2y 28 =1 =89
ANDARD

AL2 x86_64 =284 28 2t =
BOTTLEROCKET x £ ** =/ REH NER
86_64
AL2023 ARM 64 S 2 21 2/ =
TANDARD
AL2_ARM_64 =28y 28 2 =
BOTTLEROCKET A £ ** 21 R TEA
RM_64

* * MNRAEFERBENR, » BEIEMIBR PV

o REAR TridenthikZs 25.02 BY NFSv3 ©

@ MRUIERTHEREN AMI > WARTAZIER » RERTHEFAE o IWRERER B IETT
B9 AMI BY35RT o

* A MITRVRE ¢

* EKSHRZ : 1.32

* REET5E | Helm 25.06 #1 AWS HitnscfF 25.06

* HH NAS > NFSv3 Fl1 NFSv4.1 #EABAIR o
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* {£5H% SAN #47 iSCSI 5 » IE NVMe B o

* BRITAVRIE *

* 17 f#F4ER) > PVC > Pod

* MiB% : Pod > PVC (—f% > qgtree /LUN -7 > NAS 128 AWS #15)
MTHAE B2

* "Amazon FSX for NetApp ONTAP H9sZ 4B {4"

* "Amazon FSX for NetApp ONTAP HZRS& IR S E"

I IAM 65 AWS Zh5

REI LU Kubernetes Pod 32 E AU AWS IAM A #E1TERRE ~ MIEIRHAERER AWS 22
55 s UFELAWS BJR ©

(D =26 AWS IAM BEE(TERE « TAARER EKS H1E Kubemetes 4 ©

#2317 AWS Secrets Manager

AL Trident & &t¥f FSX Vserver 17 APl » UEA K EIRHEFRE » RILHET B SEEEM o FIRELERE
HNLZ AR AWS Secrets Manager Z05 o FIE » IR ERLE > MASHEIL AWS Secrets Manager 2
15 » HhEE vsadmin IREAIER:E ©

IEEERIZR I AWS Secrets Manager ZBHEH{#7F Trident CSI 5935 :
aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials"\

-—-secret-string
"{\"username\":\"vsadmin\", \"password\" :\"<svmpassword>\"}"

B3 1AM [RE
Trident W& E AWS #ERA SEIEFEHIT © FHLt » MHREEZI—ERE - 52 Trident #EBFRERAIERR ©
% FIfER AWS CLI #2137 1AM JRE :
aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy
—-document file://policy.json

—-—-description "This policy grants access to Trident CSI to FSxN and
Secrets manager"

* SR JSON #8f1 * -
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"Statement": [
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "*"
b
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager—-name>*"
}

1y
"Version": "2012-10-17"

AIRTSIR A RARG (IRSA) #£1I Pod Identity I IAM B

SR LUE R EKS Pod Identity 52 Kubernetes BRFEIRS » FEACA AWS Identity and Access Management
(IAM) Bt » fERA IAM ABETIRISIRE RN (IRSA) « (EAIEEREAFEAZIRFEIRA M Pod A8aIUFEA
BEREFEERER AWS ARTS o
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Pod 515

Amazon EKS Pod Identity BB {E T EIERERAEV/RFEES > FHLL Amazon EC2 HIITERE R EIE
Amazon EC2 HiTERRIRHEENAR ©

E1Z8Y EKS F5 %4 Pod Identity :

RO LGEB AWS SR TS AWS CLI IESEIL Pod 545 -
aws eks create-addon --cluster-name <EKS CLUSTER NAME> --addon-name
eks-pod-identity-agent

BELEMEL2E"RE Amazon EKS Pod Identity Agent" o

% trust-relationship.json :

J237 trust-relationship.json X4 »  EKS ARFZEREFES07IE Pod Identity BILEEE - SABEII—EAEBNU

TMEERBNAS !

aws lam create-role \

--role-name fsxn-csi-role --assume-role-policy-document file://trust-
relationship.json \

-—-description "fsxn csi pod identity role"

trust-relationship.json Xff :

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "pods.eks.amazonaws.com"
by
"Action": [

"sts:AssumeRole",
"sts:TagSession"

A BRERMNE 1AM B
i E— (B BRI AGREEMMNEIEZIN IAM A
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aws iam attach-role-policy \
—--policy-arn arn:aws:iam::aws:111122223333:policy/fsxn-csi-policy

-—-role-name fsxn-csi-role

#237 pod &5 REH -
7 IAM A &F] Trident ARFEIRE  (trident-controller) ZR#EI7 pod &% RaEH

aws eks create-pod-identity-association \
--cluster-name <EKS CLUSTER NAME> \
--role-arn arn:aws:iam::111122223333:role/fsxn-csi-role \

--namespace trident --service-account trident-controller

ARFSHR E REEE (IRSA) BV IAM A&
{#F3 AWS CLI :

aws lam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

* {S1ERE1% json tEZE © ~

"Version": "2012-10-17",
"Statement": |
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-
provider/<oidc provider>"
by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

}
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FEIMERPITIIE trust-relationship.json :

* * <account_id> * - &Y AWS tRE ID
* * <oidc_provider> * - EKS 258 OIDC e f&aJ L 1T 75!)18 B 2KEX4S oidc_provider :

aws eks describe-cluster --name my-cluster --query
"cluster.identity.oidc.issuer"\
-—output text | sed -e "s/“https:\/\///"

* £/ 1AM [RAFTIN IAM B - -
BuAGR  AEAUTHLRRE (ELASEPEL) WNEAS !

aws iam attach-role-policy --role-name my-role —--policy-arn <IAM policy
ARN>

* BgsE OICD fRItE SR E R * !

HESDITHY OIDC {HAE R SRy EARRANG o ERTLUERA T < 2R EREE ¢

aws iam list-open-id-connect-providers | grep $Soidc id | cut -d "/" -f4

MBEEAAZE > FHEA TR IAM OIDC S2EE 7217 BRk

eksctl utils associate-iam-oidc-provider --cluster Scluster name

--approve

WNRIEFER eksctl > sAFEH THEEHIA EKS PRIARFEIREEIL IAM A&

eksctl create iamserviceaccount --name trident-controller --namespace
trident \

-—cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole
--role-only \

--attach-policy-arn <IAM-Policy ARN> --approve

Z4ETrident

Trident f§15 T Kubernetes H3E AR NetApp ONTAP {#1ZEIEAJ Amazon FSX - ;2%
AEBMEESENE TN ERENIE o

G BT AP T EL R — R85 A R4 Trident
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* 2
* EKS Mot

NRICHEEARIRINGE > 55% 4 CSI Snapshot #EHIZZMINNTTH  MIFFMAER ~ 552H "EUE CSI Volume
HUERBRINBE" ©

7538 helm 22 Trident
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Pod 515
1. i Trident HelmfE1EE ©

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. (ERT5EHIZEE Trident :

helm install trident-operator netapp-trident/trident-operator

—--version 100.2502.1 --namespace trident --create-namespace

RILUER “helm list sp SAERI LA SHARE KL - BIENRTE > dhZEf > BIR - K& > EAERRAHE
sThRARSE ©

helm list -n trident

NAME NAMESPACE REVISION UPDATED
STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-
100.2502.0 25.02.0

IRFZIRAHE (IRSA)

1. #F1ETrident HelmfE7FE :

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. 3% T

1\]

BinletE) M RS0 HE:

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam: :<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

——Create—-namespace

119



ICRILUER “helm list sp SHERI R ECFABE KL > BIENRTE > spRZEf > BIR - K > EAERZASA
TESTRRARSI ©

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2510.0 25.10.0

MNREITEEA iISCS| > AERTEALIRER LA T iSCSI o NREEHANE AL2023 T{EED
BEHEE R4 > BIRJLUEBTE helm ZEEFEIE node prep 2B BEENZE iSCSI HE I :

(:) helm install trident-operator netapp-trident/trident-operator

--version 100.2502.1 --namespace trident --create-namespace —-
set nodePrep={iscsi}

1538 EKS Moo %8 Trident

Trident EKS Mt B S RMILEIHEMIZI « SHEREIE - WALIB AWS BesE - AT Amazon EKS fAECfE
F3 o EKS MifNyct rl:REFF @R Amazon EKS RELZEIRTE « MR RE « REMEMMINTHPIERN I

2o
FoRIFM
TESRTE AWS EKS By Trident FiifNcft 2z Al ~ sAHEELR A TSRS -

* BEEMMETEIM Amazon EKS E&EIRE
* AWS ¥t AWS THIZBIHER -

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI 482 : Amazon Linux2 (AL2 x86_64) 3% Amazon Linux 2ARM (AL2_ARM_64 )
* BBLEE! . AMD 3¢ ARM
* IREHY Amazon FSX for NetApp ONTAP 1&ZE &4k

EXFE AWS B Trident Mifnrct
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BEFES

1. BAEX Amazon EKS 4 : https://console.aws.amazon.com/eks/home#/clusters °

2. TEAIEMEET » 3 Clusters ©

3. EEUEERTE NetApp Trident CSI iNTcFaVEERTE o

4. ZERY * Mth0TTH o SABEEEN * BUSESHIMTH * o

S. SAEMERA TP BREEZEMI N T
a. [ THEBE AWS Marketplace MfNTH 35 » ABEESEHRBHA Tridents o
b. 3EEN NetApp B9 Trident 7714 _EARIIZES IR ©
C.IEE T Do

6. 7 * REEIMMMITH * REEE L ~ BUITTFIILPER

() M6 Pod Identity Bl » MBGBELSEE - -

a. FEEFCEREAR * kA~ o
b. yNREREM IRSA B » sAMERRE I EAEREF A ANREHE !
CREBCEERR  fRE ¢ o

* KER DT ECERET » & EcE(E 289 B configurationValues 28R EAEEL—ED
BRPEITAAE ARN (BRERABUTHER)

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

+
MREHERBRAFEER ER) ~ WIREMNTHN—ZERE I ER Amazon EKS Kihirt
HREER o MREKRRALEE - BHEIRARTEELEEHR « AEER IR o ol UERELERITHER
%it%ﬂé&i%ﬁﬁﬁ@@i% o EEEVILEEIE Z Al ~ FAHEE Amazon EKS il T A EBEELRERTEIENR
E o

7 BET—H* o
8. £ mRIRIME * EmLEE B o
Mo L E e EIELENMMmTH o
AWS CLI
1.872 "add-on.json {4 :

712 Pod Identity > s5fEFELA TR :
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https://console.aws.amazon.com/eks/home#/clusters

G ==

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",

¢ IRSA Bisg > sAEAMU T !

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",
"serviceAccountRoleArn": "<role ARN>",
"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role
"cloudProvider": "AWS"

() mf <role ARN> HI— S BEFFRE I A0 ARN ©

*2.%24E Trident EKS SMEER © *
aws eks create-addon --cli-input-json file://add-on.json

eksctl
T fla < ELEE Trident EKS M0l -

ARN>'",

eksctl create addon --name netapp trident-operator --cluster

<cluster name> --force

7 Trident EKS MiNTT
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BEIES
1. 7B Amazon EKS #Z#I1Z https://console.aws.amazon.com/eks/home#/clusters o
2. TEAIEMEET » 3 Clusters ©
3. EEUEEEH NetApp Trident CSI N TTFaVEERTE o
4. ZEEY * Mmoo * REIRE o
5
6

. 3BEHY * Trident by NetApp * > JATEIEEY * 4RéE * o
. 1£ * Configure Trident by NetApp * B £ « ${T 5T ER :
a. EECEFERN * kR~ -
b. B * BERMRRTE * > URBEEEL -
C. EEVHEEFEE o
AWS CLI
THIEBHIE R EKS Mo :

aws eks update-addon --cluster-name <eks cluster name> --addon-name

netapp trident-operator --addon-version v25.6.0-eksbuild.l \
--service-account-role-arn <role-ARN> --resolve-conflict preserve \
--configuration-values “{\"cloudIdentity\":

\"'eks.amazonaws.com/role—-arn: <role ARN>'\"}"

eksctl

* 1®& FSxN Trident CSI F{NTTHBIEATARZS « LASEERTBEA my-cluster ©
eksctl get addon --name netapp trident-operator --cluster my-cluster

* g -

NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES

netapp trident-operator v25.6.0-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* REINTTH R E L —E D SR th s T B E R PR BRI AR S o

eksctl update addon --name netapp trident-operator --version
v25.6.0-eksbuild.l --cluster my-cluster --force
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WMRIEFEBRIE --force #IA ~ H{Ef Amazon EKS MR A ISIRA WL E A EZE « BIEHR
Amazon EKS MiNocH R ; GBS ~ BENIGHRESE - HIEEIEIBZ F) « ;AT
Amazon EKS Mt AEEELFTEETENRTE - AABLEREEUILEBEER - NFEILRENHEHME
TERYFAAE > 520 "MNTE" M Amazon EKS Kubernetes RIS EIRHIFAAE T « B2
"Kubernetes IRIZEIE" o

fRI&Z24E | 7514 Trident EKS MifNro
IR B MIERPR Amazon EKS HMINToiAEIE

o+ {REAEEE FRIMTINERRS * —ILIRIEE TSR Amazon EKS IR EMEIE - ©H &R Amazon EKS &840
ISEIMINAE « WEERRENER1E EEEH Amazon EKS iNTH i@ ~ ©ERBEE FAIMINEREE -
IEIRIE R EMI NN T A A B R BB LS  IE Amazon EKS MiNToH - B T EEEIE « T EmAE
=1 o {REE - -preserve MLTHIVEBURBHIINTH

> REETERIRMINNEEE * — NetApp BB EREEEE LRATAERAERNERT » 7 UEERR
Amazon EKS MINTTH o REp LR —-preserve HIE delete MUERRMIMNTH o

() mmMmITAEIERI 1AM BB « BIFRGTIR 1AM HRF o
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BEFES

1. BAEX Amazon EKS 4 : https://console.aws.amazon.com/eks/home#/clusters °
2. EEEEEE ) EINRE - o

3. EHTER IR NetApp Trident CSI MM ERTE o

4. 3%E1E Add-ons 125 > JA1BEE Trident by NetApp * © *

S. EIE R o

6. 7£ * %Pk NetApp_trident 1@ 1EEFER * HzE AR ~ FUT TP

a. YNRIGIAZE Amazon EKS FILEEMIIITTHRIRIE « FEIN * REBERE * L - IRCVEREE
& FRMIINERES ~ UEBTEEMMITHNRAERTE « SFRITIEENE -

b. #i A NetApp_trident — operer °
C. EERBIR o

AWS CLI
MUEBELTBE ny-cluster ~ ABHITFIIGHZ ©

aws eks delete-addon --cluster-name my-cluster —--addon-name

netapp trident-operator --preserve

eksctl
T 6n <L EERZLEE Trident EKS M7 -

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

RERERIR
S SANFINASEEENTETLONTAP
EEEVHFRE  KEELL JSON I YAML B ITAHEIER - iEREBIECEBENHEFEEE (NAS 5

SAN) - ERARMN SVM > A SEILRENS » LURINfEIERRE - LU TEAERBRINFAIER NAS BUHFRME » MUk
eI AWS ESREEE#EFECE-ERN SUM !
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YAML

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name"

type: awsarn

JSON
{
"apiVersion": "trident.netapp.io/v1l",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
"namespace": "trident"
by
"spec": {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name": "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name",
"type": "awsarn"

126



1T 5 ep S MBI & 565 Trident 18im4ERE ( TBC)

* ¢ yaml 82 1L Trident BiIm4HRE (TBC) » ABRPITFIIG< -

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

* BRSO TN IL Trident &im4ERE (TBC)

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-£f96d916acbe9 Bound Success

BT ONTAP ERENFENEFARERIAY FSX
EA LAER T 5 BEENFER ~ 1§ Trident B2 Amazon FSX for NetApp ONTAP %

* ontap-san : BLBERIEE PV FE2HR E Amazon FSX 189 LUN (A NetApp ONTAP Volume ) ©
EAREREE -

ontap-nas - BECEREE PV £ NetApp ONTAP Volume BI52%E Amazon FSX o #:%AR NFS 1 SMB

o

* TONTAP-sanf&#%! | : SEECERIPVERRZLUN - S{BAmazon FSX for NetApp ONTAP KILUNZIE AT
E ©°

* TONTAP-NAS-EAS' | S{EIRERIPVELRZqtree ~ E{EAmazon FSXHINetApp ONTAP IhAER Al & ERVECZE
e o

* TONTAP-NAS-Flexgroupl : S{EIRHEHIPVESZEF I NetApp ONTAP FlexGroup BY5EEAmazon FSX o
WNEERSHIZNFAAE R « 55280 "NAS EESIF2 0" #1 "SAN EREF2=(" o
BIARREIESRER > BRITLLR S 0 £ EKS L -

kubectl create -f configuration file

FEBEIAE > AT
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kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID

PHASE STATUS

backend-fsx-ontap-nas backend-fsx-ontap-nas 7a551921-997¢c-4c37-aldl-
f2f4c87fa629 Bound Success

&I EPEARRE A EE )
MFERIMAERRER « FF2R TR !

2% sRER &451
M KB
ltorageDriverName HFRHEN LR ontap-nas ‘> ontap-nas-

economy ¥ ontap-nas-
flexgroup  ontap-san ®
ontap-san-economy

M& imaTE EREZERETEZE Y EREhFZN 448 + " " + dataLIF

CEARMEPIER]) %%jﬁ SVM EIE LIF B9 IP fitlk®  "10.0.0.1" »
ISTESTRAEIN A8 (FQDN) °  "[2001:1234:abcd::fefe]
Qn%ﬁﬁﬁ IPv6 FEARZEE Trident »
B AR E A IPv6 {iit o IPv6fiL
B FIEINZRER ~ FIUN[28e8
. d9fb . a825 : b7bf : 69a8 . d02f
: 9e7b : 3555] c NREEMRALT /A
aws " Fefit ~ Al
‘fsxFilesystemID AEEIZ
£+ ‘managementLIF E&
Trident Bt Aws #EEX svM
‘managementLIF Bl o At ~ &
WAZBTE SVM TRIEERERIFEE (
%0 : vsadmin) -~ BfEREM®E
BB vsadmin B o
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RS FA EEh0E B R BRI R SBR[ A
{E] ° A "autoExportPolicy
“autoExportCIDRs %18 ~ Trident
U BEEEELRR o

1 Kubernetes &%t P EHETERUE
BFHY CIDR JBEE
autoExportPolicy °
“autoExportPolicy /1
‘autoExportCIDRs 318 ~ Trident
AU EEEIEELERR] o

ERTIHIREERISON-RTUE
THRE

g

Ry

"["0.0.0/O" 9 ll:/oll]"

AR5 Base644REE - AL "

R EERE

FA P imhE £ iR HIBasebAARIE(E
2 )Nk
REECARENIBaseb4ARIHIE ©
F o BR/RFE AR o
ERERENSYMNERE LTS o
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FR#IAggregateusage * FHIN3EE Amazon FSX for NetApp sB70{£EH ©
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18 B5T4S1E FlexVol volume BIER A
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WAZETE [50 > 200] EEEIR o 1£R
SAN o

'DebugTraceFlags. SREFPHRRS E(ERAEIEEIZ o ) null
M~ {"api" : false - "method"
. true}

sA7N1ER debugTraceFlags BRIE
ICIETE SRR BEAR N R B s ARV EC B%

BED ©
'nfsMountOptions | LUESR D PRAINF SHEERIE S

B8 o Kubernetes-Persistent Volume
R EETER R B MEFER P
E ~ (BNREFEFENPRIEER S
3218 ~ B Trident EOEAFARHE
BIRAHRAE R P EHBM EETR o
W R TR AARRIERPRIETE
{FRIHPEEEIE « Trident i AL 1ERE
HgE@?%%EE%E%@J:EQEE@%&%?%
I8 o

nasType R ENFSESMBHAFRE R © IH  nfs
BE nfs > smb Bnull o *WAEE
T4 smb HFYSMB Volume °© *3%
EAnull ~ TR 2ANFS Volume ©

"gtreesPerFlexvol" 1@ FlexVol volume BIER K gtree  "200"
HUZETEEE [50 » 300]
smbShare BRI L3EE FYIEHA—IE |/ smb-share

Microsoft EIE &3 ONTAP CLI
JBIIHY SMB HELTE « ERET
Trident 2317 SMB A%

8 o ONTAP f&I%RY Amazon FSX
EEBH -
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RARE R EHIRE P BRIRERREER

AT LA A P V3B LR TR AR I TR AR B
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"paceAllocate (BCE) "
(fREE)

MRERR A
FqosPolicy]

siLPH eyl

fEFAONTAP Isrest APIFYRFEZ il
o355 true ' BFF Y Trident #%

€A ONTAP REST API EABIHIE

o IEIhEEEEoNTAP FREHAR
REYRRA o tES ~ EAERY onTAP
EAAENBERRERRENFEE
‘ontap ° EETALEENMAGER

ME vsadmin cluster-admin

iy o

&BILUTE AWS FSX for ONTAP B
“REEFRIEE THEE -

- fsxFilesystemID : }57E AWS
FSXHEZRMAIID o

- apiRegion : AWSAPI &g "
7 o "
- apikey | AWS AP| £4& o o
- secretKey . AWS 2 &8E o

FSEB#TEIE AWS Secrets
Manager Y FSX SVM %35 o -
name . #Z8 Amazon EIR%&TE (
ARN) ~HAEE SVM 8988 o -
type : 8843 awsarn ° YIE:FAE
B2 "I AWS Secrets
Manager ZH§" o

RECE defaults AAREEES o WNHEH ~ F2R TFI4ERRESG) o
#HEA fa®

LUNEYZER BT "B

TRRBEN ; ME) (B i

g Volume ; (#8)

E{EARISnapshot/REll =

Bi5IKAAFT R i E & A QoS R A
B4 - EESERTFEEREBIR
Hh—{EqosPolicy
g{adaptiveQosPolicy © &z Trident
£ QoS JRAIBF4EEE ONTAP 98
WEHIRA o EFEZERIET AN
QoS RAIEHA - L FERERIZERR
BHAERESEMRES - £Z QoS 7
BB 4R g sabBITAAE LIFa &4
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PlitOnClone BITEARER s TEXEERDEIEER TRy
= TEERERE & EEY A NetApp Volume TRy

Encryption (NVE) ; f&8:%#A

false o WA ERE LIRMEN RN
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
provisioningType: "thin"
snapshots: "true"

fEFILEEE R AER iISCSI BRI ERE Storageclass :

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
provisioningType: "thin"
snapshots: "true"

27T AWS Bottlerocket % NFSv3 BiRERE > SBiE N ERIFIY

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
mountOptions:
- nfsvers=3

- nolock

UNEHF AN E B HpVsF4HE s PersistentVolumeClaim ~ LAKIES Trident ECEHAIEERISEL ~

B"KubernetesH Trident4{4" o

“mountOptions’ Ef#7F4E5! :

il

=1

=]

W
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Bif#EFER

1. 22 Kubernetes {4 ~ 358 kubectl TEKubernetesH#21r o

kubectl create -f storage-class-ontapnas.yaml

2. INEIEFEZETE Kubernetes F Trident REIEFEF * base-csi* 577487 ~ M Trident B ELERIE HFR
FIELER o

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h
1 PVC

https://kubernetes.io/docs/concepts/storage/persistent-
volumes [" PersistentVolume Claim""] ( pvc ) BFEEEL persistentvVolume

HYZEK o

Al PVC REBEKFEEFHEA/NNFEURT - £EEEIE S AILUERAERIBY StorageClass ZRIZHIiER
PersistentVolume A/NITFEVRIUAIREIR ~ BIANZRBESARTSE 4R ©

i PVC 218 > IS AR HAIRESEA Pod o

HHOENBE
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PersistentVolume Claim £ & ;58

B HIFEMERN PVC AHRREEIR o

A77EX RWX f9 PVC
ILEEHZETREE rwx FEUERNEZR PVC ~ BT84 StorageClass 18RAHE basic-csi ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

53 iscCsI EAI#y PVC
IEFIRTRT EB RWO FZEUEIRR iSCSI &7k PVC » BEEE A protection-gold ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 1Gi

storageClassName: protection-gold

E3IIPVC

1. BIL PVC o

kubectl create -f pvc.yaml

2. FEER PVC HREE o
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kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO S5m

NEHFEN A E B B AYsFARE Tl PersistentVolumeClaim ~ MUEIES] Trident BEC B EHIZRE -~ B2
B"Kubernetes# Trident4{4" o

Trident B4

BLSHRTERERMLETridentsE ERFERREES € HEHMIRE o

B p S (== BE & XEE
fEES 1A FH HDD ~ B& ERMESIE 15EMEAEEE  ONTAP-NAS
=+ SSD BIRVIRRS RS ~ ONTAP-NAS-
NRTME #HEL ~ ONTAP-
NAS-flexgroup
~ ONTAP-
SAN -~ solidfire-
san
BREERE FH e B8 PoolXziZILEIR IEEMNHIFEE E : 2ONTAP 2
(=W AE ZE
%ONTAP g
BB 8
BB
BB B8
BimiER FEB ontap-nas EEERLEE {EERIR FrEBEEnt2(
* ontap-nas- HY1& %
economy ~ ontap
-nas-flexgroup
~ ontap-san
~ solidfire-san
~ azure-netapp-
files ~ ontap-san-
economy
TRER EisY I EEXEARIR CERARE ontap-nas
AR & #Volume * ontap-san
~ solidfire-san
B m E I B2 IREN CRAER ontap-nas
MR & #Volume ~ ontap-san
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B4 L BfE (- A XEE

mE it E BERMNZENEZ SRANE ONTAP-NAS
HIR&E AVolume « ONTAP-NAS-
RS « ONTAP-
NAS-
FlexGroups * ON
TAP-SAN
IoPS Pa N3 EBAMEEL  Volumeffi®id  solidfire-san

FEERMIOPS  LEIOPS
1. ONTAP Select 7= 18

EEHHIEAER

BN FEFEERA PVC B > BRI LU PV #E( 3 Pod o A<E0%5HEEFIdp < FZREE » LGE PV
MiNZE Pod o

1. RHFR@EEA Pod ©

kubectl create -f pv-pod.yaml

ELESHIRETE PVC MIMNZE Pod BUEZAARRE @ * EAMERE *

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"

name: pv-storage
@ SR AFE B EE kubectl get pod --watch?e
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2. BB EEREE L /my/mount /path ©

kubectl exec -it pv-pod -- df -h /my/mount/path

Filesystem Size
Used Avail Use% Mounted on

192.168.188.78:/trident pvc aed45ed05 3ace 4e7c 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

TIRTERILAMIER Pod © Pod FEARERRABEE ~ EZMRENERE

kubectl delete pod pv-pod

1T EKS #£ L5 F Trident EKS MifiNc

NetApp Trident f1ET Kubernetes F3EFI L NetApp ONTAP fFEFEIERY Amazon FSX >

ZFEABNEIESENT N EREREZE o NetApp Trident EKS It E 2 &RHATHY

Z2MEMRER » SHERMELE - WAE AWS B:8 > A8 Amazon EKS $BECfER o EKS KN

;IJEFF;JE ZITIFEE(R Amazon EKS R&EZEIETE ~ MR8 « RE REMMINTHRE
I{E= o

FoRIEME
TESRE AWS EKS BY Trident MiANcfFZ Al ~ SEHEELRA THIEE -

* BEAMINTTHEAREIRAY Amazon EKS 2Z&EIRE o 5280 "Amazon EKS MifNoi" o
* AWS ¥t AWS THISHIHEIR :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI $88! : Amazon Linux 2 (AL2 x86_64) 3% Amazon Linux 2ARM (AL2_ARM 64 )
* BNBLEE! . AMD 3¢ ARM
* IRBEH Amazon FSX for NetApp ONTAP t&Z A4k

TR

1. BRI IAM A AWS ZHE > 32 EKS Pod BE$977EY AWS HiR - BRAREE » s8R E 1 IAM AEil
AWS ZZHE" o

2. 1f EKS Kubernetes #5£ + > BIBZE * MNcH * R311E% o
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tri-env-eks

@ ( Delete cluster ) ( Upgrade version )

[ (@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more J

information, see the pricing page [7.

¥ Cluster info it

Status

@ Active

Cluster health issues

@0

Overview Resources Compute

Kubernetes version  info
1.30

Upgrade insights

@0

Networking Add-ons

Support period Provider
@ standard support until July 28, 2025 EKS
Access Observability Update history Tags

{ (@ New versions are available for 1 add-on.

Add-ons (3) info

( view detaits ) ( Edit ) ( Remove )

[ Q, Find add-on

] [Any categ... ¥ ] [ Anystatus ¥ ] 3 matches L |

3. HifE * AWS Marketplace MifNscf * Mi35E3E _storage $87! ©

AWS Marketplace add-ons (1)

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

[ Q, Find add-on

Filtering options

[Anycategory v ][ NetApp, Inc. ¥ ][Anypricing model ¥ }( Clear filters )

NetApp, Inc. X

I NetApp NetApp Trident

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and

administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for org; ing efficient contai
Category Listed by
storage NetApp, Inc. [2

d storage workflows. Product details [?

Supported versions Pricing starting at
1.31, 1.30, 1.29, 1.28, View pricing details ]
1.27,1.26, 1.25, 1.24,

1.23

4. $%3 * NetApp Trident * WHEEE Trident FANTTHFBIZERG 1R » ABIE—TF * T—%H *

o. FIEFTRRAHIMIINTTH ©
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Configure selected add-ons settings

Configure the add-ons for your cluster by selecting settings.

Listed by Category Status
storage (&) Ready to install
M NetApp

You ean view the terms and pricing details for this product or choose another offer if one is available.

(D You're subscribed to this software X ‘

Version
Select the version for this add-on.

v25.6.0-eksbuild.1 v |

» Optional configuration settings

Cancel Previous

6. ECEFTRBYMIMNTTHRTE ©

Review and add
Step 1: Select add-ons

Selected add-ons (1)

[ Q, Find add-on J 1
Add-on name & Type v Status
netapp_trident-operator storage ® Ready to install

Step 2: Configure selected add-ons settings

Selected add-ons version (1)

1
Add-on name & Version v IAM role for service account (IRSA)
netapp_trident-operator v24.10.0-eksbuild.1 Mot set
EKS Pod Identity (0)
1
Add-on name 'Y 1AM role [# v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

REMRED TR FHEE"

7. NREEH IRSA (RFEIRAH IAM B&]) >
8. 3#1B* Create (EiI) ©

=1
J0Ht
W
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9. FESTMIINTTHRIAREE S Active ©

Add-ons (1) nfo View details Edit Remove Get more add-on 3

| Q. netapp X \| \ Any categ... ¥ } | Any status ¥ ] 1 match 1

nNetapp  NetApp Trident O

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and administrators focus on application deployment. F5x for
ONTAP flexibility, scalability, and integration capabilities make it the ideal choice for organizations seeking efficient containerized storage workflows. Product details [7

Category Status Version EKS Pod Identity 1AM role for service account
storage @ Active v24,10.0-eksbuild.1 - (IRSA)

Not set
Listed by

NetApp, Inc. [3

10. 1T TS > EEE LB IEELE Trident :

kubectl get pods -n trident

M. BERTEWREREFRIE - MEBEMEN > F2H "RERFRIEF"

fEF CLI %25 | fER&ZEE Trident EKS Mol

£/ CLI Z4E NetApp Trident EKS 7oy :
LUTF&56I15< 28 Trident EKS BINTTH -

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.0-eksbuild.1l (M{ZEFhRZ)

LUFEEfI15 < 224E Trident EKS 9MiMEZCHR4S 25.6.1 -
eksctl create addon --cluster clusterName --name netapp trident-operator

--version v25.6.1-eksbuild.1l ({EFRZEMARRZ)

M T 86352 28 Trident EKS JMEFETURR4S 25.6.2 ¢

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.2-eksbuild.1l ({EFZERARRZ)

fEF8 CLI fRPRZ5E NetApp Trident EKS MifNcf :

TFEn T EEPRLEE Trident EKS Moot -

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

{EBkubecliE &

BIFER Trident BiEEFERFAZ EBIRAR o ©ERTridenttI{AI Bz EEFE R4 EN ~ U

K TridentW A% EE R RECEMIRE o 228E Trident 218 ~ T—FBEILEBIS ©
‘TridentBackendConfig' B:T&REZ (CRD) F:EEHEESEE Kubernetes NTEEIL K
BIE Trident BIF o WAILERIEMA CLI TEK “kubect! #41T Kubernetes 2 o
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TridentBackendConfig

(/7

TridentBackendConfig(tbc > tbconfig ™ tbackendconfig) ZAHilR * f5dh CRD ~ AIEEREE
Trident & kubectl ° Kubernetes fM{#EFEESIRE AT UERSEE Kubernetes CLI 2L EIRR iR
(tridentctl ~ MAREHEANH LI 2HER) °

#83L TTridentBackendConfigl #1421 ~ &L TIIER :

* Trident ERIFEIRMHAVAERE BB LB IR © EBEEANBPRTF A TridentBackend (tbe
tridentbackend) CR ©

* TridentBackendConfig B2 Trident EIIMM—R4E TridentBackend©

{8 TTridentBackendConfig) #E—¥—RI¥FE « WH [TridentBackendl ° A& R4 FRERTRRTE
BIRMINE ~ BERTridentREBBIHEYEHNAR o

@ TridentBackend CRS sH Trident BHENEIL o K> FEZEMEELIEE - MREHEST
Higls ~ SFEMHLUEITER " TridentBackendConfig ©

A2 T5EEH « LUBERR TridentBackendConfigs CRAVART :

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

T AIUEERRRIEA "TridentZ 270" FREHEEFTQ/ARFENIERREER

° spec FRARIRTERBRESH o EULHEHIP « BIKER ontap-san FFREENIEI « WEAILESHAVHERS
2 - MBFARFHAFRSEANARERSE  F2H "HERHEINRIFEEER"

7 (TridentBackendConfig) (CRR) H#fitiay TsPEC) —Eith& S 53581 0 TMIBREREN) H1I

o TEREEERL . IEBHAXMERN - 88 ARERHERN/IRIZIREER LR EAFERERET
HIKubernetes Secret ° SRR BRI EMAI N FRR N EIE « RIS EETER ©

© TRIBRRRL LI ERMER MTridentBackendConfigy BffEEERIEN o AIAEREMAETAENIEZ —

o TR : ELREFFMER ridentBackendConfig) FItEREE IR o S2TERME °
o MR, : MR TridentBackendConfigl (TridentBackendConfig) CRBEF ~ BERNEIFE ~ LA]
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fEA Tridentctl) #E1TEIE - BMFRRAIRZS MR8 EERAERAERERE (21.04251) -~ LR
BRI o ILIIAYEREEIL TridentBackendConfigl Z&E#H ©

BinaiBEEA sPEC.backendName] ZRERFE o MNRFKISTE ~ BB R IRHIBR
@ % TTridentBackendConfigl ¥t (metadata.name) BY&FE o JE:EHER T
sPEC.backendName | BRFE:RER IH5AHE o

EREIAEIG tridentctl RARMEBIAY " TridentBackendConfig ¥ o IEEJLAEIL CR
K “TridentBackendConfig EEBIREIIERIE kubectl o WEFRIEEIERRELRZH
ﬂwyﬂspec.backendName‘ v spec.storagePrefix spec.storageDriverName‘%?

) °Trident EEIMFMEILNEBIRESAIFEENRIRES TridentBackendConfig®

TREE
HE2ERA Tkubecl) BILFTHVEIG » ISEZRIT THIEE

1. #3I "Kubernetest&Z3" o REEE S Trident Bz EEE / IRFSIENFAEMEEE o
2. #17 ITridentBackendConfigl ¥)ff - EFE S A MREEE/RFEHHAEN « 2% L — P BT AVEE o

BB 1% ~ IO LUER Tkubecl Get the <tbc-name>-n <tridentsp & ZEf>) REIZREARAE ~ WUREHE fthe¥
B o

$E%1 . EIiIKubernetesi%®

BIUBIRIRTFIEENNE - EREBEMFRT/ T aFRBERIINEE - #HNT :

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password

TREERPSERFTEIKRE L AEIHRI

EFET SR (IsREA W= AR
Azure NetApp Files ClientlD FEREEEMBB R IEKID
7t& (NetApp HCI / SolidFire) i MVIP ~ EAR SolidFire £ FATHFT

BT ERR S EANEE
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(G IER =y 2o (Ve
ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

EREHE

=%

AP imERER

chapff E4%E

chaplnitiatori#zz

chapTargetUsername

chapTargetinitiatori&%z%

1RAIEREA
HIRERE/ SVMIERESTE - A

MEREE B AR SR

EARERE/ SVMBERS o ARNE

AR iRTAE T iRAIBaseb44RIE(E
2)iNs iokith o

BAFRELTE -1
RuseCHAP=truel|EE - B
% TONTAP-SAN] #1 TONTAP-
san#&irs ]

CHAPERENZZZES o 4
RuseCHAP=trueBI|EEE - EF
7 TONTAP-SAN] #1 TONTAP-
san#&irs ]

BtEFEHRESRTE o W
RuseCHAP=trueBIIEEE - fEF
% TONTAP-SAN] #1 TONTAP-
sanf&rs |

CHAPB1ZENEh23 142 o I
BuseCHAP=trueB|ZEEE - EMA
% TONTAP-SAN] #1 TONTAP-
sanf&rs |

FUTRPRINEEG2B T —PHEILZ TridentBackendConfigy #1489 Tsapec.ecent) ##{iL o

#E%2 | 1l TridentBackendConfig CR

SIRFERI LRI TridentBackendConfigl BICRT o TELEEEHIA ~ 5 TONTAP-SAN EEENFEX MRS
F3 TTridentBackendConfigs ¥f4#3L ~ W1 FFA

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

HER3 | HESPEYAREE TridentBackendConfig CR

IRERBELIETL T MridentBackendConfigl  (TridentBackendConfig) CR ~ f&HERILABSEE EAREE © &
HI&E )

W

25T

il

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

BRI &R ~ WiELEZE MridentBackendConfigl CR ©
P EG AT AR A T E P —(E(E !

* Bound . TridentBackendConfig CREZEIHAERIH;: - HBIFE R configRef HEA
TridentBackendConfig CR B9 uid °

* {Unbound) : f#R ] ¥R [TridentBackendConfigl ¥R ELRAEE R  IRIETER ~ FREEIL
89 TTridentBackendConfigl CRSIMEEHILSER o FEEREE 2 % ~ MEABMIEAUnbound (GREZE) o

* Deleting : TridentBackendConfig CR AY deletionPolicy EREAMIE - &
TridentBackendConfig RAEMIPRCR ~ WEHRA THIBR AKEE o

c MNRBIRAFEHEBHMIEEES (PVCS) - bR TridentBackendConfig S EEE Trident fi
P& %A " TridentBackendConfig CR ©

° MRBIHLEE—EHZEPVCS ~ BIZHEAMIPRIKAE o B ~ TridentBackendConfigl CR1EE AR
PRIEEL - RBMIFRFAIBRIPVCS 21 ~ A EMIBREIRA TridentBackendConfigl ©

« M&EZK) 8 TTridentBackendConfigl CRIEEAREIREIMHZIEMIBR « M [TridentBackendConfigl CR
MERRBIRNDEER o mig TRIFRER EA -« TridentBackendConfigl CR{AEIIER o

* Unknown . Trident #AFETE B CR BIIHBVRIGHIARRESTETE TridentBackendConfig o Y ~ Y1 API
{AlAR232E[EIFE - Of tridentbackends.trident.netapp.io CRD &% o BRIFEEENTA ©
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TEULREER ~ FINEEIIRIR | IBASEEERILIERINGIE ~ BN "2 U AT A R IR MHIER"

(2A) H54  BUTESHEEN
ERTT TS S RSB RGOSR

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8ef6-
bab2699e6ab8 Bound Success ontap-san delete

IESh ~ B e LAEYS TridentBackendConfigl HYYAML/JsonftBEN o

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml

146



apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san
namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svim: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B Z[EME cr FrEIE&IF TridentBackendConfig By ‘backendName  H]
‘backendUUID ° It lastOperationsStatus HfifA&R crR LEXIRIEAIAREE TridentBackendConfig®
AIHEAEEZ (P « EREETPEEIRE spec) A Trident &% (BN ~ 7£ Trident EXTRAENHAR) © 7]
fE® TRRIh) 3k M5By o phase"f‘%i% CR &7 MRARIKRE ‘TridentBackendConfigOT:T:J:E'E%'@
fBlff ~ phase BERRE « {T" TridentBackendConfig CR E21&iImkiHRBA o

A AETT Tkubeclt -n triidentiifitoc <tbc-cr-name>1 % ~ UENEE M0V FHMAEB R o

@ fR#AER Ttridentctly ZKEFHMIPBRE S4ERA TridentBackendConfigl ¥IFRIE IS o B ERE
f#7E Ttridentctly #1 TTridentBackendConfigy ZREIUIRMTER « "s52RILE" ©

E1RB N
LIKECBECVL#{T&iHEIE

BRAZUN{AIEA Tkubeclll ZRBITRIREIE(ESE o
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LlERES

fi|B% TridentBackendConfig & ~ &SR Trident bR / REBEIE (IRIE "deletionPolicy) ©
EEMPREIE « FAFEELD deletionPolicy RESMBR - BEEMIPR TridentBackendConfig ™ sAFERE
B deletionPolicy RREAMRE o EARFREIRINEE « UAFEAETEE tridentctlo

HITTAE< -

kubectl delete tbc <tbc-name> -n trident

Trident A& MIFREA A Kubernetes #%% TridentBackendConfig © KubernetesfE & & &AL o f
PR ZBREAZEND c ABERIGREAMKZE - ZTFEMPRELLHE o

BRRANERE
HITTAES -

kubectl get tbc -n trident

B LL#IT Ttridentctl Get backend -n trident) ¢ Ttridentctl Get backend -o yaml -n trident) ~ L EV{SFRAE
BIREVRE - BMREHLEE I Tridentctl) EIIBVEL o

Eikh
ERIRFIEAZSRRA !

* RBERANREERNCEE - EETHEE - WEEMYHTFERR Kubernetes Secret
TridentBackendConfig ° Trident EfERIRHNRINE - BENEMRIG c HITFIGRSTUE
¥Kubernetes Secret :

kubectl apply -f <updated-secret-file.yaml> -n trident

* FEONTAP EM2H (FIMERKISVMERTE) o
o XA LAEH TridentBackendConfig fEF F3a< HIZER Kubernetes 1T :

kubectl apply -f <updated-backend-file.yaml>

o IE ~ BT FIRAR TridentBackendConfig EAT3EH<SH CR

kubectl edit tbc <tbc-name> -n trident
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* MRBIREMR ~ Rin(HEEEEFTHRBEMBIAERS o EETLIEIT Tkubecl Get the

@ <tbc-name>-o yaml -n tridents 3 kubecl#ifitoc <tbc-name>-n trident) FRARFRECERLAFER
[R&A

* SAIMAEIEAERGAERIRIREZ & ~ BIRJ EF#iTupdateds < °

{ERAtridentctiIH TR IFEIE

BRAEAN{RIfEA Mtridentctl) ZRITERIREIEIESE o
FERVAEY

Bz % "RiniEEE"  MIT eSS !
tridentctl create backend -f <backend-file> -n trident

MR EBIREILRY ~ RNBIHERERERE o ERIUFIT T < RIERCER ~ LHEREA
tridentctl logs -n trident

A EARENREEZE - EREFERHIT lcreate) s <HEIF o

s
AENE Trident MIFREIR « FFAIT FHITER
1. #EENB IS

tridentctl get backend -n trident
2. MBREL

tridentctl delete backend <backend-name> -n trident

@ gN2R Trident ERCEERIGMHRMEFEM R « BZBIHMFE « BIMFRE RS GE LR E
REETHE - BISREGEER THFR) K& -

BRRANERE

AZER R TridentAER RIS ~ SHRIT IR -

* AERSHE  BFRT s
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tridentctl get backend -n trident

* AREUSFIAHAER  SFRIT TS !

tridentctl get backend -o json -n trident

ey
BIMBRIREBEZR - SFRIT TS -

tridentctl update backend <backend-name> -f <backend-file> -n trident

MRBIREHRE - RTRRIDERAME - NELER T EMBVER o LRI LBIT Mo an < RARECE « LIFUER
JRE

tridentctl logs -n trident

spl MAZIEAAREAER R Z & ~ IERFBRHIT Tupdate) sp<RIA] o

B A B IR TR AR R
E TR LA JsonBl B MEEREH ~ EARY Tridentctl) S#LBIEYG - EEFERTCEERZREN Mg A
FAiER -

tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

EthBERAMNER MridentBackendConfig) EIZAIEiR o

TERIREIREEIEY MR

BRARTE Trident R EIRRIGHARR G E ©

BIEBIRAVEEIR

BEZ #H "TridentBackendConfig' BI2 EIRAEA MEBISNBIREIES X - EHIRH THIMRE !

* {E/ Ttridentctly EIZMIEH - FHELL TridentBackendConfig) KEIE ?
* £ [TridentBackendConfigl EIZMY&iR « @G AILAERA ltridentctl) REIE ?
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B tridentctl BIRMEA TridentBackendConfig

KEIRAAEEKubernetes M EEIL TridentBackendConfig) ¥ ~ EHiZE® Mtridentctl) I AR IHEIEFIE
BT8R o

ERERRTYIES :

* REMEEE®IR TridentBackendConfig RAATCMEMERAEIR tridentctl ©

* R Ttridentctly EIZAVFTEL ~ MEM [TridentBackendConfigy #¥4FBITETE ©
TEMEBRT « STEEBEHIRBIE - ATE Trident PHZHIEE LEF - AAEIEEEMEEIEY — !

* MEEEA Ttridentctl) ZREEEATCEINRIR o

* B ER Ttridentctly BIIMBIRELEZEIM MMridentBackendConfigl ¥4 o ERRMS EKE BimS £
A“kubedl’ A Z “tridentctl’ R EIE o

EEFH Tkubeclly BIEFEAEFEENRR ERERUEEZIRARIKLN MridentBackendConfigl ° {20
AIEIERVARES !

1. #3IKubernetest&®® o 2 E 3 Trident Bl{H#EFEE / IRFSBFTIEMEIE o

2. 3137 TTridentBackendConfigl ¥1f - EhE 2 BRMRESE/RFIVHEZN « 2EF L —PEUES o
WEEIBS EIEEIMAERE 28 (40 Ts.pec.backendName) - Tsec.storagePrefix
1 ~ TsPEec.storageDriverName] %) o #78i#% Pec.backendName] :REAIRBREIHAVELTE o

TERO | SA R IE

LUEEIT TridentBackendConfig BEEAETRANEN « (CUARSEIHMALL o LS - BREHAT
Bl JsonTE BRI &1 :

tridentctl get backend ontap-nas-backend -n trident

fom fom -

Rt b t——————— Fo———— +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

o o

e it b L e PP +—————— o +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o

Rt ettt - - +

cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"datalLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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81 . EIIKubernetest%®

BB SR ImEEIME ~ N TEFIFR -

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident

secret/backend-tbc-ontap-san-secret created

B2  #1L TridentBackendConfig CR

T—% 2 —f@ TridentBackendConfigl (TridentBackendConfig) CR *

NAS-backend! (SIAEHIFATR) o BMARTTE FIIEK !

s HHREIMNEBIHZTEZE s.pec.backendName] FES ©
RS2 HE R RIRER o

* ERERM (B8) YRERFERBBIRERNIERS

* WHERIZEBKubernetes SecretiZfit ~ MIELUAESTFIR1H ©

EER=EBERT « [TridentBackendConfigl #F &40 FFAT :

cat backend-tbc-ontap-nas.yaml

EEEEE

ZZIFAHR TONTAP-

nga
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

TER3 | FEERAYAREE TridentBackendConfig CR

#8137 [TridentBackendConfigl Z#% -~ HFEERWNER €l - ctERMEIRERIEHEENZRIRATE
FMUUID ©

154



kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e
Rt ettt t——————— o — +

| NAME | STORAGE DRIVER | UuID

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

IBERLUER tbe-ontap-nas-backend) [TridentBackendConfigl ¥4 5EE BIRE I ©

&IE TridentBackendConfig BIR{FMH tridentctl

BILUEA Ttridentctls 2% HERA TridentBackendConfigy EIZAYE LR o HESh « RAEEIE S tha] UM
& TTridentBackendConfigy - MiFEE lpec.deletionPolicy’ 1 57 AE1 - FEULEIEFEB ridentctl) RK7R
BIRItEER L o

RO © SRR

4N ~ RE&EA TridentBackendConfig) #1I T3 :
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

ReEat PRI B S —R TridentBackendConfig BRI BAEE Bin [ BIRBIRAI UUID]

B | HESY deletionPolicy 884% retain

EHMIREEMNEE deletionPolicy ° ERERA retain o YILLAIHERMIFR CR B
TridentBackendConfig® BHERNEEE  LrERETEIR tridentctl ©

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

() moEs TRIRERD REA (RE - SHEMEET—S -

e
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WEF2 : flf% TridentBackendConfig CR

B —ELSBEMER MMridentBackendConfigs (TridentBackendConfig) © F&s3 MMIFRERAN) &% MRE1 2
ﬁé lu\E_l-»L/(:%IEnEfH}IJl}% .

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fosessssssssssas==== R e
e e et fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fom fom e
R R fomsmm==== +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

fosesssssssasmas==== fosssssmss==sms=a
fessssssssssssesessosssssasssssssasaaaa femmmm=== fommmmm=a= 4

B4 TridentBackendConfig ~ Trident REFFEBZER - MAZERMIFRIFSE ©

L_LEZ EE1H%T¥ BIJ
I REFEER
#E Kubernetes StorageClass 44l 32 7 #7485 ~ IUFER Trident NEIAC EMLFEE o

?45*

7 Kubernetes StorageClass #J{4

& "Kubernetes StorageClass #){4"#& Trident 5% PMERNEREERER « MR Trident MNAIEIREAC
& Volume ° Y0 :
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-gold
provisioner: csi.trident.netapp.io
mountOptions:

- nfsvers=3

- nolock
parameters:

backendType: "ontap-nas"

media: "ssd"
allowVolumeExpansion: true

volumeBindingMode: Immediate

WNEFEFRER NI E SR ME N PersistentVolumeClaim ~ MK Trident BRBHAEERNZRE ~ 352
B"KubernetesH Trident¥{4" o

B #FLER
#1I StorageClass ¥+ 2% ~ BRI ETFAER] o [FEFAEREH] IR —EERI UIERTUERBIE A A

1. &= Kubernetes ¥ + 35/ kubectl fEKubernetesH#2IL °

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. REEEZETE Kubernetes F Trident FEIEFEF * base-csi* 577487 ~ M Trident B ELERIE HFR
FIELEER o

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json
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"items": [

{

"Config": {
"version": "1",
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"

by
"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggr2",
"aggr3",
"aggr4d"

Eaczbll ot
Trident 121t IS E R IRAI S EETFEIER"

& ~ (BRI LA4REE sample-input/storage-class-csi.yaml.templ Z3EF2 T BEMT T B CAIREZE
BACKEND TYPE {#7ZERENFZ 478 o

159


https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples
https://github.com/NetApp/trident/tree/master/trident-installer/sample-input/storage-class-samples

./tridentctl -n trident get backend

e o T bt
o t————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

EIRHEFRR!

%ﬂuﬁﬁﬁﬁmﬁﬁﬁ%~%Eﬁ%%%ﬁﬁ%~ﬁ%%ﬁﬁ%@%\u&m%%§ﬁ
B o

BRIRENREFEER
* HEERIAMKubernetes{#F4ER ~ FHIT TGS ©

kubectl get storageclass

* BEMREKubernetesfFLEREHAER « SBBHIT RIS ¢

kubectl get storageclass <storage-class> -o json

* BERA Trident BIRIP HTFLER « FHITFIaA< ¢

tridentctl get storageclass

© BERAR Trident MRS HEFHEMFMEER « SFRIT GRS !

tridentctl get storageclass <storage-class> -0 json
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Tas #F R

Kubernetes 1.6#1% 7 52 E TER A7 AR - MREAERT FHEHIREES) (Pvc) HisE—@E - Al
IREFENGANEKE HEHIRE) -

* [EEFLERIERP ~ 1§ Tshorageclass.Kubernetes.|O/as-default-Class] 5Hi#s%Atrue ~ UERTER AR
Al o RBRAE ~ EAEMENTFENEREREZRR

* WRIMERA TGRS « RERANREFRNREATERNHEFER -

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

* B~ SR UER TS e L B ERTAR HFARR R ¢

kubectl patch storageclass <storage-class—-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

TridentZEBENEHF R A I ULHIEERSEH) o

(D FBEP—RAEE—(EFERFETFLER o KubernetesTERAlT L4t ARG HES ZERFLER « BE
BITRAAMMETERE AR HFERN—% -

Eallle e shill | fe v

LxE'E TRILAERS JSON ZREIZRIEIELEREEH) ~ HERIRE “tridentct G # ¥ Trident Bim4H L - S (A i’
AIRERBALENARREN °

tridentctl get storageclass -o json | jg '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’

i BT B
EEKubernetesiB#{#FLER ~ BT FIIEH< ¢

kubectl delete storageclass <storage-class>

l<storage—class>'| FECRFRIGAVGETZEER! o
BRI AR R N EARHEME B E B RIFRE « Trident SEETIRELHEE o

Trident ¥ EH B WHEE RBIFHITER £sType © ¥70 iISCSI & « %1 StorageClass &
(i)  ®H8T parameters. £5Type * MAERMIIAN StorageClasses ~ ABERISENHRE
HiE M parameters. fsType ©
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HRiCE A ERHIRE

BCE Volume

#237 PersistentVolume Claim (PVC) - f£EFHERER Kubernetes StorageClass ZX7F
PV o 2418 ~ IERILAAE PV 18 E Pod °

O

https://kubernetes.io/docs/concepts/storage/persistent-
volumes[" PersistentVolume Claim""] ( pvc ) BEFEEEEL persistentVolume

BYEK o
A PVC BREABRFBEFREX/NHERIEL - BESIES LRI StorageClass ZKRiTHIFBE
PersistentVolume A/NFIFEURTNRVERR ~ FIGNSEHARTS B4R ©
I PVC 218 (BRI LU EEE A Pod o

#1371 PVC

$HER
1. 3L PVC o

kubectl create -f pvc.yaml
2. FEER PVC #REE o

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 1G1i RWO 5m

1. MR &EEA Pod o

kubectl create -f pv-pod.yaml

@ EoI LU B E kubectl get pod --watche

2. AR @ EHEE £ /my/mount /path ©
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kubectl exec -it task-pv-pod -- df -h /my/mount/path

3. fTIRTERILAMIER Pod © Pod FEFER R FBFE « BZHIFERNERE -

kubectl delete pod pv-pod

HHOENBE
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PersistentVolume Claim £ & ;58

BB EAR PVC AHRRHEEIE o

AJ72EX RWO 1 PVC
IEEHEERER rwo FEERNEZ PVC ~ B89 StorageClass HHEAHE basic-csi ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

%M NVMe / TCP B PVC

LEEEFIRET NVMe / TCP & ZA PVC ~ MiR{HEdss%, StorageClass 18RRI rwo FBY protection-
golde

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold
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Pod E:fiEE A
BELESHIFRTI PVC B E Pod BIEZNAHRE o
BAAERG

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: storage
persistentVolumeClaim:
claimName: pvc-storage
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: storage

E7ZK NVMe / TCP #H%E

apiVersion: vl
kind: Pod
metadata:

name: pod-nginx
spec:

volumes:

- name: basic-pvc
persistentVolumeClaim:

claimName: pvc-san-nvme
containers:

- name: task-pv-container
image: nginx
volumeMounts:

- mountPath: "/my/mount/path"
name: basic-pvc

B E AR N B G BhpYF4AEE T PersistentVolumeClaim ~ MAIZES Trident B EAREE IR EL ~
B"KubernetesF Trident4{4" o

-
i
W
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ERfVolume

TridentZ Kubernetes fF &R T B E E R IBTEIEERNGES - SIEARMERE
iSCSI ~ NFS » SMB * NVMe/TCP # FC MR EFF BN ERIE ©
ERJiSCSI Volume

AR TSCSIBERIERT RIBFTISCSIHHEHIFE (PV) o

@ iISCSIF & ETRZIE lTontap—sanl  TONTAP—san#&i#1 -« [Poolidfire—san) Z£EEEHTE
& « EEKubernetes 1.16 R B #HRZS ©
HER1 . 3B E StorageClassL{ZEVolumelE 7

#REE StorageClass EFELUEEE allowVolumeExpansion I ZE true ©

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

BB £ StorageClass ~ saAREELLEEMUE S TowalumVolume Expansion] 2 o

$ER2 | [FREEIIAStorageClass B —{EK A 7R E
4REE PVC E&RIEH spec.resources.requests.storage MURMHFRIFAEA/N » IR/ NABRIRRIAEK

/N o

cat pvc-ontapsan.yaml
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident §E171F48 Volume (PV) -~ WG HEBERFEE Volume Claim (PVC ) #8RgE# o

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885dbo71 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s

FER3 | EE—(EEIZEPVcHYPod
& PV MI0ZE Pod ~ LUEREE K/ o FAEEISCSI PV K/ NEMEB R -

* Y0R PV HMIANZE Pod - Trident EEFFRIGRTHMIZEE « EMFHER « TRARERRRBIAR)
* BEEFABARMI PV BYX/NE « Trident EERFRIFIEITHIRE o EROK A EREIRHE EPodz

& ~ Trident@ EXTFIHERE W EHFHEERRMAIAR o 8% + KubernetesETERITIFEMINTEME ~ B

HPVcK/N o
TEUEEEHIP ~ FEEIIER Tshan -PVel BJPod ©
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

S$HERA . ERIPV

HERBN1GIEILE2GIHIPVAN « 554REEPVCES ~ ALiF sec.resumes.requests.storagel EFi#2Gi ©

kubectl edit pvc san-pvc

168



# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

HERS | BREIER
TE A& PVC ~ PV # Trident Volume BIA/ ~ UUBSEE BT S B IEHENE
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

ERIFC Volume

eI LUER CSI BERARERRNAKIET FC 1548 Volume (PV) o

@ EEFNFTZ 4B FC Volume #% ontap-san * BE Kubernetes 1.16 KEHRRZS o

HEF1 | BRTEStorageClass{Z1EVolumelE st

#R%E StorageClass EHEIUERE allowVolumeExpansion HfIZE true ©

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True
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BB F1EMStorageClass ~ saAREELLEEMUE S TowalumVolume Expansion] 2 o

HER2 | [FRIEEIIAStorageClassE Y —{EK A i HFRE

4RE¥E PVC E&IEH spec.resources.requests.storage MURMHFTRIFAE AN » IR/ NABRIRRIAK

/N o

cat pvc-ontapsan.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident 2171548 Volume (PV) ~ IWAGEBEIEIFE Volume Claim (PVC ) #ERAH o

kubectl get pvc
NAME STATUS VOLUME CAPACITY

ACCESS MODES STORAGECLASS AGE
san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

FE3 | EE—(EEZEPVCHPod
i PV MIINZE Pod ~ MUEREX/ - 5 FC PV WA/NEWMAZERT
* YNR PV MIINZE Pod ~ Trident @EREFRIGIETHIRE « EMFHEER « WRABEZRFHK)

* EESFEERMI PV BIA/NE © Trident STERFRIGIRITHARE o TERKA ERERHE EPod 2

% ~ TridentG EMFHERE L EHABIERRMAIA/) o 2% ~ KubernetesEEIRTTIEREAMINTTRE ~ &

FTPVCK/ o
EULEHIF ~ FEILEA Tshan -PVel BIPod ©
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

S$HERA . ERIPV

HERBN1GIEILE2GIHIPVAN « 554REEPVCES ~ ALiF sec.resumes.requests.storagel EFi#2Gi ©

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

HERS | BREIER
TE A& PVC ~ PV # Trident Volume BIA/ ~ UUBSEE BT S B IEHENE
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1i RWO

Delete Bound default/san-pvc ontap-san 12m
tridentctl get volumes -n trident
e f————————— f———————————————
e e R L L L L el Fommmmmm= S +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
oo e e oo o= R S e
et et o= S et +
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |
ittt i S et o=
R o fom—— +———— +

JERINFS Volume

TridentXZiE A B ER NFS PV 878 A £ © ontap-nas ’ ontap-nas-economy ’> ontap-nas-
flexgroup ° # ‘azure-netapp-files & o

HEE1 © FBEStorageClass UL 1EVolumelE s
EEFAENFS PVEIA/N ~ BEEENANHE TowiZEVolume Expansion) HIRES Mtruel ~ UEREFETEIERIMU
RFFHIEEET -

cat storageclass-ontapnas.yaml

apiVersion:
kind:
metadata:

storage.k8s.io0/vl

StorageClass

name: ontapnas

provisioner: csi.trident.netapp.io

parameters:
backendType: ontap-nas

allowVolumeExpansion: true
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MRTBELLIRT TRAILERIBMHEEFLER) - REMA Tkubecl Edit storageclass'y K4REEIRA MIHTZLER ~ B
AETTHE EIETT o

SER2 | [FRIEEIIAStorageClassE Y —{EK A i HFRE

cat pvc-ontapnas.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi

storageClassName: ontapnas

TridentfEs% %% PVC #17—1& 20 MiB BY NFS PV :

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-0199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2mé2s

B3 | RFIPV

EEBIEIIM 20 MiB PV A% 1 GiB » 554R%E PVC I8 “spec.resources.requests.storage’E 1 GiB :

kubectl edit pvc ontapnas20mb
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
#

HER4 | BRHIER
TE A& PVC ~ PV # Trident Volume BYA/ ~ UUBSEE AR /N ST EREE
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |

PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
et ittt L fommm - fom e
fom - oo fom - e +

PEARLRE

&R LUER “tridentct] import BU3BBMEA Trident EAGHREIIFAMHEEES (PVC)
» IIRA FHFHEEEE A A Kubernetes PV
AT LU TR & BE A Trident ~ LUE ¢

* BrEARERSSE  UENFRHIRANERE

s HHERRIEARRENERERNENELR

s EEMWIERN Kubernetes S5

s EXEIERMBEERREEN

8
BEA Volume Z i ~ sB5CiBR T3 E=2EIE o

* Trident FEEEEA RW (GEE) £8EAY ONTAP Volume ° DP (EFMR:E) fEEHIEER SnapMirror BBt
HAIRE o MR PERRSTRAR ~ BASHAIRERE A Trident ©
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* HFIEZRCTERAERPERNER TEAMKE - SZ2EAERTPH Volume - 558 Z Volume ~ 241

HATEA °

@ EHEREREERIEE « A% Kubernetes FEAIELEIAVELRR ~ MBRRZRBER TR
IEEHMIINEI Pod o ER]REERERIRIE o

* BEPANZETE PVC L3587 ~ 1B StorageClass Trident 7EE A BRI A ERAILRE - B HIEERFEER G

45 ~ REBFEFHFERIANEEPER - ANZEIRE 2EET - AItEEARBAREEZERTME
& o [FHIE - BMEHIREEFERE PVC PIEENRFENMEFIRIRNER « EAtAERK -

* AW Volume A/NETE PVC FIRENREN o EFREIZNEAMRE 2R « PVELIPVcHClaimRefiZ

T o
° [EUWRRBI—BAIARRES retain EPVH o KubernetesFliINER4E T PVCHIPVZ % « R4t 2 EHEIULRA!
MR & 7R M ERREY o

° MRHFLERWEWRRR delete ~ EFHIIR R GTEPVRHIPREMIFR o

* FERIERT 0 TridentEIE PVC > MERIHEMr%FlexVol volume#l LUN  fREJLAEE "--no-manage &

AJEE B EAVAZEEER --no-rename 1ZB LR L H L

° -—no-manage* - MRIEMER "--no-manage 1R&5REA » TridentTEM N ERBERRATEEH PVC I PV
HATIEEESNVIRIE o MIBR PV B > (EFHIRE T EWMER - HthiR(F (NEIRERNMERERER
N HEWR RS o

° ——no-rename* - NNRME(FEH --no-rename 1858 » TridentEEAMBEER REIRBHMEESRE -
W EIRHFEE AV E ap B o IEEIBERRIATIER ¢ “ontap-nas ’ ontap-san (BASAr2 #4%)
‘ontap-san-economy’ G4 o

WNRIEAEFER Kubernetes #E1TR 2 ELIEEE » EXETE Kubernetes Z IMNEIR TR
MEMAEmER > AR ELEEIBIEEEA -

R RETIE EPVCHIPY « BEMERR - RMEBEAMIRE  UWKREEEIETPVCHIPY ° REEEREZIRILL
PY5E ©

E A Volume

O] LAER tridentctl import FEBEILEAE Trident BEAGEEER PVC KEAMIRE ©

() wREmPvc R ASEETHIER tidenictl EABMKE -
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£ tridentctl

1. #81 PVC ##Z (B0 pvc.yaml) » AR PVC o PVC 1EZEEE S name » namespace
accessModes M “storageClassName ° &t BJTE PVC E&EHISE unixPermissions ©

T RRERERIEH

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: my claim

namespace: my namespace
spec:

accessModes:

- ReadWriteOnce

storageClassName: my storage class

() w#earmsm-EHMSK GNPy LBEIHREA)) TETEREADSLH o

2. {#F “tridentct! import AR S E Bl S B M Trident@ i 2 B KR M —Zi8 7 L EMNZBNG S
(5140 : ONTAP FlexVol ~ Element Volume) © & '-f B ERHE 2 HIRIEEPVCIERMERE o

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-

file>
£/ PVC 112
1. 3 —{@ PVC YAML 82 (Il > pvc.yaml) > EFEESFAER Trident FEAZTAR - PVC 1EZ=MESR
=

° name M namespace EHFEE I
° accessModes ~ resources.requests.storage 0 storageClassName ERREH
° FhEE
* trident.netapp.io/importOriginalName . BimAVELIEEZTH
* trident.netapp.io/importBackendUUID : FRREFRTERIE TR UUID
* trident.netapp.io/notManaged (AIEE) :RES "true" RMIFFTEHIEE o TARE

A ""false" o

WUTREASEHIREEFIRE
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: <pvc-name>
namespace: <namespace>
annotations:
trident.netapp.io/importOriginalName: "<volume-name>"
trident.netapp.io/importBackendUUID: "<backend-uuid>"
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: <size>

storageClassName: <storage-class-name>

2. % PVC YAML t12ZEAFEH Kubernetes F£ .

kubectl apply -f <pvc-file>.yaml

Trident F EBIEAMKRELFEREE PVC -

gl
A 2R T5 Volume EEASER « BRI IERIFRENIZR o

ONTAP NAS 71 ONTAP NAS FlexGroup

Trident Z#E{FEBH ontap-nas-flexgroup  BREIFZENEIT Volume A ‘ontap-nas©

@ * Trident~Z#Ef#EH ontap-nas-economy &)t o
® ° ontap-nas # ontap—-nas-flexgroup EHEXA AT EENHLIRERTE o

ERRHSENE IS EIREED ontap-nas’ = ONTAP ZE A FlexvVol volume o {FHEEENIEXEA
FlexVol HAMR& ‘ontap-nas BVEEATNMERE o onTAP FBE LBEFER FlexvVol Volume BJEEAZ
‘ontap-nas PVC ° [E#xi#th « FlexGroup Vols thAJ L EE A% ontap-nas-flexgroup PVCS °

{F8 tridentctl B ONTAP NAS &5
T EEFIRRINMAFER tridentctl EE AT B EMIETEHIEE
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E& Volume

U TEHIEEAZL AR Volume managed volume FERAMRIG L ontap nas :

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

st ettt T T e e Fom -
fom - ittt ittt fom - e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fomm - fomm -
fom - o fommm - fommm - +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

o fommm - fomm -
fom - o fom - Fom—m————— +

JEZEE Volume

£/ "--no-manage ' 5|#EF « Trident A EHF i BHEE o

MU TEHIEEA unmanaged volume £ L ontap nas & -

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o fom— - Fomm -
fom - o e fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fomm e
Fommcmmomo= B e Fommcomo= oo +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6ad-b052-423b-80d4-8fb491aldaz22 | online | false |
o Fomm - Fomm -
fom - o fom e +

{EF3 PVC :1fi#HY ONTAP NAS 5
MUTEFIRRIEER PVC sHREATEMIEEEHIIEE o
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£ & Volume

LR E5I1E1&1R 81abcb27-ea63-49bb-b606-0a5315ac5F21 BA—{E%HZ “ontap volumel HJ
1GiB ‘ontap-nas HifRE » MfFHA PVC 53R E T RWO FEUET :

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: <managed-imported-volume>
namespace: <namespace>
annotations:
trident.netapp.io/importOriginalName: "ontap volumel"
trident.netapp.io/importBackendUUID: "8labcb27-ea63-49bb-b606-
0a5315acb5f21"
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: <storage-class-name>

JEZEE Volume

W& % 5 34abcb27-ea63-49bb-b606-0a5315ac5£34 BEA%A “ontap-volume2 By 1Gi
‘ontap-nas HHRE o MEfER PVC 52k E RWO FEUETR :

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: <umanaged-imported-volume>
namespace: <namespace>
annotations:
trident.netapp.io/importOriginalName: "ontap-volume2"
trident.netapp.io/importBackendUUID: "34abcb27-ea63-49bb-b606-
0ab5315ac5f34"
trident.netapp.io/notManaged: "true"
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: <storage-class-name>
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SAN ONTAP

TridentXZiBFAETREA ontap-san (iSCSI~ NVMe/TCP #1 FC) #0 ontap-san-economy =) ©
TridentA] AEE A B E E— LUN BYONTAP SAN FlexVolHEHEE © $E8 ontap-san SEENFZF » ©AE(E PVC i
I —{EIFlexVol volume > i fEFlexVol volumePI L —{@ LUN ° Trident A FlexVol volumelli & H L PVC E
e o TridenteE] LA A ontap-san-economy B3 %@ LUN BYFEEEE

WUTEARTIFAIEASTEMIFFTEWRE -
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E& Volume
HNEEES » Trident ## FlexVol volume Eas B BE&T » WiF FlexVol volume 189 LUN 1un0 EdEE

pvc-<uuid> °

THEHIEEA ontap-san-managed #if LM FlexvVol volume ‘ontap san default

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-

basic-import.yaml -n trident -d

e F————— o
o o t——— o +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e o -
e e - e +
| pvc-doeedf54-4e40-4454-92fd-d00fc228d74a | 20 MiB | basic |
block | ¢cd394786-ddd5-4470-adc3-10c5cedca’757 | online | true |
e e o
t——— o +——— o +

JEFEE Volume

LT EHIEA unmanaged example volume £k ontap san & :

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
Fommmmmmmmomeososorrenosmemereme oo me oo Frommmmomos Fomcmmemememonos
Fommemmomo= B e Focmcomo= oo +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommcmcosososososrsros oo esCe T Ce e S e S e Fososmsmss Fomosmsososssoss
Pommmmmmm== o memes e e s s s s Fommmmm== o= +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759£555a | online | false |
Fommmmmmemsmssesese s s s s s e o= e
Fommmomomme Fommememerossrsreemenessosoeseoomomoms Fomomomme Fommomomos +

MRIEHE LUN HFEEE Kubernetes E1%5 IQN £F3 IQN B9 igroup ~ 1 FHEEHIFRT ~ G SWREISERAS ¢
LUN already mapped to initiator(s) in this group ° (EEERIRENENZIHEUHEFE LUN ~ A HE
BEAMGERE o
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0

unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

avE S

Trident SZ1B{FEFAEESNFZTLHY NetApp Element ERESF] NetApp HCI Volume EEA solidfire-san ©

@ ElementiEENTZ TN IR FEHIVolume 418 o 748 ~ MR EFENHFEE LTS « Trident ZE([E]EE
iR o AIFEFSTE S EMIEE « IRHM—HIRERTE - AREAERWHMIRE o

T EFIGEA element-managed &im_EAY Volume element default e

tridentctl import volume element default element-managed -f pvc-basic-

import.yaml -n trident -d

Fommmmmmemsmessseseses s s s s e e it Fommmmmmememem=
Fommmomomme Fommememeressmereemrmessosoesenoomomoms Fomommmme Frommmmomos +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmmmomoososorrerosmememe oo meoemmmmm o Frommomome Fommmmmmomoomoos
Fommemmomo= B e Fommcomo= oo +
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9c42-e38e58301c49 | online | true |
o e it fomm -
Pommmmmmm== P mes e e s s s s s s s ee s Fommmmm== o= +

Azure NetApp Files

Trident Z1E{EFAEENFZNETT Volume EEA azure-netapp-files ©

EEEA Azure NetApp Files Volume ~ sBKHERR & BRI S I 5ZHEEREE © Volume RIS Z1E
() Volume BEHESTEAI—ERS) :/ o U ~ MRHBBEES 10.0.0.2:/importvoll - HEKEEAE
# importvoll ©

THEHIEEA azure-netapp-files &ifi LAY Volume azurenetappfiles 40517 HAIREERTK
importvoll °
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tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s fememe===s e
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e e e e e e e e ) fro— e s e
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

fossssssssss s e se s s oses oo sssssss s s e fememesmmeeeaa=
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Google Cloud NetApp Volumes

Trident Z1E{F A EESNFZNETT Volume EEA google-cloud-netapp-volumes ©

LUTEHNERMIEE testvoleasiaeastl €8Ik backend-tbc-genvl BEAMIEE o

tridentctl import volume backend-tbc-gcnvl "testvoleasiaeastl" -f < path-
to-pvc> -n trident

Fommmmmmemsmesesesese s s s s e ss s o=
Fommmmmmmcemeoeoeoeoom= Frommmmomom= Fommmmmmrmesrrrrrrrre e meme s e emm o
Fommmmm=e Fommmmmme= +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmcmcosososssrsres e e e T T E eSS eSS Pommmmmme=
Fommmmemeceessesesesee= o= Bt et
Fommmmmoe e +

| pvc-a69cdal9-218c-4ca%9-a%41-aeal05ddl3dcO | 10 GiB | gcnv-nfs-sc-—
identity | file | 8cl8cdfl-0770-4bc0-bcc5-c6295fe6d837 | online | true
|

Rttt P

o essesesesees Rttt Bt e e
Fommeomoe e +

Ty FEEMERIEE R E—EEEFEA google-cloud-netapp-volumes Volume :
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tridentctl import volume backend-tbc-gcnvl
"projects/123456789100/1locations/asia-eastl-a/volumes/testvoleasiaeastl"

-f <path-to-pvc> -n trident

o fomm -
e R e et
fmm====== fememe==== 4

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssss=ssscscssssssssosossssssss=sssa=s fememe====

fm e e
e e +F

| pvc-a69cdal9-218c-4ca%-a9%41-aeal5ddl3dcO0 | 10 GiB | gcnv-nfs-sc-
identity | file | 8cl1l8cdfl-0770-4bcO0-bcc5-c6295fe6d837 | online | true
|

fossssssssssssesessssssasosossssssasssssass fememema=a

frosssssmeemes e from=mee==== frecsmeeem s m s s o s e e
fre=m====s fremmmeme=s WF

BEJER &R BNIRE

BT Trident ~ ERLAIUAAKTE I NG EISKE BRENBEBNEE o 55 Bh SR I
RMBLIEE HEE R EH/ Kubernetes B (PVCS ) o A UAERIGEREZRE
R~ LI BFTHEE LB BETER ; K27 - BEARERNIE MR ZETEE
/N
FsaZ Al
BIHETHY Volume &FBFIIZHKZIE ¢

* Volume £37 ~ BEARERIEE o

* MUEMmS ontap-nas-economy EEEhiZNHP 0 2F Qtree HIREMRTBRI S BIBEZS o

* BT S ontap-san-economy SEENFENP » RE LUN LB SRIBEL ©

PRI

* BEJHIRERTBEEONTAPAEEHIZNES ©
c EHUTERLZIEBTIER | ontap-san ’ ontap-nas ’> M ontap-nas-flexgroup mji o
* BETHEELTBABERNIREHMEE o

FIE&] Volume LB EEITH

* MRLFHEAPHFEEZBEYMERKY  AIRFETERN - B2 - MRBALARELLY - AERERE
Hyan S B G R R R & o
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* MREAR AN RELR AR LHEEE « INERRERES o MBI EF TENIUERRIEE
g o

B ATIRRNRIRERREES
B R EEAERN / EERERESE
RIE MR EEH

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",

"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"defaults": {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} } "

by

"labels": {
"cluster": "ClusterA",
"PVC": "{{.volume.Namespace}} {{.volume.RequestName}}"
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EEE KM

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",

"username": "<admin>",

"password": "<password>",

"useREST": true,

"storage": [
{
"labels": {
"labelname": "labell",
"name": "{{ .volume.Name }}"

}o
"defaults": {

"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster
1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by
{

"labels": {
"cluster": "label2",
"name": "{{ .volume.Name }}"

by
"defaults": {
"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster
}} _{{ .volume.Namespace }} {{ .volume.RequestName }}"

}

LTS A E
 Hif 1>

"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} ({{
.config.BackendName }}"

< i 2>
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"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""

RELENER
1. 72 Volume BEARER T « RARAN Volume EBFRERILAVRER « IREBA 285 o flm

{"provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}} . ©

f£5EE Volume EEARER T » Volume LB BBEERIGERNIREBRFIERN LB
Trident A iEEA S HHEFRIRNM Slice EHF ©

INREAREE M —HIHIEERTE « Trident ZHIINAEREIEF T « LU M—HRIEERTE o

o &>~ W BN

IFrB Efth ONTAP BEENZ= « MIRMERE L IBBIERLERE - HIRERUZFMERM -

PEan % =L FANFSHARR &

f£F Trident ~ ERIUEE Er A ERPRIEIFE « WE—SZEREs R TR PHEA
HiHR& o

ThAE

TridentVolume Reference CR mI:E G % 25— Z1{E Kubernetes % 2= ReadWriteMany  ( rwx )
NFS Hif& o tEKubernetes R EfR S ZE R 5B, :

* ZLEEFEUEE - BREEM
* BI&BCFR A Trident NFS VolumeEREI T2
* RFBtridentcti SRR E thIE/R £ KubernetesIHEE

It EERBMEKubernetesinsa 22 2 FBIFINFS Volume3tFl o
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re

________________________

TVol €—p

=
3
2

.......................

TridentVolumeReference

O [
H

primary/pvci

\‘ " 5\ -’J
----------------- - Storage B e
Volume

& QR AE L EFTRAESR ENFS Volume= o

o RESRRPVe U AR E
Ren ERER ER T EFESRIRPVCHERIAVER

%P

T BRIt e & =R P I CRAVER
EETEEIRTEMNM R ERIEREEILTridentVolume Reference CREVHER o

e 7 Bt s5 %5 2= H 22 37 TridentVolume Reference
B Ay ithsp 5 ZERIMHER & € &1 TridentVolume Reference CRIRZBRIHEPVC ©

o EEtE R =R PR IEERIPVC
Batar R ZEMRER EGEILEBIIPVC ~ LUERRIFEPVCEIERIAIR

=% K SR RAN B Byt e 22 ]

#TREZZE  BEatZHARRERRGREREEE - REEESMBRM L EMEAENHEFRE
78 - ERE/ABEESEIRPIEE -
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HER
1. * R EMEEE | *BIIPVC (pvcl) (namespace2) f#M shareToNamespace 538 :

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Trident 217 PV KHE &% NFS FFHIRE o

° A UEALERDIRRBE « KA ERFEFRELAESEGmRZEM - Fli -
trident.netapp.io/shareToNamespace:
namespace2,namespace3, namespace4 °

@ c WAIUEREREMARZER » - flg -

trident.netapp.io/shareToNamespace: *

o AT LIEHPVC, LA A shareToNamespace FEFRFEERE ©

2 *ZETES CBROBIUBEEN RBAC » IR FEEGATEHEEETEEHETERPETL
TridentVolumeReference CR HIHERR o

3. *HMMe R TREEEE | TEREKRH R TR B At = A i TridentVolume Reference CR
pvcl °

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4 *Brtham B EMEEE | *BIL—EPVC (pvc2) (namespace2) {#F shareFrompPvC sHELIEER
JEPVC ©
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

() BsstPversA /IS EINAHERITRPVC o

nl:l%

Trident @:8EY “shareFromPVC BRI PVC ERIMIEE ~ MAE B Yth PV I AXREEE « AT ESSRIGE#
FERERRIE PV ~ HARIE PV #EEE o BRMAIPVCHIPVLIFIE BEL ©

flpFRHZ=Volume

EA] LUMRREE 2B dn R 2= M AR & o Trident i #PR2R T & 2 M _E MR @ ZEUE « M4 EH AR RdiR
EHEfthep 2 =R TZEE - F2BRFRIA 2885% Volume MIS B ZEfEESF « Trident € MIPRE% Volume ©

f£F tridentctl get EFEEEVolume

fEA[tridentctl RN ~ EAIUMIT get BISIEBHIEENM S - MNFHHAEN « A2 RBIEL | ./ Trident
2%/ tridentctl.html[tridentctl A< BLEIE] o

Usage:
tridentctl get [option]

EAR

* “-h, --help : VolumeRJsREA o
* ——-parentOfSubordinate string : iFEHRHITEREIIEVolume ©
* ——-subordinateOf string : FFEHREHITEVolumelI TE °

PRI

* Trident AR LE BRIt Er R EMBALBHIRE - MEZEREREENHMIZF R LEBR A Volume
‘i o
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© BEEFEBBIRIEEEE RIEPVCHIZEE shareToNamespace 3 shareFromNamespace sEfzakflilbk
TridentVolumeReference CR.EERIHEFEIE « M BRIFRIEBRIPVC ©

* ERBHIREE EEABMITIRR « ERMFS o
LESELE
ERA BT %2R VolumeEEY
S IR TH B AMTEE | U EEEG R EEMITEEFE o
* BB LAITREE "NetAppTV" o
EBin s T EEREIRE&E

55/ Trident » {AIFEAE—{E Kubernetes #8Erh 7 F)eh 4 22 R -V IRA AR SUHLHR
BRI E o

TR
EERMIRE Z A > FHEERIRN BRIt RiIRrREAER - MERBBERENFHFER

()  EmazmsERESE ontap-san il ‘ontap-nas HTFREBNZR, o 3B QAT o

N

AFT
RERET RAI AR EMEREER

7N\

RERIR PVC REHHEIFE
Ren ERER ER T EFESRIRPVCHRE AR -

X

9 ¥ 1E BH9ithen & =R 1 CRAVIERR
EETEEIR TR ERIEREEILTridentVolume Reference CREVHER o

e 7 B ep 5 = H 2 37 TridentVolume Reference
B it an 2 e MR E S 1L TridentVolume Reference CRERZBBIEPVC o

o 72 B 03t ZE R T PVC
B B RN EAE BRI PVC » IR BRI PVC o

R TE ARAN B Byt an 22

= TREZEMN > Bt ERERERER mREEEAE > REEESNBNtmRERESEHLEE
ZEFKEITE © ﬁﬁﬁ%ﬁ@ﬁfﬁﬁ*ﬁ%ﬂﬂhm °

194


https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://cloud.netapp.com/blog/astra-blg-sharing-volumes-between-namespaces-say-hello-to-cross-namespace-volume-access
https://media.netapp.com/page/9071d19d-1438-5ed3-a7aa-ea4d73c28b7f/solutions-products

1. * KRR LEREEES - * (pvel EHRBFEHBEMAPIEIL PVC (“namespacel) » O[T HEEAME

A E"ﬂgﬁﬁ(namespaceZ cloneToNamespace °

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: pvcl

namespace: namespacel

annotations:

trident.netapp.io/cloneToNamespace:

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Trident €817 PV REBIGFHFHER o

namespace?

° ICRIUERLWERARINEE « kA ERFEERBLAESEamRER o g

trident.netapp.io/cloneToNamespace:

namespace2,namespace3, namespace4 .

o

@ o BRI LMERHXAFAEmEZER * o H¥0 v trident.netapp.io/cloneToNamespace:

*

o fRE] LABERF T PVC MAMAA “cloneToNamespace iz ©

2. REEES  MREZIEEN RBAC » MR FEEGREHESEEBRaLERPREIL

TridentVolumeReference CR HY#EPR(namespace2) ©

3. *HIM SR EREEEE | TEREKR AR B At e = A i TridentVolume Reference CR

pvcl °

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. BRI REREES | * (pve2 EERMESAERPEI PVC (namespace2) fFH
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“cloneFromPVC &, “cloneFromSnapshot #1 “cloneFromNamespace s 3I5EHR PVC °

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
annotations:
trident.netapp.io/cloneFromPVC: pvcl
trident.netapp.io/cloneFromNamespace: namespacel
name: pvc2
namespace: namespace?2
spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:
storage: 100Gi

PR
* HHER ONTAP NAS &KEBUERENFZTNACERY PVC » RZIEMEEAR o

£ SnapMirror £ B E

Trident S#E— (A& _FHACRHIE RS RE F BN E RNS5HEGR  LUE
WIS LGEITSS IS o CRIUEALS Trident SEREIA (TMR) A& 2RI TR
T (CRD) HH1T FHUBIE :

© BIMEE 2 IRVERSIRAER (PVCS)

* BIRIEGEE 2 IAVERSTRAR

* FRERRSTRAA

* EXEER (BFEBE) HARIRARE Volume

C EEEMAERENREIR REAREIANEEREREEEE

ER IR
EIERBZ AT  SBREN G TAISRIEMS

#E ONTAP

* *Trident* : Trident 22.10 kR EF AR A A BEBFIFIENER ONTAP {EAZIRICREZEEMN B Uit
Kubernetes &£

c *ITHE ¢ L (FHERREEMNR ONTAP SnapMirror FEE)S 1A ZERRF/E 2R B #Uth ONTAP & FEX
FA o UNEEFAAEN ~ AR "SnapMirroriZ EEIEONTAP" ©
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% ONTAP 9.10.1 FA%A ~ FRE1RHEERZ LA NetApp 1IRHEEREZR (NLF ) BRI « E=—ErJ B2 IEL)
REVE—1ER - MFBFMAEN ~ 552 H "ONTAP One FEMIIEE" o

@ {£3%1% SnapMirror JEREF 1R:E o

HERMR

* I SVM® R ONTAP RIS RIETHERIZ o MMM - S0 " EESVMES
o

()  m®EmiE ONTAP %5 2 I RRIARERI SVM 2IBRE— -

* * Trident 1 SVM* : $EMER SVM W4ZRRT AR B ROMEEEE _ERY Trident ©

& ErEESNEI(

NetApp Trident Sz1% {3 NetApp SnapMirror EAPEITHIER@ER - (AR T5EEE N IENHEFER :
ontap-nas : NFS ontap-san :iSCSlontap-san : FC ontap-san : NVMe/TCP (ZER&HR{EK ONTAP ki
75 9.15.1)

@ ASA 2 Z4EAZIB(FHE SnapMirror ETHIEEESR - HRA ASA 2 RAMNEE » AR IEE
ASAR2 HERM" ©

BiriR4Y PVC
AEE TSP ER ~ MifEM CRD AT EMREMIRE 2 MEIIRIRARE

1. £ Kubernetes =& F#IT AL ER :
a. fFEZ#E1I StorageClass ¥4 trident.netapp.io/replication: true ©

)

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: csi-nas
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
fsType: "nfs"
trident.netapp.io/replication: "true"

b. {FRSCAIEIIAY StorageClass E1iL PVC o
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vl

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

C. {FERAZASHE 2L MirrorRelationship CR °

gl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:

- localPVCName: csi-nas

Trident EFEBELIEEN A EANIEE BRINE R {RE (DP) AKE& » JABIEA MirrorRelationship
HIARREAR ML ©
d. By TridentMirrorRelationship CR L HX1E PVC FIAZR&FEF SVM o

kubectl get tmr csi-nas
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kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

generation: 1
spec:

state: promoted

volumeMappings:

- localPVCName: csi-nas
status:

conditions:

- state: promoted

localVolumeHandle:

"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”

localPVCName: csi-nas
observedGeneration: 1

2. 7% Kubernetes =& FHITFFIFEE ¢

a. {#H trident.netapp.io/replication: true 2#3£17 StorageClass °©

gl

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas

provisioner: csi.trident.netapp.io

parameters:

trident.netapp.io/replication:

gl

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas

remoteVolumeHandle:

"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”

true

b. {4 BBt EE EEIL MirrorRelationship CR o
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Trident #$EARERRIARRI%TE (3K ONTAP FFERR(E) EIL SnapMirror Bif% » MAGEAIIATE ©
C. {FERCHIEILA StorageClass #1iI PVC ~ {fEARE ( SnapMirror BAYt) o
el

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

Trident 12 & TridentMirrorRelationship CRD > IR RIMARTZEIE > BUEERIEIL Volume ° MNREFHEERE
Ri{% > Trident i$FEIRETRY FlexVol volume IETEEL MirrorRelationship FE &RIiETR SVM HERY
SVM L o

Volume EEAREE

Trident Mirror Relationship (TMR) 2—%& CRD ~ {5k PVC ZREERRZN—in - Ba# TMR BEEIKES
Bl &% Trident FREEAUARAS o BAYM TMR B TFHKAS !

* *EI A PVC ZEREIRARRIB BRI Volume ~ ERATHIRAE o
**FHR K PVC BRIEREAHNE - BTSRRI o
* CEIRI A PVC ZRSIRIARIE VM Volume ~ FeRItHBINZIRSTRAE o

- (IR ENHERERIORRRE A EARE  UABEERERRIORE - EATEERE HHHEE

° WNREIRE SRR AR IR « AIEMBIUARERERHY

TEIEst BN B EBEHRRMARRE PVC
LR Kubernetes 25 EHIT TP
* ¥ TridentMirrorRelationship B spec.state LT % promoted ©
EREINBERERBARRE PVC
T EMAERE (BE) 3R FRIT TP BRARRE PVC :
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1. 7£F E Kubernetes #5 I « 17 PVC WIREE « TS IRBEIITTH ©
2. 1T E Kubernetes #E£  ~ #137 Snapshotinfo CR MBS RZPAAE K] o

&)

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. ERE Kubernetes #£ | « #& TridentMirrorRelationationship _ CR BY _spec.state {RLE % updated ~
spec.promotedSnapshotHandle B2 IREBRINZRZTE o

4. 7TRE Kubernetes & I - FEFIEFA4RAY TridentMirrorRelationship AkB& ( STATUS.STATUS #&1{i1) o

ERERERERRSREF
BREHGEZA - BAEEERSNEEN—@E -

1. 7R E Kubernetes 25 I - B{REE# TridentMirrorRelationship _E£ spec.remoteVolumeHandle {89
Eo

2. 2% Kubernetes #£ t - #& TridentMirrorRelationship B9 _spec.mirror {B{iIE#% reestablished ©

HithfEx
Trident STREF EM REWIRE EMIT TR :

BEE PVC EREIFHRE PVC
BEELEHEEETE PVCHIREPVC ©

1. REBIUMXE (BRUHM) ZEMIBR PersistentVolume Claim # TridentMirrorRelationship CRD ©

2. 6 (FR) #FEMIER TridentMirrorRelationship CRD ©

3 EEXE (KE) #E FEIIFM TridentMirrorRelationship CRD ~ UAREERIINFHRE (BRH)
PVC -

AREG - TEHRE PVC BIKR/N

PVC RIIUEERFE A/ ~ MREFIEEBEBAIA/ © ONTAP & BEHRFT(ER BRI flevxols o

it PVC BIRER
EEBRER « FEBRNREBHEE EHIT TIIEP—IEEE !
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* MIBR=E PVC LK MirrorRelationship ° & & e = RE% o
* @& - ¥ spec.state HBIEHA updated ©

kR PVC  (SeRTEHRST)
Trident 1R EHREH PVCS > W ERMFHIFR Z A TREBER R o

fif% TMR

BRERSTRAAR—RIEY TMR 2EEEER TMR 1E Trident SERMIBR Z ATEHAE F BAKES o NRBEEEMIPREY TMR
BEER _Promive #h8E > B3 BIREMESEE > TMR BZ2H6% > M Trident 14 PVC FA4Rk% ReadWrite
o IEMIBRERETE ONTAP it A E B Y SnapMirror RAEE R o WL I & 75 R ARAVEEST REMA P
A~ BRI HEVERSIRAAES - TEGRASR _ B MIREEEIRENFH TMR

= ONTAP EiRE; SR EMRSIRE

B IRARAR R ~ I LUMEREER T o R LAER state: promoted B state: reestablished M
REHH - B Volume F4k2A—H% ReadWrite Volume B ~ BRI LU{ER promotedSnapshotHandle 3&#5
ERTEIRER ~ BRI Volume ERZE

= ONTAP BE4RFS B IR aTRIA

f&AILAfEEA CRD ZR#11T SnapMirror 57 » MEE Trident EFELFE ONTAP FE5£ © s3T5
TridentActionMirrorUpdate E5HIH&

&)

apiVersion: trident.netapp.io/vl

kind: TridentActionMirrorUpdate

metadata:
name: update-mirror-b

spec:
snapshotHandle: "pvc-1234/snapshot-1234"
tridentMirrorRelationshipName: mirror-b

status.state RBR TridentActionMirrorUpdate CRD FYAKRE o ERJLAEXE sued ~ in progress X Failed BY
H o

fEF Tcsithi]

Trident A AR FASRIEZ MR T HAFR & ~ WG EMIINZE Kubernetes EFAIERRL " (csi
FRi¥E] TheE" o

e
fER Tesithix) THEE ~ AIRIEEREM A ARG - REIEHEIRERFE « RecFI—E D8R - 15 - Binfit

FEm ] sEKubernetes BIE 5 32 77 U@ 5 A B HERIENRS - BiR AN FEEREAN TR AERSE « SRR E
BIHZME - BT HEEZEEEEFTATEEHECEMIRE « Trident £ CSI A% -

202


https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html

RABR TesifIE) THAE "I -
KubernetesiZft ME &5 Volume BAEIER -

* Y18 volumeBindingMode "X EBE " Immediate ’ Bl Trident S1EREEAIRERIMNIER TEIES o 2
SLOKAEHERERET ~ Bl RRIRHIR & BN BREERACE - EEFAR(E volumeBindingMode ~ BRAMNT
SEHIMITHRERGIRRE o FHEHIRENE L AR RRBERR Pod HHZFEXK o

* #& TVolume BindingMode] % WaitForFirstH&E®E | F « BIEEEIIMBEKAMEE - ERHFETEZ
SERKAMIRRIPod A LE o YIE—2R ~ RLAEEEILHERRE « LARF SHRIER KRB I TRIHERZ RS

() rsseRs) REESTEESERTE - BTN TosHE) AR .

TEENER

EEFH lesithig) ~ EEETHER :
* HTTHYKubernetesF & " EAIKubernetesii 2"

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99dt",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdo64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1le4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492z2",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

* HEPHEHMEREEER - LEIAHER A (topology. kubernetes.io/region
‘topology.kubernetes.io/zone) ° fEZREE Trident ZA] @ B2 * EZEFENESE * BUEEELE > U
{8 Trident BESARXANFEIE ©
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"nodel", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/master":"", "topology. kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

TE | BU A RAAEN R

Trident f#fFERHAIRIRA A& « EEMMEENIEE - SERIHETIUATE —EnERN
supportedTopologies @R « ARZZNEIFMEIFFE o Wi FEHILLIERIFRStorageClass ~ REER X
EME/ & PHHEMERERERE « A &I Volume ©

TR RImEZREG
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YAML

version: 1
storageDriverName: ontap-san
backendName: san-backend-us-eastl
managementLIF: 192.168.27.5
svm: iscsi svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a
- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",

"supportedTopologies": [
{

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-a"

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-b"

“supportedTopologies' AR I EE R IHHNEIFHN BIHFE - ELEIHMEH R StorageClass
()  SERHAKERE - R OEEHBAIREEHNES T % StorageClasses + Trident BTE
BIRZIMIEE o

THRINEERSEREFERON EHRE) - A2RTIE -
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version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
supportedTopologies:
- topology.kubernetes.io/region: us-centrall

topology.kubernetes.io/zone: us-centrall-b

ELtEFIH « TREGion)s M Zonel BERRMEBEIRMIAGIE o topology ~ Kubernetes.io/region ]
#0 Ttopology * Kubernetes.io/Zone| JREEFERMBIEFERIIR o

T2 | E& AR AIENStorageClass

R R AR R E P ENRAAVIRIEARE « FATLUE & StorageClassA B SHRFEE N o EBRIREMA IR L Z KA HE R
IRERIEENFEFEIRM « LUK UERTridentFrie it 2 HAEREHETRE F 5 ©

2T
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata: null
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions: null
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: extd

£ - ERHR StorageClass E&FEH volumeBindingMode * B &S WaitForFirstConsumer © {EPodH 5|
ItEStorageClassFTEKRHIPVCSZ Al » RAAZEH EHIXKEUTE © kb9 ~ 38 allowedTopologies  {REEMERN
BEIHHME&E o StorageClass & ‘netapp-san-us-eastl ELMEZMEBIHREIL PVC “san-backend-
us-eastl °

SEE3 B NFAPVC
#2317 StorageClassil HEEE BinBInEIHZ % « KIREMAIURIIPVCS °

FH2RBIUT TsPEC) & :

kind: PersistentVolumeClaim
apiVersion: vl
metadata: null
name: pvc-san
spec: null
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

ERILENBERIDKAERIRIZEAISEGEE TIGER !
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

EBTridentZ2 R & WA HELE EPVe « 5H7EPodREAPVC ° 552 R THIEEA -
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:

requiredDuringSchedulingIgnoredDuringExecution:

nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl

preferredDuringSchedulingIgnoredDuringExecution:

- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

Lttpodit REEEFETKubernetesTE lus-east1] @IHAVENEL EHEREpod ~ AifE Tus-east1-ay 3K lus-east1-by &

BRI ERRE P& T o
2R
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

FHBIHUANA supportedTopologies

TEILAER TtridentctiBinERT1 REMITANRI « UWRA TR EERE BE - EAEXECA B
& « MEREARRENPVCS -
MBFAEA ~ F2H

c "EEASENER

* "ENELEEENAS"

* "RAHG L i BRI

 SHELARE

fEFRIR

Kubernetes /&R & (PV) RYBRE IRIR A EX AR E RIS EIBEAE AR o (MR AR ILfE
FA Trident (237 FIHEFEE IRER « EEATE Trident SMERERIIAVIRER ~ EIRA REBIEILFTHIHERE
&  DURAEIRIREREIRE E R o

Ef
meE

EREBRZIR ontap-nas ’ ontap-nas-flexgroup ’ ontap-san ’ ontap-san—-economy °’
solidfire-san ’ azure-netapp-files ° # ‘google-cloud-netapp-volumes' B}t o

FIsEZ Al

S BB IMNEBIREBRIEFIZZAETERER (CRD) ~ A SEFERARER o IE=&Kubernetes OrchestratorfYE{E (
4N : Kubeadm ~ GKE ~ OpenShift) o

MRIEIKubernetes B iR AR B 2 IR EEZEHIZFFCRD ~ 552E ZBZE Volume Snapshot %25 o

@ YNR7E GKE IRIFHFZIERMIRE IR 5771 RIRIERIZR - GKEEA NERIIRETURRIE
il

210


https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#nodeselector
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#nodeselector
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#nodeselector
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#nodeselector
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#nodeselector
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#nodeselector
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#nodeselector
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#nodeselector
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#nodeselector
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#nodeselector
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#nodeselector
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/

BIHIRERER

1. #3I VolumeSnapshotClass ° UIFEFAME ~ 52 E "Volume SnapshotClass" °

° “driver #5[@ Trident CSI EBEFE, ©

° deletionPolicy AJLA Delete Bf Retain © :REZAKRF Retain  HFHE FMEREIEIRE « BMEE
VolumeSnapshot M EmBE o

gl

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. #7IRAE PVC KUIREE -
&
o WEHIEIEITIRBPVCHIIRER o

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

° ILEHIEA%FEA PVC Y Volume Snapshot #1433 —1E pvcl {RIBZFER A pvel-snap © Volume
SnapshotFELIFAPVC ~ M EAHEEAEE volumeSnapshotContent NEREBRIREBRIMIMG o
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https://docs.netapp.com/zh-tw/trident/trident-reference/objects.html#kubernetes-volumesnapshotclass-objects

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

o Bl A# R VolumeSnapshotContent B4 pvcl-snap #iftVolume Snapshot © © Snapshot
Content Name sAIRHIEREAIVolume SnapshotContent¥)f o © Ready To Use BEFRMIRIEA]
FAREILFREY PVC o

kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%
Ready To Use: true
Restore Size: 3Gi

N & RIBEEIL PVC

] LAERE dataSource HH% AR Volume Snapshot 17 PVC <pvc-name> IABERIZKIR o BIIFKAE
BRERIEEZ1Z ~ SR TEMRIZEIPod £ ~ MG EBEMEMAAERERIE—IXEH -

@ HHEZIR Volume FREEMIE—ERIHEIL PVC ° B2/ "KB | EAEEMBIHEIL Trident PVC
Snapshot B9 PVC" o

TFEHIERZEI PVC pvcl-snap MIABERIKIR o

cat pvc-from-snap.yaml
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

FE A Volume [#:Eg

Trident 23& ~ "Kubernetes TEFTAC EHVIRIEIE = Al B EEIE S 2T VolumeSnapshotContent #4 ~ AEEEA
£ Trident ZSMEIZHIIRER o

FAtAZ Al
Trident WAZEE 27T E A RBHRHIRE o

FTER
1. » ZBEEIE | * 1L VolumeSnapshotContent' 2 8#& inREBRIMIHF o EE7E Trident PEXENRER TIETRAE o

° IEFHIEERIRIRIEAIATE annotations %A trident.netapp.io/internalSnapshotName:
<"backend-snapshot-name"> °

° 357E™H snapshotHandle $§%E " <name-of-parent-volume-in-trident>/<volume-
snapshot-content-name> °© 3 & Bag P IMEPIRIBILIRH4S Trident BIME—E A ListSnapshots ©

@ o <volumeSnapshotContentName> H? CR 4 fRHl « BIAKER SR IFIRES
8 o

&5l
TEIEEHEIL volumeSnapshotContent BEREBIFIRBIIMIH snap-01
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2.

214

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content-name>
volumeSnapshotRef:
name: import-snap
namespace: default

*FBETIE . * 1 VolumeSnapshot 28M CR VolumeSnapshotContent ¥4 | EEERFEUELL
fF volumeSnapshot EIEERI AR TR ©

el

T EHIEEIL VolumeSnapshot CR e 2 import-snap EEZ2EN VolumeSnapshotContent B
import-snap-content °

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: import-snap
spec:
# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)
source:

volumeSnapshotContentName: import-snap-content

C* NERERIE (REIREVERTTEN)  * SMERIRERME DT HESRFTIE T AY VolumeSnapshotContent ~ MIHAT

ListSnapshots #@sh © Trident B “TridentSnapshot ©
° SMERIRERBI HELE VolumeSnapshotContent & readyToUse | VolumeSnapshot & true °
° Trident 38 & readyToUse=true °

*{EEfEAE ¢ * BI PersistentVolumeClaim UBEFHH VvolumeSnapshot » HF
spec.dataSource (Z spec.dataSourceRef) #F8% VolumeSnapshot $f8 o

Ll



T FIEIL—{E PVC 288 volumeSnapshot Banfh import-snap °©

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

{EFRREBMIE Volume &}

REBEERTER AMEE ~ URBERETE R ENMIEEEZESIRAEEM ontap-nas Ml ontap-nas-
economy EBENTER | BXAE . snapshot BRFMRBREETENER o

£ Volume Snapshot Restore ONTAP CLI i tftk & 2 R = S B iRIB R sC 8 AUARAS ©

clusterl::*> volume snapshot restore -vserver vsO -volume vol3 -snapshot
vol3 snap archive

RBRETRUMEIREER

Trident €A (TASR) CR {EREBIEMIFENRUIMIE&®EIR TridentActionSnapshotRestore © Ith CR
7 Kubernetes I E1TE) ~ EIFETRR BT ERERET

TridentSz 1B REEIR1E ontap-san ’ ontap-san-economy ’ ontap-nas ’ ontap-nas-flexgroup °’
azure-netapp-files °* google-cloud-netapp-volumes * # solidfire-san’ SJi& o

RG22 Al
1S ZEBERZAIRAY PVC FIRTARY Volume TRER o

* HEEY PVC ARREA TEESE) o
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kubectl get pvc

* ER5E Volume RIE R B EEFBFAE AT HLER o

kubectl get vs

TR
1. #37 TASR CR ° ZRfIE PVC #1 Volume Snapshot Bl CR pvcl pvcl-snapshot ©

() TASR CR AR PVC 8 VS FEfIs 2RI «

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

2. £ CR URRERBER © LERAIRE Snapshot i1 pvcl o

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

RmR
Trident EERIRIBRE R} o EETUABRRRIRIERARRE ¢

kubectl get tasr -o yaml
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apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap

namespace: trident

resourceVersion: "3453847"
uid: <uid>
spec:

pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:

startTime: "2023-04-14T00:20:342"
completionTime: "2023-04-14T00:20:372"
state: Succeeded

kind: List

metadata:

resourceVersion: ""

* EARZEIERT > Trident FEEZREXEREHESFE - CEEBRIUTULIEE -

* FEHEIEESEFEUERM Kubernetes FHERISENBESEIEEMREIR « AT HEAE
B ZERTEI TASRCR ©

fFR= A ERARIEE PV

P& = AHRATREBRYIEAE Volume BF > ¥IFERY Trident Volume B2 TMIBRIREE] o FEPRMLREE IREE LUMIBR
Trident HEFEE o

Z8ZE Volume Snapshot %4123
WRIEHIKubernetesE R AR B FREBITHIZZMA T AT RKE ~ EAIUKEBE T A ETIE o

FTER
1. #17Volume SnapshotZFEXH o

cat snapshot-setup.sh
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#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2. #37SnapshotiZHlgs o

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ MBENE ~ BRI deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yaml FEH namespace EERIEH LR ©

TERAEAS

* "VolumeREE"

* "Volume SnapshotClass"

fE AR E AR IRER

Kubernetes FFAMHAIRE (PV) FEAFRE 4B IRER NetApp Trident 12 7 B II ZEMIEE (—
AR EIRIR) BUTHEE o AR @ AR IRIBARER —RERE N S AR ENEIZ o

@ VolumeGroupSnapshot i Kubernetes HJ—1E Beta IH8E » B3 Beta iR API ©
VolumeGroupSnapshotFr I R{ERR 4% Kubernetes 1.32 ©

BIUSTRAERR
LM#E RIS IR B A RR
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* “ontap-san SBENTZ T - (AL iISCSI M FC #:% > FEAI NVMe/TCP #E
* ontap-san-economy - {25 iISCSI #7E
* TONTAP-NAS]

(D) NetApp ASAr2 St AFX F AT BRI EARE -

BRsAZ Al
* FERIGRY Kubernetes hiZS:E K8s 1.32 X ShR S

s BN IMNERIRIBIZEHIZZMBETERER (CRD) ~ A BEFEHRER o 5 =2Kubernetes Orchestratorfy &
£ (140 : Kubeadm ~ GKE * OpenShift) ©

WNREEY Kubernetes SE1THRAE 2 SMERIRERIZEHIZSF] CRD » 552 BE0%E Volume Snapshot $ZHI28 o

@ YISRTE GKE IRIFFREIIZ R R AR - SAAERIUIRIBIEFIES - GKEERREARRER
REZIZERIZS ©

* TEIREBIZHIZS YAML F1 > 387 “CSIVolumeGroupSnapshot THAEFIIERE E A true” » MUFERIAIEEARIRIBE
B o

* EERVHIREAARBRZ A 0 BIPEIIEIRE AR RIBERR o
* FERFAA PVC/HFREEEER—1E SVM L » LUESESIIEIL VolumeGroupSnapshot ©

TR

* 7££# VolumeGroupSnapshot Z B3 —1{E VolumeGroupSnapshotClass o ¥1ZE:#4AE N - 35 "SR
E”+E"§3Fﬁ °

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshotClass
metadata:
name: csi-group-shap-class
annotations:
kubernetes.io/description: "Trident group snapshot class"
driver: csi.trident.netapp.io

deletionPolicy: Delete

* ERIRBERFENZILABRRIREN PVC » SREEREMEERA PVC -

LUFEFIERL T AREEIL PVC pvcl-group-snap  {EABERICRFIZE
‘consistentGroupSnapshot: groupA MBEEHNERERZRENE

219


https://docs.netapp.com/zh-tw/trident/trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
https://docs.netapp.com/zh-tw/trident/trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
https://docs.netapp.com/zh-tw/trident/trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
https://docs.netapp.com/zh-tw/trident/trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
https://docs.netapp.com/zh-tw/trident/trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
https://docs.netapp.com/zh-tw/trident/trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
https://docs.netapp.com/zh-tw/trident/trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
https://docs.netapp.com/zh-tw/trident/trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
https://docs.netapp.com/zh-tw/trident/trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
https://docs.netapp.com/zh-tw/trident/trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
https://docs.netapp.com/zh-tw/trident/trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
https://docs.netapp.com/zh-tw/trident/trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects
https://docs.netapp.com/zh-tw/trident/trident-reference/objects.html#kubernetes-volumegroupsnapshotclass-objects

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl-group-snap
labels:
consistentGroupSnapshot: groupA
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 100Mi
storageClassName: scl-1

* B AEMEEEEL VolumeGroupSnapshot (consistentGroupSnapshot: groupA ) 7E PVC HIERE ©

HEEE R ST @ AR IRER

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshot
metadata:

name: "vgsl"

namespace: trident
spec:

volumeGroupSnapshotClassName: csi-group-snap-class

source:

selector:
matchLabels:

consistentGroupSnapshot: groupA

fEREFEIRRIREHIR & BIE

SR AR EA MR EABIREBHN—E 2 PR MEERBRERZERAMMIEE o SRIEFEIREEAARRIES
—(ARRREITIER ©
&£ Volume Snapshot Restore ONTAP CLI 4R &R R 2 oAl IRIRPCERAIARRE ©

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap_ archive

@ ETEFRRBELRE - SERRAN Volume #HAE o BIREBIEAZBE Volume BERIFIHAVE
2
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Trident i (TASR) CR #{tIRERIREIRIE(IHFREELEIR TridentActionSnapshotRestore © ItE CR
& Kubernetes UM E1TEN » EEETREBEFNEFERE °

MEEZEN B2 "ERBETRUMERER"

PR ELBF AR IR AR RREGBY PV
fHPREF AR BARR & TR AR

* (@B LUMIFRZEE(E VolumeGroupSnapshots > M EMIBREFAEFAYE —REE o

* MREFASEFEREBAVBER TRER T ZIFASE > Trident BRZEBE TR KA > ERXASTRHFRIRE
» REABEZZMFZE -

* MREEASAERIRET T5efE » RAREMERZEHE - RISRIREIFDRF - L EERD TemZAIEAR
PRezBtAE o

Z8ZE Volume Snapshot %4123
MR EEIKubernetesEE MRS R & & IR RIZHISIMEF LT KA ~ EAIUKEB T A NEITIE ©

1. #37Volume SnapshotZFEXH o

cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshotcl
asses.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io0 volumegroupsnapshotco
ntents.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshots.
yaml

2. JE17SnapshotZ s o
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kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ WELE - AR deploy/kubernetes/snapshot controller/rbac-snapshot-
controller.yaml MEF namespace By aR L ZERE o

TERAELE
* "EMAERRE

* "VolumeREE"
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