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概念

資源配置

Trident 中的資源配置有兩個主要階段。第一階段會將儲存類別與一組適當的後端儲存資源
池建立關聯、並在進行資源配置之前做好必要準備。第二階段包括磁碟區建立本身、需要
從與擱置磁碟區的儲存類別相關的儲存池中選擇儲存池。

儲存類別關聯

將後端儲存集區與儲存類別建立關聯、需要同時仰賴儲存類別所要求的屬性及其 storagePools、

additionalStoragePools`和 `excludeStoragePools`清單。當您建立儲存類別時、Trident會比較
每個後端所提供的屬性和集區、以及儲存類別所要求的屬性和集區。如果儲存池的屬性和名稱符合所有要求的屬

性和集區名稱、 Trident 會將該儲存集區新增至該儲存類別的適當儲存集區集。此外、 Trident 也會將清

單中列出的所有儲存資源池新增至該集區 `additionalStoragePools、即使其屬性無法滿足所有或任何儲
存類別的要求屬性。您應該使用此 `excludeStoragePools`清單來覆寫及移除儲存資源池、以供儲存類別使用。
每次新增後端時、 Trident 都會執行類似的程序、檢查其儲存資源池是否符合現有儲存類別的要求、並移除任何
標記為排除的儲存資源池。

Volume建立

然後， Trident 會使用儲存類別與儲存資源池之間的關聯來決定資源配置磁碟區的位置。當您建立磁碟區時、
Trident 會先取得該磁碟區儲存類別的儲存資源池集區、如果您為該磁碟區指定傳輸協定、 Trident 會移除無法提
供所要求傳輸協定的儲存資源池（例如、 NetApp HCI / SolidFire 後端無法提供檔案型磁碟區、而 ONTAP NAS

後端無法提供區塊型磁碟區）。Trident 會隨機排列此結果集的順序、以利平均分配磁碟區、然後逐一重複執
行、然後嘗試在每個儲存池上佈建磁碟區。如果某個項目成功、則會成功傳回、並記錄程序中發生的任何故
障。Trident 只有在 * 無法在 * 所有 * 上配置可用於所要求儲存類別和傳輸協定的儲存集區時、才會傳回故障 *
。

Volume快照

深入瞭解 Trident 如何處理其驅動程式的磁碟區快照建立。

深入瞭解Volume Snapshot建立

• 對於 ontap-nas， ontap-san ， 和 `azure-netapp-files`在驅動程式中，每個持久性磁碟區 (PV) 都會對
應到一個FlexVol volume。因此，磁碟區快照被創建為NetApp快照。NetApp快照技術比同類快照技術具有
更高的穩定性、可擴展性、可恢復性和效能。這些快照副本在創建所需時間和儲存空間方面都非常有效率。

• 適用於 ontap-nas-flexgroup 驅動程式、每個持續Volume（PV）都會對應FlexGroup 至一個功能區。
因此、磁碟區快照會建立為NetApp FlexGroup 的「資訊快照」。相較於競爭的快照技術、 NetApp

Snapshot 快照技術可提供更高的穩定性、擴充性、可恢復性和效能。這些Snapshot複本無論在建立所需的
時間、還是在儲存空間中、都能發揮極高的效率。

• 對於 `ontap-san-economy`驅動程式， PV 會對應至在共享 FlexVol Volume Volume Volume ， PV 的
Volume Snapshot 上建立的 LUN ，這是透過執行相關 LUN 的 FlexClones 來達成的。ONTAP FlexClone 技
術讓您幾乎可以立即建立最大資料集的複本。複本會與其父實體共用資料區塊、除了中繼資料所需的儲存空
間外、不需要使用任何儲存設備。

• 對於「Poolidfire - san」驅動程式、每個PV對應至NetApp Element 在該軟體/NetApp HCI叢集上建立的
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LUN。Volume Snapshot以基礎LUN的元素快照來表示。這些快照是時間點複本、只佔用少量系統資源和
空間。

• 使用 `ontap-nas`和 `ontap-san`驅動程式時、 ONTAP 快照是 FlexVol 的時間點複本、會佔用 FlexVol 本身的
空間。這可能會產生磁碟區中的可寫入空間量、以便在建立/排程快照時縮短時間。解決此問題的一種簡單方
法、就是透過Kubernetes調整大小來擴充磁碟區。另一個選項是刪除不再需要的快照。刪除透過
Kubernetes 建立的 Volume Snapshot 時、 Trident 會刪除相關的 ONTAP 快照。不透過Kubernetes建立的
支援快照也可以刪除。ONTAP

使用Trident，您可以利用 VolumeSnapshots 從中建立新的 PV。使用FlexClone技術從這些快照建立 PV（適用
於受支援的ONTAP後端）執行。從快照建立 PV 時，後備磁碟區是快照父磁碟區的FlexClone 。這 `solidfire-

san`驅動程式使用 Element 軟體磁碟區克隆從快照建立 PV。它在這裡從 Element 快照創建一個克隆。

虛擬資源池

虛擬池在 Trident 儲存後端和 Kubernetes 之間提供抽象層 StorageClasses。這些功能
可讓系統管理員以通用、不受後端限制的方式、定義各個後端的位置、效能和保護等層
面、而無需 `StorageClass`指定要使用哪種實體後端、後端集區或後端類型來符合所需的
條件。

瞭解虛擬資源池

儲存管理員可以在 JSON 或 YAML 定義檔案的任何 Trident 後端上定義虛擬集區。

在虛擬資源池清單之外指定的任何層面、都會對後端進行全域設定、並套用至所有虛擬資源池、而每個虛擬資源
池則可個別指定一個或多個層面（覆寫任何後端全域層面）。
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• 定義虛擬資源池時、請勿嘗試重新排列後端定義中現有虛擬資源池的順序。

• 我們建議您不要修改現有虛擬資源池的屬性。您應該定義新的虛擬資源池以進行變更。

大部分方面都是以後端特定的詞彙來指定。最重要的是、在後端驅動程式之外、不會顯示高寬比值、也無法在中

進行比對 StorageClasses。而是由系統管理員為每個虛擬資源池定義一或多個標籤。每個標籤都是「金鑰：
值配對」、而且標籤可能在獨特的後端之間通用。如同個別層面、標籤可依資源池指定、也可全域指定至後端。
不同於具有預先定義名稱和值的各個層面、系統管理員有充分的判斷權、可視需要定義標籤金鑰和值。為了方便
起見、儲存管理員可以針對每個虛擬資源池定義標籤、並依標籤將磁碟區分組。

可以使用以下字元來定義虛擬池標籤：

• 大寫字母 A-Z

• 小寫字母 a-z

• 數位 0-9

• 底線 _

• 連字符 -

答 StorageClass 透過參照選取元參數中的標籤來識別要使用的虛擬資源池。虛擬資源池選取器支援下列運算
子：

營運者 範例 集區的標籤值必須：

`=' 效能=優異 相符

！！= 效能！=極致 不相符

《in》 位置（東部、西部） 加入一組值

《不」 效能附註（銀、銅） 不在一組值中

<key> 保護 存在於任何值

!<key> !保護 不存在

Volume存取群組

深入瞭解 Trident 的使用 "Volume存取群組"方式。

如果您使用的是CHAP、建議您略過本節、以簡化管理並避免以下所述的擴充限制。此外、如果
您在 CSI 模式中使用 Trident 、則可以忽略此部分。當 Trident 安裝為增強式 CSI 資源配置程式
時、會使用 CHAP 。

深入瞭解Volume存取群組

Trident 可以使用 Volume 存取群組來控制對其所配置之磁碟區的存取。如果停用 CHAP 、除非您在組態中指定
一或多個存取群組 ID 、否則它會預期找到一個稱為的存取群 `trident`組。

雖然 Trident 會將新磁碟區與設定的存取群組建立關聯、但不會自行建立或管理存取群組。存取群組必須先存
在、才能將儲存後端新增至 Trident 、而且必須包含 Kubernetes 叢集中每個節點的 iSCSI IQN 、這些節點可能
會裝載該後端所佈建的磁碟區。在大多數安裝中、這包括叢集中的每個工作節點。
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對於具有超過64個節點的Kubernetes叢集、您應該使用多個存取群組。每個存取群組最多可包含64個IQN、每
個磁碟區可屬於四個存取群組。在設定最多四個存取群組的情況下、叢集中最多256個節點的任何節點都能存取
任何磁碟區。如需 Volume 存取群組的最新限制、請參閱 "請按這裡"。

如果您是從使用預設值的組態修改組態 trident 存取群組也會使用其他群組、包括的ID trident 清單中的存
取群組。
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