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=% Trident Protect

E1ETrident Protect I 7ZENIZ 4

Trident Protect £/ Kubernetes A A ERIIFEIES] (RBAC) 12E! - TERIBER T »
Trident Protect 12— ﬂﬁl%‘tnﬁ 5 2 K LR B B0 TESR ARTS IR B o MR ICEVARBSEE R
EAERIEENZEEX » B LUERMTrident Protect B9 RBAC IHAER B 4MMth Iz % &
TRt %4 ZERIRY7EER ©

EETEE—FEAUENELRT B ERPMEIR trident-protect » R UFEFRAE Hithas B ZERFHE
/F)'g EEFFIHERNEREXNEFER  CEERIUREINIGERER » UiSE RMERRER ML EELEmEE
AR REFERETUAETERGREMPEUERELERE CRS trident-protect ° MEEEERTE

R R EHTEUEARNENSIE CRS (REMEREEHEBAEARERNGREHPEIERERE
EIEIE CRS) o

REEEES EFNABRENTrident Protect BE]BRHR » HREE !

* *AppVault* : BEFEREER
@ * AutoSupportBundle : IKEEIE « HEEMEMBURAITrident Protect#iE
* * AutoSupportBundleSchedule* : BIECERUNEHE

RIEMCERER RBAC RIRFI R G ERSFEVERM M

% RBAC MITRIEERRIS L EREMARAEER - 28 "Kuberetes RBAC S ¢
FARESIR USRI » $2 B0 "Kubernetes BRISIRS S °

g6 EEMEERERTFEUE

oI - EBAREEES 0 —MEIRERFERE » UWh—ETHERE - EEEESR TN T7IITE » MBI —
BRI - EEPI&EﬁH*Dﬁﬁ’:}EﬁH%EH’@E@H&?&)&%@E PR ZERENER o

SEA1 [ BustTHEUESSERFENER
Bis R EEARENEEANARER > TERMMZEREAREFEIELEER -

1. BIEBERTRRZER !

kubectl create ns engineering-ns

2. RITHHEFARR AR R ZE


https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/

kubectl create ns marketing-ns

TR 2  BIABARFSIRE > B EnRERTHNEREE

CEFE N EEN 2T HEMETERRFBIRE » BLEZASEFEREEFERILIRFIRE » UMEHRELERTE
Bz RIE—F 2| Privileges ©

B
1. BITIRBHERIIRTIRS -

apiVersion: vl
kind: ServiceAccount
metadata:

name: eng-user

namespace: engineering-ns

2. RITHHEFAERILARTSIRE

apiVersion: vl
kind: ServiceAccount
metadata:

name: mkt-user

namespace: marketing-ns

TR 3 | AEBEMIREBRAZILWE
ARF5 R A IS 2 A ZREEEE IRTS IR - MNRZEIAR » AT LA RAMIPRA EREIL -

ﬁl‘ Eé
1. B IERBIRPEILMWE

apiVersion: vl

kind: Secret

metadata:
annotations:

kubernetes.io/service-account.name: eng-user

name: eng-user-secret
namespace: engineering-ns

type: kubernetes.io/service-account-token

2. B THERFIRA R ILAE



apiVersion: vl
kind: Secret
metadata:
annotations:
kubernetes.io/service-account.name: mkt-user
name: mkt-user-secret
namespace: marketing-ns

type: kubernetes.io/service-account-token

$ 8% 4 : 17 RoleBinding ¥4 > #% ClusterRole ¥ &4 ZE EEHBIIRFFIRSE

Z#ETrident Protect B & 217 —{EFE:%AY ClusterRole ¥4 o {ERILUEBEIIFEMA RoleBinding #1151t
ClusterRole #EZIARFEIRE ©

TR
1. # ClusterRole B4£ZE TIZRFEIRE :

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: engineering-ns-tenant-rolebinding
namespace: engineering-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

2. ¥ ClusterRole E4EE{TIHIRTSIRE -



apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: marketing-ns-tenant-rolebinding
namespace: marketing-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: mkt-user

namespace: marketing-ns

SERS5 1 RIGRERR
A ERE S IER -

TR
1. BRI RERETUFNIREZEER :

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n engineering-ns

2. R I RERAERAFITHER

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n marketing-ns

$EZ 6 . T4 AppVault Y89 7ZENE
EEHTEREETE  OINEKMIIRE > 2EBIEE XA AppVault MENTZERERE FERMERE o

1. B WEA AppVault FIINZE4EE YAML 1£2 » LUSF(FEHEEFE AppVault BYHERR o FIg0 > 75 CR #
AppVault WEEER FERA#E eng-user -



apiVersion: vl
data:
accessKeyID: <ID value>
secretAccessKey: <key value>
kind: Secret
metadata:
name: appvault-for-eng-user-only-secret
namespace: trident-protect
type: Opaque
apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: appvault-for-eng-user-only
namespace: trident-protect # Trident Protect system namespace
spec:
providerConfig:
azure:
accountName: ""
bucketName: ""
endpoint: ""
gcp:
bucketName: ""
projectID: ""
s3:
bucketName: testbucket
endpoint: 192.168.0.1:30000
secure: "false"
skipCertValidation: "true"
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: appvault-for-eng-user-only-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: appvault-for-eng-user-only-secret
providerType: GenericS3

2. BUNERMAE CR > REEEESHMRENSRERTREERINFEE o flu



apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
name: eng-user-appvault-reader
namespace: trident-protect
rules:
- apiGroups:
- protect.trident.netapp.io
resourceNames:
- appvault-for-enguser-only
resources:
- appvaults
verbs:

- get

3. B EHM RoleBinding CR > ##ERB4EEFEAZE eng-user © HI40 :

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: eng-user-read-appvault-binding
namespace: trident-protect
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: eng-user-appvault-reader
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

4. FESDHEPRIERE o
a. ERFRENFRA s =R AppVault ¥4 &

kubectl get appvaults -n trident-protect

-—as=system:serviceaccount:engineering-ns:eng-user

TREZEEZHLUTIIMEREL



Error from server (Forbidden): appvaults.protect.trident.netapp.io is
forbidden: User "system:serviceaccount:engineering-ns:eng-user"
cannot list resource "appvaults" in API group
"protect.trident.netapp.io" in the namespace "trident-protect"

b. AHUEEEAEES RS MFIERTEAEFEWI AppVault B

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user
get appvaults.protect.trident.netapp.io/appvault-for-eng-user-only -n
trident-protect

TREZEERELUTREE

yes

Ilju:%

TEARF AppVault #EIRAIEFE FEZAESEIRIERY AppVault ¥ RNITRRAENER SIEEE - MBS
FEGERan R EFLSMNVEREIR - HRILMMPIEEZFIHEIR

B Trident{REE R

&R LAEA kube-state-metrics ~ Prometheus #1 Alertmanager BJR T B 2K &5 1% Trident
Protect {REERERAVREEARIT o

kube-state-metrics fRFEIE Kubernetes API BElEAISIZ o iFH B Trident Protect &5 & FH » AJUBEERARIRIE
FERRENE RSN -

Prometheus E—ET A > ©rILUIEU kube-state-metrics EEEI’\J@:TTé » WG H 2R AN SN Z IR E
FBRYE SN © kube-state-metrics #1 Prometheus HERMHE T —fE757% » B G 0] LABSIE(E A Trident Protect EIEHY
BEIRAV AR FIARES o

AlertManager @ —IEARTS > AIHEEX Prometheus & T EFTEXEMER » WA HERAEERERN BRI o

BESHFIEIRVERNIEEERSLS > BREBFTUNEENIRIE - F2RTHIERXH > X
B EfE IR

@ * "Kube-state}5IEXX 4"
* "Prometheus 34"
* "AlertManager 14"

TER1  RREETAR

EfETrident Protect PR B RE R » (MBEEZEMERE kube-state-metrics ~ Promethus # Alertmanager ©
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L4 kube REEES
R LUE A Helm 2RZEE kube AREEEE o

S ER
1. 718 kube ARAEISAZ Helm B © 40 :

helm repo add prometheus-community https://prometheus-
community.github.io/helm-charts
helm repo update

2. ¥ Prometheus ServiceMonitor CRD FEFRZIZE4E -

kubectl apply -f https://raw.githubusercontent.com/prometheus-
operator/prometheus-operator/main/example/prometheus-operator-

crd/monitoring.coreos.com servicemonitors.yaml

3. % Helm BIREIABAERE (FIU metrics-config.yaml) o EEJAEET NFEGIAER > URFEEHNIRE



=3

BIE 845 -config.yaml : Kube-state E& Helm [BEZRARAS

extraArgs:
# Collect only custom metrics

- —-custom-resource-state-only=true

customResourceState:
enabled: true
config:
kind: CustomResourceStateMetrics
spec:
resources:
- groupVersionKind:
group: protect.trident.netapp.io
kind: "Backup"
version: "v1"
labelsFromPath:
backup uid: [metadata, uid]
backup name: [metadata, name]
creation time: [metadata, creationTimestamp]
metrics:
- name: backup info
help: "Exposes details about the Backup state"
each:
type: Info
info:
labelsFromPath:

appVaultReference: ["spec", "appVaultRef"]

appReference: ["spec", "applicationRef"]
rbac:
extraRules:
- apiGroups: ["protect.trident.netapp.io"]
resources: ["backups"]
verbs: ["1list", "watch"]

# Collect metrics from all namespaces

namespaces: ""
# Ensure that the metrics are collected by Prometheus
prometheus:
monitor:
enabled: true

4. Z8ZE Helm BIRIUZE kube HREEEE - fIHN :



helm install custom-resource -f metrics-config.yaml prometheus-

community/kube-state-metrics --version 5.21.0
5. FBIKEBTFREFEZE kube-state-metrics » LIES Trident Protect EFIREFTEIRMIIEIE | "Kube-state E&
5 SIBIENX " o
£Prometheus

A LUK BB RYIS R 2248t Prometheus "Prometheus SC{4" o

%4 AlertManager

ISR LUK BB RIS R L8 AlertManager "AlertManager X" o

T2  REBEETARUHREE
REEETAZZ  CREBRCMARER—EEF-

1. Hé_’r kube ARREISIZEL Prometheus 25  4R&H Prometheus AL B X4 (prometheus. yaml) M0 kube AR
RRIEIEARTSE R o i -

prometheus.yaml : kube-state-metrics fR75£2 Prometheus BI&ERL

apiVersion: vl
kind: ConfigMap
metadata:
name: prometheus-config
namespace: trident-protect
data:
prometheus.yaml: |
global:
scrape interval: 15s
scrape configs:
- Jjob name: 'kube-state-metrics'
static configs:
- targets: ['kube-state-metrics.trident-protect.svc:8080"]

2. 87 Prometheus i EREEHZE AlertManager © #7%5 Prometheus BCE X 4 (prometheus . yaml) RN
lX—FﬁBﬁ
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prometheus.yaml : [7] Alertmanager E$iX%%R

alerting:
alertmanagers:
- static configs:
- targets:
- alertmanager.trident-protect.svc:9093

nlj:l:%

IR7E > Prometheus FIIATE kube-state EE2WEEE » M AlEXE R4 Alertmanager © [RIRTEBEHTREME
BERAVEN - UREEEERIAIE o

T3 I REETMERERM
RETAUAREEZ & CRERTHFETHENEE » UREMXLRNME o

g U S

lX‘F%ﬁT’i'JE%"E%ﬁTﬁE%‘Iﬁﬁﬁ’\]ﬁk%&i‘f_% 5 # i F RS NRARE R Error o AT EETILERFILARY
BICMIRIE » WAFIE YAML R ERE S E4HBERT prometheus . yaml :

rules.yaml : E&RKBHEHHY Prometheus ER

rules.yaml: |
groups:
- name: fail-backup
rules:
- alert: BackupFailed
expr: kube customresource backup info{status="Error"}

for: 5s
labels:

severity: critical
annotations:

summary: "Backup failed"

description: "A backup has failed."

2R 7E AlertManager LAEXE R EHMIEE

&EI LA AlertManager 5% € AKX B4 H i@ » FISNEFEMYF » PagerDuty > Microsoft ERKak E @R
IR » HERERRPISE[ERIRIAERE alertmanager. yaml ©

UTEHHBEREIEERTEAEXRENE Slack 88 - EERBEHIRIEETILES > B SENERRS
“api_url’ ,axfaiREF'TEFHE’J Slack Webhook URL :

11



alertmanager.yaml : [A] Slack 838 353X E#;
data:

alertmanager.yaml: |
global:

resolve timeout:

5m
route:
receiver: 'slack-notifications'
receivers:
- name:

'slack-notifications'
slack configs:

- api url: '<your-slack-webhook-url>'
channel: '#failed-backups-channel’
send resolved: false

E 4 Trident Protect X1E€1

Trident Protect (EEIE S 8E
IBEREMERAREXNHEE

e &R B Y

FEREMIRIEE - 1R g BIefUEREE
JB (CR) HEZE L 1EE HEZENetApp L EATTLL (NSS) ©

SEEE S HNetAppZIEA ARERRVIRHIE - BEARRE
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fEM CR BRI ERFBES

HER
1. B B5]ER (CR) #EIdH% (HU trident-protect-support-bundle.yaml) ©
2. RETIIBM :

° * metadata.name*: ( _required ) IEEFTERNGTE ; AENIRIEEER —B SIEALTE

° spec.triggerType : (_required ) RERINELZIREMN  ERHIEEL - IENEHESE
BFfA EF 12 B8 > UTC o TIRE(E -

- BHE
* F

° SPEC.uploadEnabled : ( Optional) ¥ZHIRERESEIRIGESELER & i$H EEZE NetApp
TEAIL o ANRKISTE > BIFEDE false © AJREME !

=1
5 (FER
° spec.daWindowStart : ( Optional) RFC 3339 S8BT F » IeEZBEHTFRESER

BYRE FERAIEH B RASRSR o MRAKISTE > AIFERR 24 /KAl o WRILUEENRFHRER 7 X
Al ©

YAML &34 :

apiVersion: protect.trident.netapp.io/vl
kind: AutoSupportBundle
metadata:

name: trident-protect-support-bundle
spec:

triggerType: Manual

uploadEnabled: true

dataWindowStart: 2024-05-05T12:30:00%

3. 1#%5 1 “trident-protect-support-bundle.yaml' BB IEFEERX 4 > FEF CR :

kubectl apply -f trident-protect-support-bundle.yaml -n trident-
protect

fEF CLI B HIBRFEE

1. B RIRBAES - MUIRIREHRIRIERFINE © trigger-type REEHEIANEIL - BREVHR

RIBCRIRHERZ » ATLAE "Manual '8 ‘Scheduled ° THEZERE4 Manual ©

fgn -

13



tridentctl-protect create autosupportbundle <my-bundle-name>

--trigger-type <trigger-type> -n trident-protect

BERNRREEE
ERE—FERIUXEERE  CUEREELEEETRERREIEHERL -

1. %%F “status.generationState F3Z "Completed AREE o LRI LUFER U T SEITESEE ¢

M

kubectl get autosupportbundle trident-protect-support-bundle -n trident-
protect

2. BZEEBRIEHNFHERR - WHESTHAIAUtoSUpport EF REVGHESRIES

kubectl describe autosupportbundle trident-protect-support-bundle -n
trident-protect

#E “kubect! cp EEL AT L AIEITE » BEEHHNAHBEEIRABERSH -

4R Trident{F:E
A LA Trident Protect FHAREIRFTRREA » UZEZHIIAET(B1ETEER o

 HERRA 24.10 FHRES  FHROBRIBITAORIBETAE M AR o LT BIALLISIRRIIRGE (5
HEFHREERHARE) o MRFHREIIREAR > LA U F BRI IR RIER
RRBERE -

@ BT BETERIKE - SR LUTE ﬂ*&ﬁu{*ﬁﬁﬁﬁﬁr?ﬁgﬁriu ABTEFHREENRA - B2
GEFHRAARERFAE T EIRVIRIR

* BARFABRGEERLE > FEFRBEZERAFAER Helm Chart FlIRGELMFAAREEESH
B MERIEraET Helm {EE2FT Chart lREHER - EZER @ BRI AGEREES
#ETrident Protect" ©

EEFH 4R Trident Protect » 5587 T4 HER o

TER
1. ¥ Trident Helm #72E -

helm repo update

14
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2. ##RTrident Protect CRD :

@ WMRIEEN 25.06 ZFIHIRRAF 4R » AIFEERITIUEFER » H%A CRD IREEE S E Trident
Protect Helm E&R &

a. E1TIEE < CRD BRI trident-protect-crds & “trident-protect :

kubectl get crd | grep protect.trident.netapp.io |

awk '{print $1}' |
xargs —-I {} kubectl patch crd {}

--type merge -p '{"metadata':
{"annotations":{"meta.helm.sh/release-name": "trident-protect"}}}'

b. 3E1TUILE S MBS “trident-protect-crds' Bl :

@ REHEH trident-protect-crds’ BIREMA Helm > &S rIAEEMIBRETAY CRD FE(I4ERT
B o

kubectl delete secret -n trident-protect -1 name=trident-protect-
crds, owner=helm

3. H#KkTrident{r:E .

helm upgrade trident-protect netapp-trident-protect/trident-protect
--version 100.2510.0 --namespace trident-protect

@ I LB BIE L TR B RECEFA BB EZESELR © --set logLevel=debug FH&kEn

2 o ERBFEFRS warn - BEEAEEBSCEETHEN S > HAEAUE
BNetAppiR A B2 ERRE - MERENAXSFRNERRERE -

15
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