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* ol
# Copyright (c) 1993-2009 Microsoft Corp.
=
# This is a sample HOSTS file used by Microsoft TCP/IP for Windows.
#
# This file contains the mappings of IP addresses to host names. Each
# entry should be kept on an individual line. The IP address should
# be placed in the first column followed by the corresponding host name.
# The IP address and the host name should be separated by at least one
# space.
#
# Additionally, comments (such as these) may be inserted on individual
# lines or following the machine name denoted by a '#' symbol.
S
# For example:
#
= HER. XX XK. XX rhino.acme.com # source server
= HEEXZEX X.acme.com # x client host
# localhost name resolution is handled within DNS itself.
H 127.0.0.1 localhost
# b | localhost
B0906AS52DFE247F

HE MK XEX XXX

HE .HEX . XHX . XXX 42016851219(:563
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° MNRISAIFABHNAEA ~ sAFEREIZIE5030F15432B FIRN © EiFIR5030 AN FTWindowsHIRESTIEAY o
EIFIB5432E IR A  Postgre SQLELT ©

XCPIERE D AR — B EELinuxt¥a3 EHIT - SMBHEEDITRBERINRZERHER - R
@ EWindowsfEAE « BEHNITSMBHARMERE D « RIL AR KBRILinuxBITEZED R ~ I

FEWindows BoxiEAR ELinuxERE o IR ZERXCPERD T « AT EREXCP Hf##for
NFS o

Z4EXCP NFS

AEIFAAERPALInUX A P Is Al InitE SRAERE ERVRMRTER « URXCPYIARERRF ©

I5H =K

E 64 i7T Intel 3 AMD faAlARES ~ £ 8 0 64 GB RAM

TEE R LGS AR IMT" ZENEERSR

R RR K AR EARBE D AZEUR R B B9t VIR B ARNFSv3 R & B H E e P
FERET

fER XCP IS ZEEE20 MBRIHLREZERS « MiH#TE
{E£/opp/NetApp/xFiles/XCP B & HIsE ik AIFE B E /50 MBHVREHRZE E

ZIRIEERTERRA NFSv3HINFSv4 (POSIXFIACL)

XENBIES (ERIEZRD) B2/ "IMT" XCP File Analytics Fi5 152 E2ShRAEIRE ©
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() s mm RS ABHFI6s GB RAM o

Aroot{FHELZIEEXCP NFS
ER] LUE R TR FE ArootEAE ZIEEXCP °

1. BlrootfE A% & 7 %F ALinuxt#as « A% Tl 4T ¢

[root@scspr1980872003 ~1# 1s -1

total 36188

-rw-r--r—-- 1 root root 37043983 Oct 5 09:36 NETAPP XCP <version>.tgz
SEfeee=s . 1 root root 1994 Sep 4 2019 license

2. BB T A - :5fREE4EXCP :

[root@scsprl980872003 ~]# tar -xvf NETAPP XCP <version>.tgz
[root@scsprl1980872003 ~1# 1s

NETAPP XCP <version>.tgz license xcp

[root@scsprl980872003 ~1# cd xcp/linux/
[root@scsprl1980872003 linux]# 1s

XCcp

3. BRB R M L REHERRXCPIRMEY T/opt/NetApp/xFiles/XCP1 B&IK o

WERATAIZE opt/NetApp/xFiles/XCP1 ~ i5{EF TXCP activate] dp<EIENIRE « AR BEETSERE

WNREEFER Topt/NetApp/xFiles/XCPJ ~ BIEE—R#IT TXCP activate] th 2B « REAZTE lopt
INetApp/xFiles/XCP1 HZIIXCPEAHRS B &R o
R ZEERSHE « TXCP activate] S &R :

[root@scsprl1980872003 linux]# ./xXcp activate

(c) yyyy NetApp, Inc.
xcp: Host config file not found. Creating sample at
'/opt/NetApp/xFiles/xcp/xcp.ini'

xcp: ERROR: License file /opt/NetApp/xFiles/xcp/license not found.
Register for a license at https://xcp.netapp.com

4. BiZtERSIE] T/opt/NetApp/xFiles/XCP /]

13



[root@scsprl980872003 linux]# cp ~/license /opt/NetApp/xFiles/xcp/

5. HERDIRIEERERRE Nopt /NetApp/xFiles/XCP /1

[root@ scsprl1980872003 ~]1# 1ls -altr /opt/NetApp/xFiles/xcp/
total 44

drwxr-xr-x 3 root root 17 Oct 1 06:07 ..
-rw-r--r-—- 1 root root 304 Oct 1 06:07 license
drwxr-xr-x 2 root root 6 Oct 1 10:16 xcpfalogs
drwxr-xr-x 2 root root 21 Oct 1 10:16 xcplogs
-rw-r--r-—- 1 root root 110 Oct 5 00:48 xcp.ini
drwxr-xr-x 4 root root 83 Oct 5 00:48

[root@scsprl1978802001 ~]1+#

6. EXE1XCP :

[root@scsprl1980872003 linux]# ./xcp activate
XCP <version>; (c) yyyy NetApp, Inc.;
XCP activated

#IFrootfE A& REXCP
IEET LR T IR A FFrootE I L24EXCP ©

1. UIErootEAE BN E ALinuxiéas « AE T EIE LT ¢

[userl@scspr2474004001 ~]$ 1s -1

total 36640

-rwxr-xr-x 1 userl userl 352 Sep 20 01:56 license
-rw-r--r—-— 1 userl userl 37512339 Sep 20 01:56
NETAPP XCP Nightly dev.tgz

[userl@scspr2474004001 ~1$

2. EEHIINT A - s5fEER4EXCP :
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[userl@scspr2474004001 ~]$ tar -xvf NETAPP XCP Nightly dev.tar
[userl@scspr2474004001 ~]1$ cd xcp/linux/
[userl@scspr2474004001 linux]$ 1s

xCcp

[userl@scspr2474004001 linux]$

3. BFE R FHERRXCPETIRMT homeluser1/NetApp/xFiles/XCPJ BRI o

WMMRATARRE home/user1/NetApp/xFiles/XCP1 B&{E ~ i35 XCP activatel < ERENRIE « RBESE
EITERZE o

WNREEER T/home/user1/NetApp/xFiles/XCP1 ~ BIRE—REIT TXCP activate] @<« RAE
7 T/home/user1/NetApp/xFiles/XCP1 HEIIXCPEi%4HAEE R o

HRRLZERE « [XCP activate] S<TERHK !

[userl@scspr2474004001 linux]$ /home/userl/xcp/linux/xcp activate
(c) yyyy NetApp, Inc.

xcp: Host config file not found. Creating sample at

' /home/userl/NetApp/xFiles/xcp/xcp.ini’

xcp: ERROR: License file /home/userl/NetApp/xFiles/xcp/license not
found.

Register for a license at https://xcp.netapp.com
[userl@scspr2474004001 linux]$

4. 1B1ZREESIE] Thomel/user1/NetApp/xFiles/XCP

[userl@scspr2474004001 linux]$ cp ~/license
/home/userl/NetApp/xFiles/xcp/
[userl@scspr2474004001 linux]$

5. FEEDIZREREZECHERF home/user1/NetApp/xFiles/XCP /]

[userl@scspr2474004001 xcpl$ 1ls -1ltr

total 8

drwxrwxr-x 2 userl userl 21 Sep 20 02:04 xcplogs
-rw-rw-r-— 1 userl userl 71 Sep 20 02:04 xcp.ini
-rwxr-xr-x 1 userl userl 352 Sep 20 02:10 license
[userl@scspr2474004001 xcp]l$

6. EX&IXCP :
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[userl@scspr2474004001 1linux]$ ./xcp activate

(c) yyyy NetaApp, Inc.

XCP activated

[userl@scspr2474004001 linux]$

Z4EXCP SMB

() oBABRE ; AEHREXCPURAETRAHT -

15H

o

TR R

HHBR

e

IR BV EH E AR
SRRVBIERS (ERIER2)

64fiLTIntelSXAMDAIARSS « ZE41Z0F 032 GB RAM

Windows 2012 R28;E#ThRZA ° NFEZ#EHIMicrosoft OShRZ ~ 552
"R HEERT A" o WATEXCPEM %% Visual C++ 2017 ] 8 E 3%
EHo

KIREFERL - XCPEFI BIZONTAP HrFY R 4B R —{EActive
Directory48is By —38 7>

XCP (IS ZE T E20 MBHYBAHEZERS « MRETETEC © \NetApp\XCPE
wrPRVECERE R EE /D50 MBRYREFRZEE

FiE SMB{E&EI7E HR 2
B2/ "IMT" XCP File Analytics PFiE X 1B 2 EaSHR BV EH IR ©

XCP SMB Microsoft VC++o] & ¥ E {4 2ot
SRR T T B TV C++ SR B 208t o

1. $%—"F "VC++ 201 7RI EHEEE M AR RITX A TREETER TESHXK -

XCP SMB1{J#4:% €12 %

LEMBRE  FHEW TRER o ERIGRERRG  ARIERURE -
LETTHE - BEMBEWindows AR ©

SHXIR 5 TAITXCP SMBHIAIARTE o

1. EWindows B B i FEIZHEFIXCP SMB it NetApp XCP _<hR#s>.tgz o
2. #fHY TNetApp XCPJ <HiZs>.tgz) 422 o
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3. B xcp.exe EZEE Windows C : HEREH ~ It —EMIEZE R EASPENIS
NETAPP_XCP_<version>\xcp\windows BEENZ1& tgz 1% !

4. BB RM ERTHENRXCPH TC ! \NetApp\XCP ER{EAIA - MNRAE MC : \NetApp\XCP1 - &
F8 Txcp.exe activate] @< RIEBIXCP ~ AREEZHEZHE o

WREEER C . \NetApp\XCPJ ~ RMREELZFE —R#H:IT xcp.exe activate] R ~ EIIXCPEHAE

REE R ~ WG HIEZEER TC . \NetApp\XCPJ o [Ixcp.exe actactivate] @SB ~ WEITHERALE « K
VIS HTIRAE

C:\>xcp.exe activate
(c) yyyy NetApp, Inc.

License file C:\NetApp\XCP\license not found.
Register for a license at https://xcp.netapp.com

S. HEHERREIFTIZIAERIZE TC I \NetApp\XCP : |

C:\>copy license c:\NetApp\XCP
1 file(s) copied.

6. EXEIXCP :

C:\>xcp.exe activate
XCP SMB; (c) yyyy NetApp, Inc.;

XCP activated

C:\>

LR ERANNFSHIEZE D
L 74k File Analytics for NFS o

RAFIEIETE
T NFS BNRRTR ~ sF2H "L4EXCP NFS" o
° configure.sh I§SHEEE Red Hat Enterprise Linux (RHEL) F#i%28% FZ4E XCP File Analytics © 7E
LHEIBIEZP ~ 5B ETE T Linux 1428 %4t Postgres BHE « Apache HTTPD fARESFE MM ENEH o
UNERIEZ1E RHEL ARASEIAEBAE N ~ 5520 "IMT" o o] UREEE TR FMERMOIRE « WEBTLZ2ME
Bl o BURABEf# configure.sh 15905 » B11T . /configure.sh -h E@m<H L o
FtaZ Al

* WNERAE] XCP EXIEEHIT  NetApp B:ETIERIIARTE Z AT TT R IEE o
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* AILinuxid 83 4 HEEAR B Yum 17 EE (R AR 23 S A IR A R o
* YNSRTE Linux #83 ERER S ~ G AR BINERTE ~ LAERA XCP ARFSFREMRVERZIE 5030 °

1. s FH4RFile Analytics for NFS o

TEIERE DT
a. BEBE xcp BRRILHIT . /configure.sh 15905 :

i

R

MRZERIN ~ FIGER TS -

You can now access XCP file analytics using
(<username>:<password>)
https://<ip address>/xcp

(D) cANERLERELENEBEA Fie Analytics GUI -

FHARIEZE D
a. BIEE xcp BRIKREHIT . /configure.sh -fo

b. FHRTFILTHA v WEERENRERR
ELWIER - EERRRARNERLERRERR
IR ~ R FIERE -

You can now access XCP file analytics using
(<username>:<password>)
https://<ip_ address>/xcp

2. R EBIESRPEENEZRE DT * https://<ip il : Linux/XCP* o

2R "ZEXCP NFS" IR X IR 2 BERAVERE -

ZEE AR SMBEVIEZE D
L HE s T+ 4RE A i SMBAIFile Analytics ©

PSR T(E
INFRSMBRIRARTEXK ~ sABH "% ZEXCP SMB" °

ez Al

18



* RN ETELINUxt4SS 8 EEARNFSHIXCPIEZ DM ~ A BE{EFXCP SMBARFS ©
* fEWindowsi%23 L BIIAREXCPIEED T ZAT « BB EXCPARTSIETELinuxii%as 81T -

2L BRI SMBIIIER 2
AEHHSMBRITEMAVER DT RE « BT THITER -

1. 388 xcp.exe EEELM Windows C: BEEEHE « b EMERFEREPEISE /xcp/windows MRBRLEZ %

tgz HE2 !

T EXCPIZIEIESE "XCPAHLL"

EIIERIIR TC : \NetApp\XCPJ ~ SRAEIIXCPIZEERFILLMIE -

T LIRMFTT xcp.exe actactactivate (BRE) 1 TEERA TS < RRENXCPIEHE
fEWindows CLISFLIEMFITH ~ #1T TXCP configures e

HIRIRRES ~ AR HE B XCPIEZR D AARAZFILinuxiEE]IPALAE o

B server.key M server.crt 12&KIR /opt/NetApp/xFiles/xcp/ (TEEERE XCP File
Analytics B9 Linux 5385) C:\NetApp\XCP °

N o o & w0 N

HE - NREH CARE ~ sARUEEMA C: \Netapp\xCP EAMBEBNAEBMEIES

8. FifE Windows #2817 xcp listen ~ IRTECREBAI SMB B XCP File Analytics © sA{RIF{RE
B~ U@ TARTS o

9. EXEAIVBE LEAEMEZR DM © https://<ip address of linux>/xcp
B 2R "ZEXCP SMB" MR RS BEARAMERE
10. BEEY OK HI5EH HRHIREF o

() rHENBRRRHAVZRS BE - MRS ERE SIS « 70N L B REERE o

1. 5% URL BIBBFAEER o i$BETRIATENE ¢ SMB agent is ready to use. Please refresh the
analytics page

12. 3R[E]EHE XCP File Analytics GUI FIRIAZRS 1R « AR EREEEE « I MUEER) R TS SMB
RERER -

FHRE A SMBRITEZE D H

EEARIRBEHISMBIER DT ~ 5B TP o

1. #1717 File Analytics Z Al ~ sBFESZHIT File Analytics B9 Linux ARt EF 4K « BZARFSIEE#HITE ©
2. #¥WindowsH ~ @2 FEA CTRL - C1 ZK(ZIEIRAHIXCPARFS ©

3. i xcp.exe FHARM_EMIES o
4

: g“'gﬁi Windows #4231 1T xcp listen % SMB &RE XCP R o ARIFHRERR - UEERITR
ol o
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EZERVEELS FEENMEZR DM . https://<ip address of linux>/xcp
A2 "LEEXCP SMB" MNFEZ IR 2B HERIE
RETRHEE S IR  SHIER B ¢ o

() raEemRuHR 03 R - MRREBREIETIN - AT NS LRBHRERE -

- 1% URL BUBEFAREER o i$BERLLFEE ¢ SMB agent is ready to use. Please refresh the

analytics page

#R[B]E#E XCP File Analytics GUI FYRIAZR5 12 « REEHMEIEERE - BinjE MCIEERX) £ 78R SMB
2R -



L EXCP

‘“EXCP NFSHEIINifEZE
TEXCPHYINITEZTER o

I

%&-

@ XCP SMB ARZEE XCP INI t8Z€ o

S ErootEFAEMNINITEZR
A LUER TR FE R HZEXCP NFSIRFEAZRINEE -

P
1. R TVl (VI) #REEss :

@ TE{&Bxcp.ini” XCPARREIEZR P REEAE R Z Al ~ FEZAELBERMAUE - BEMIE (NFSv3)
FERTEIXCP Linux FHEEE, « BER—TEEHEH o

[root@localhost /]# vi /opt/NetApp/xFiles/xcp/xcp.ini

2. EIEEMBEHEMXCP Linux B R iE T 44EREEER -

[rootQlocalhost /]# cat /opt/NetApp/xFiles/xcp/xcp.ini
# Sample xcp config

[xcp]
catalog = 10.61.82.210:/vol/xcpvol/

AIErootFFHE K EININEZR

F73FrootfEAE ~ TULBHEINFSIERRRMEIR o rootfEFAE M ATHE B IREIRE « ABUHITXCPH
FFrootfEAE D « NRITCHER B R ERIBEVE AR « sUr] LUERPOSIXEZR R AU ERY B BREGER

& o HMEHERE 2 18 « R LUHTE B 8RR ¢
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(£/10.237.170.53 catalog vol - This is the path where catalog volume is
mounted)as follows.

[userl@scspr2474004001 xcpl$ 1ls -1ltr

total 8

drwxrwxr-x 2 userl userl 21 Sep 20 02:04 xcplogs

-rw-rw-r-— 1 userl userl 71 Sep 20 02:04 xcp.ini

-rwxr-xr-x 1 userl userl 352 Sep 20 02:10 license
[userl@scspr2474004001 xcpl$ cat /home/userl/NetApp/xFiles/xcp/xcp.ini

Sample xcp config [xcp]
catalog = file:///t/10.237.170.53 catalog vol

%ZFJI:EH*X
HHXCP NFS ~ £ showl # Tshcan) S8 <iRERE % « SR UABEER o

(D EEMFootEmES SRUTERBEE « oot ERBETLHIT TFIHHE o

AEERREMEETSEM « NetAppiZERIETEXCP LmuxﬁﬁﬁiﬁﬁIH%LEI’J letc/syscl.confl HIE&TE F3LinuxiZ
ILTCPBERE o ﬁitﬁ syscll -p1 3¢ &K HLTRREREE

net.core.rmem default = 1342177

net.core.rmem max = 16777216
net.core.rmem max = 16777216
net.core.wmem default = 1342177

16777216

4096 1342177 16777216
4096 1342177 16777216
net.core.netdev_max backlog = 300000

net.core.wmem max

net.ipvé.tcp rmem

net.ipvé.tcp wmem

net.ipv4.tcp fin timeout = 10
() #mIkrootiEm% « BEAEHoOERENT -

A

() FerootfEmE thaTLIEm TR -

IRIBE Y TXCPAHREEE) GBETERNME [opt/NetApp/xFiles/XCP1 ° WIRHBTE - BIZEREZEOSIERAG
Eﬁ««ﬁjﬁE%HﬁE’JNFsaﬁ’- RE TXCPAHAE B} S « EB]HLERREHET ZEHA T M2 EE
FERVETE &R - %ﬁnaiﬁ“:@{n%ﬁﬂtuﬁo
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[root@localhost /1# export XCP CONFIG DIR ='/tmp/xcp config dir path'

IRIGEY XCPa#k_DIR1 EERIIXCPEEFTARBRTMNTERME - NIRRT - MZERZZOSIESR
%ﬁﬁ:ﬂ&‘“ * EJAE R EAINFSBER - RRE [XCPEC#kB &k B80T - €71 E.J.:Eﬁ"ﬁiﬁ% KQesfERvEZY e 20
TEAEERVHT B &R © WIE A E FEFECER o

[root@localhost /]# export XCP LOG DIR='/tmp/xcp log dir path'

IRIREE XCPEHEBE) SBRXcp.inFHRENREIE * BIZERAXCPRERI AMR:S : BEH
[:subnet]] -

[root@localhost /]# export XCP_CATALOG PATH='10.61.82.210:/vol/xcpvol/"
() #iitTerootiEf% - MAEREHBIEH XCPEMEIE) BAAPOSIXEIE -

L TEPOSIXEZSS

XCP NFSIRTE 1B A POSI X I AR IS 1 B TS S A 5B B AU B 1E o
FIEMITHAE

POSIX#EZ2s 2 1& N5 ThEE

s WINHIERT Tatim) ~ Tmtimes #1 Tctimel MIPOSIXIEZZ4E - Tshcan) SSEEEZEE FLF4%
) ~1 Tcopys mLRIERETEE

* POSIXE#ZESSELERANFSY3 TCPEIHHMIXCPEL R ©
FRIKEET
POSIXEEZSSREEEA Nile/<H# R on Linux >] ©

TEPOSIXEEZ2S
SETFPOSIXERES « BN BERIT I

+

i)

* BRI B BYiVolume
* R EHEREEEE AR NERER

B st B xS a5 A -
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root@scspr2395903001 ~]# findmnt -t nfs4

TARGET SOURCE FSTYPE OPTIONS

/t/10.237.170.39 src vol 10.237.170.39:/source vol nfs4
rw,relatime,vers=4.0,rsize=65536,wsize=65536,namlen=255, hard, proto=t
cp, timeo=600, retrans=2, sec=sys,clien

/t/10.237.170.53 dest vol 10.237.170.53:/dest vol nfs4
rw,relatime,vers=4.0,rsize=65536,wsize=65536,namlen=255, hard, proto=t
cp, timeo=600, retrans=2, sec=sys,clien

/t/10.237.170.53 catalog vol 10.237.170.53:/xcp catalog nfs4
rw,relatime,vers=4.0,rsize=65536,wsize=65536,namlen=255, hard, proto=t
cp, timeo=600, retrans=2, sec=sys,clien

[root@scspr2395903001 ~]#

POSIXE1Z2HMERPOSIXEEE TMile///1 RFEUKIFEF B Bt Volume o 7E_EIREEHIH  FRIRER
# N\file//t/10.237.170.39_SR_vol') ~ BRYMEEE% [file///t/10.237.170.53_dest_vol] ©

TR AR B AR XCPEEAERILiInuxB4E ~ ZREIEIFrootEAE HARIXCP B #REEHI4ARE o HhIErootlE
& - LinuxEHEERENTRERLARFE TR -

EUTELEAIF « Tdemol EIFrootfFAE ~ M /mnt/XCPEER E#E B & VolumelIERE !

sudo groupadd -g 7711 xcp users

sudo usermod -G Xcp users -a demo

sudo chown -R :xcp users /mnt/xcp-catalog
sudo chmod -R g+w /mnt/xcp-catalog

XCPE#ZAGRHFEN - BETRFIFHEAERIERLE - BRLBREMPESTF - FILt « BREBAT0ER
EREBBERRFER  EMFISESREREFNPESY -

¥R (UIDFIGID)

H‘”&E*ﬁ ARERAER - TERA G ERREPOSIXENFSIEHMAY Tcopy) < (EAEID (UID) FEt

fHID (GID) ) - REHEBEBEHAMEESNT - EEABANEHAEBRUERE ﬁﬁﬁ%Ai‘EﬁﬂﬁﬁﬁEE’J
iﬂl i ~ rootFFAEE NIRRT « [BRIIFULL o ErootEEAEERMEZREF « Mchown) BEIEREEITA -
FErootdy Tcopyl @< EE T-chown) —EEHREUIDFGID °

SRR EE S RAUTHRARE
HEIREMERA A G « LRI LUEIFAA IR EXCPERE N R AR BIERHEMTE -

HER

1. FERTYmSHEEUEZ © TV /sital/llimits.conf]

2. BTITHIEERERE | T<ERERTE>- nocfile 999999
o &l *
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root - nofile 999999

nEl £ ﬁiﬁ "Red Hatf#RAZE" LUE E%ﬁnﬂ °

L EHDFSEE2S

HHXCP NFS ~ Hadoop D HITVIE R 24t (HDFS) ##3#%2% (HDFS ://) B[:EXCPTZELR
Bl R PR (R 1EMIHDFSIEZR R4 ©

SSEEMIINAE
HDFSZEZ23ZIEEHDFSEINFSH MER ) fhSEE o

BRISEET
HDFSE1E33MIER1EEEE2A THDFS : //[user@host:port])/5EEEERIE) o

@ HD%/J&E? EERE « THFNERFIE « XCPEMEA ThdfsConnecty ~ Wi Fi4:REs 78
%1~ EEBRRES 0 ©

R TEHDFSEZSR

;EziitﬁHDFS Fcopyl %~ EAZBTELINUXR AR LR EHDFSH P ~ TR #EHadoopiiE ~ BIEAEMR 48
RIFARYEREAHRE o BIU0 ~ ERTLUE

B rhttps.//docs.datafabrlc.hpe.com/GO/AdvancedInstalIation/SettingUptheCIient-redhat.htmI‘J REMapRE=EE
B A R o

FEAHIDSARIRRE 2% B BEERAR IR EFTHRE ° E2IEEXCPar < EAHDFSHEE « SR HEH T
IRIEEE .
* NHDFs_LIBHDFs_path
* NHDFS_libjvm_path

EF3EFIF ~ 32 E IR EZCentOS_EAIMapR#1Java-1.8.0-OpenJDK-develfEFA :

export JAVA HOME=$ (dirname $(dirname $(readlink $(readlink $

(which javac)))))

export NHDFS LIBJVM PATH='find $JAVA HOME -name "libjvm.so"  export
NHDFS LIBHDFS PATH=/opt/mapr/lib/libMapRClient.so

[demo@mapr0 ~]$ hadoop fs -1s Found 3 items
drwxr-xr-x - demo mapr 0 2021-01-14 00:02 dl
drwxr-xr-x - demo mapr 0 2021-01-14 00:02 d2
drwxr-xr-x - demo mapr 0 2021-01-14 00:02 d3
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R E 2 ER R EIRTT

HHXCP NFS ~ SR UFERE— Tcopyl (FB®) (3 lshcan-md5) ) @< ~ES
ELinuxRA =L ERITTIEAS ~ LT ARE —EIRERIBERR S o

ZRBITIAE
EE—REVEERRHNEMRES » fIIIETIIERT « SHREERTHREED !

B e PBE R R E S A R
SIEBREGE DR ER « (BB E B ERE o8
s EHITAEIOFEMAEIHDF S#E L [E IR ESfES!
PRIKEES
ZE R AR T AVER 1SR E% | BEiZhworker1 ~ worker2 ~ worker3 ©

REZSHEREET
A EREMALinuxEH « HECPUFIRAMARREEEY o SRR IPIOE EHETRE « RAXCPRI LR
BB IEE - EEEENERIRENFERELEHE KB ME I —E# R A 85, - mE
fhENEYE A A TVEEREY o FIE0 ~ BHtLinuxUENELERTE ~ ARG ENE %A mastery ~ Tworker1y ~ T
worker2) #1 Tworker3] ~ PABTEFENEL FEREAHRE ©

1. BXCPERE|EBEE o

2. REETRBIXCPIRIE o

3. B Txcp.ini') HEEREILFILBEFIRKE o

4. REEEHEEBZIENZ2Shell (SSH) BEASTEENES -

a. IEEE FES SR

I'sh-keygen-b 2048-t ra -f /root/.ssh /id_ra -q -N "J
b. ¥ EiBEMETIFTE LI -

I'sh-copy -id -i /root/.ssh / id_ras.pub root@worker1 ]

XCPEHEIRLEASSHIEEMERI EMITTEALS - EU/RRE TIERIRL « REXER_ ERITXCPRIERERA
EEHESSHIFE © AN ~ HER TR LNERERHBERERL Tworker1) MAXCPILIEEER « A
RXCP (N EEIRERE T BEPBIFRE TIEEARS ©

MaxStartups

ECREZEXCPIIFER « 2T BRHER - LEZEMSELFERR LA shd MaxStartups) 28
Y0 BB HIFFT

echo "MaxStartups 100" | sudo tee -a /etc/ssh/sshd config
sudo systemctl restart sshd

nodes.ini"fE2
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EXCPEREMM EHITIFEER - TEEEEFSH MM ENFEXCPEREFH#AIRIZESH - EEBTH
TERENENIRIE « KM BTE Mnodes.ini') HERPRTEEH  ZIEREMUMN T EHREAVHER Eiﬁ" (TIERRE/R B 4ERE
Bz i) o Fa0 ~ EREMIENUbuntufiiREsmars (Wave (BICentOS) & ~ E Tlibjvm.sol T_Lﬁ"EEEﬁ
BEVARREMIE ~ BIEE—(EHEBERR - 7 5E:EMars_ ER 8 T {FFAHDFSEESS © L,('F%EWJEE/‘l'Jttan

[schay@wave ~]$ cat /opt/NetApp/xFiles/xcp/nodes.ini [mars]
NHDFS LIBJVM PATH=/usr/lib/jvm/java-8-openjdk-amdé64/jre/lib/
amd64/server/libjvm.so

NRIEEAEBPOSIXMHDFSIERIRER S TIEREER ~ RILBTE X ENRMPAA TR E R EER AL UK
IR B Bt E L BIE R RAR

EXCPTELERE _ EBITHR - TIERIRNR B AR (EBIRE  LiEmEiR) - BNFBERPNARES
EXCPHAL o Bl ~ EEHIT Tcopyl < ~ TEMEFAE LIEEHMEFEEEFZECRREMN BRI o ¥

5 TXCP copy (XCP#E&!) -BiZ5LINKX1 ~ linu2 HDFS : //user/demol/test \file//mnt/ontap' ~ TLINKuX1

A Tinux2) E4 « BRRTEHDFSFEF HEES « MRNFSE L HEIT/mnt/ONTAP ~ SNATFRIL « FEXCPIRAMIE
TEHBRNTEMUBIREF o

5 POSIXFIHDFSE%2: « ZRIEERIBETNZ2INEE

ISR S ECEFPOSIXAIHDFSEESS « ZENIBEIBTMZ2INAE o a0 ~ T5F) MER, M TEE) &%
FPOSIXFIHDFSEZII L 2 M MERIE RIS A S 7E—iE !

Tcopy (&%) "ap S EA :
./xcp copy hdfs:///user/demo/dl file:///mnt/nfs-server0/d3

./xcp copy -match "'USER1 in name'" file:///mnt/nfs-server(0/d3

hdfs:///user/demo/d1l
./xcp copy —node workerl,worker2,worker3 hdfs:///user/demo/dl
file:///mnt/nfs-server0/d3

g8 ap < 0

./xcp verify hdfs:///user/demo/d2 file:///mnt/nfs-server0/d3

IE S3 HEinds

& XCP 1.0.2 FA%4 ~ Simple Storage Service (S3) 3 Tz:%%__f#l—r BHE Hadoop 8=
érk?r: 4 (HDFS) MERZAMBEZE S3 W fEFsfs « Emsab XCP Bl BERIE

SRR EERZEM
S3 B ZIE NYIBEEREM :

* 1% HDFS #882Z NetApp StorageGRID
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* 1 HDFS # &%= Amazon S3
* ¢ HDFS #Z#E = NetApp ONTAP S3

()  EsRamAKEEE HDFS B MapR ©

T EERIINEE
18 scan ™ copy ™ verify ™ resume # delete S3 EIZIFEIFHGS ©

P2 IRAITHAE

3% sync S3 EERMIEAFERGT ©

BR1EEET

S3 EiFERMERIEEE A s3: //<bucket in S3>°
* IEPILAER % XCP ar SRS ER S3 RREME -s3.profile EIH ©
* [REILAER s3.endpoint {EXIREAELAEL S3 @BV EIR

(i)  StorageGRID &1 ONTAP S3 4 BfEFIHES ©

RE S3 %R
1. BETE S3 &EiEes LT XCP 6% ~ SARBRETENE X4 « 1 S3 PEUHFE !
° "ONTAP S3 ¥+ #FEIE"
° "StorageGRID : {ERAAIKRE42E"
FEE A ~ RWNBYER access key ~ secret key® RETIRHEEENL (CA) /&R:E

F4HE ~ LUK endpoint url Bl | XCP ERBIEEZAT - SEEMAELES BRI KE
% S3 f#fFATRE ©

2. %245 Amazon Web Services (AWS) CLI B IEHIT AWS CLI @3 ~ %3 S3 IRF R E IR R 2EMin
/B (ssL) il
° FABR LI ER AWS CLI BIRAHRA" % AWS Eff o
o gﬁ%r‘ﬁ IIAWS CLI ﬁ%% L} LXER?%E%EEH .

3. {EH aws configure R ERiIa ML o IRIETER  EEMNIER /root/.aws/credentials ©

BIEREIEETNERMNEFNERS

4. £/ aws configure set FAMRIEE CARBEMHNG T - ZEHBHIEZE . pen 555 SSL /REFRFERM

JEfER o RIFTERR ~ BRIV ER /root/.aws/config e

gh -
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[root@clientl ~]# aws configure

AWS Access Key ID [None]: <access key>

AWS Secret Access Key [None]: <secret key>
Default region name [None]:

Default output format [None]:

[root@clientl ~]# cat /root/.aws/credentials
[default]

aws_access key id = <access key>

aws_secret access key = <secret key>
[root@clientl ~1#

[root@clientl ~]# aws configure set default.ca bundle
/u/xxxx/s3/ca/aws_cacert.pem

[root@clientl ~]# cat /root/.aws/config
[default]
ca bundle = /u/xxxx/s3/ca/aws_cacert.pem

S. STRYFTERIEREARRRTE « AFESY AWS CLI sa SR Linux AR IRTFER S3 7 E ~ ABEHIT XCP &<
aws s3 ls --endpoint-url <endpoint url> s3://bucket-name/

aws s3 ls --profile <profile> --endpoint-url <endpoint url> s3://bucket-name

&)
[root@clientl linux]# aws s3 1ls —--profile <profile> --endpoint
<endpoint url> s3://<bucket-name>

PRE 1G/

PRE aws_ files/

PRE copied folders/

PRE d1/

PRE d2/

PRE giant size dirs/

PRE medium size dirs/

PRE small size dirs/
[root@clientl 1

29



=

MEIEMZHE

REEM R
(SR UEFICLISE R DI GUIBRBITS S 2L -
fER I < RAREIZHE

* iR
ERERDITRAZCRRELMLANMEER -

FREINFSE R 58

MEINFSERIZHE -
TN

° show AL HEH—HZEHFMEREIM RPC ARFSH NFS B o Ibar< &7 He] ARRBHEL « UkE
BEELNEFERNTARE « UESEELIRES

gh -

’XCP show <NFS file server ip/FQDN ]

IXCPZETinfs_server01.netapp.com’
AT XCPHRBAET UBUSEZHEER o
e

° scan B R GIECHFHEMENIR NFSv3 EHERE « WAERHE SRR EMESEEBIAETER © NetAppEETE
FHEEEAR -« FRENFSE L # 8 B A MR o

@ NRIERHEHLEEZIE UTF-8 Fit ~ BEFTEEIAAL UTF-8 B » WAERNITREET xcp-
scan % © fRIRARESEER UTF-8 E « Frorl sEEAUITEHAMREET -

#if -
* xcp scan NFS [server:/export path | file:// ]

* {XCP#F#infs_server01.netapp.com:/export1™)
IXCP##HHE\IEZE © //mnt/nf-sources'

AIT (XCPREAFH) UBUISEZFHMAER -
ORI LR IR RER DT RUBIR A TUEHRER ©
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HREISMBE K882
RACHSMBEEE o

show. @< EREMAIARES EFTARIFBRYSMBEER « LUK BT FERVAEIRAIZE R o #5341

I'XCP show \<SMB#EZ{AIARERIP / FQDN.

IXCPZ&msmb_server01.netapp.com’
BHAIT TXCPREARTI UBUSEZFHAEL o
b
Meil PLTEUERESIFHEESVBRAR « LTEisE RNy HErAER

@ E% wid (EZEHAM ~ IERILAER T-preserve-atime) FEARHEEC TiRHH) s< ~ UREARIRAVTFENRT

]

&

IXCP#F#i1 \SMB server\share1'
* {XCP#@#ismb_server01.netapp.com:/share1™)

RAIT (XCPRERFH) UBISEZFMAER -
T A LB EBIER DR AEIR A TURIRER ©

3HE| HDFS BklizEE

iHE| HDFS &EkliE o

i

o scan Y FIREFEBRENRBRRE « WIEEHERIFY ENEREBNRTER ©

* xcp scan HDFS [hdfs://<hdfs mounted path> ]

TXCP####HDFS : ///DEMO MERE1]
®* xcp scan s3://my-bucket

°* xcp scan -s3.profile <s3 profile name> -s3.endpoint <endpoint-url> s3://my-
bucket

BPIT (XCPHiEARHE) UBISEZFHAER -
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EREREDITETRE
REBERBE
ERRERDIMRREERBE o

()  xcPEcLl - miEAMFEIRCUI -

XCPIEZED T ERXCPIFHAPITENFSIHSMBEMUEE R o R1E ~ LB ZFEREXCPER2HGUIL - XCP
BESMIR=ZAEE

* XCPAR#SE
* ERIWENE
* EEDMGUIRIBEERIGRER
XCPIEZED M THIIERE /5 EBURN FRBHRRR S 2 ©
* BEFAMNNFSIERRANIXCPIEREDTHIRSE

° A UTEMERIRILinux M _EEREBAEZEDHGUI « BERIEMXCPARFS o

* EEFANSMBIERRAMRAIXCPIERZRDINTARSE | A BELinux T EZPEEESITGUIFIERIE - I
EWindows E 1% FEFEXCPHRFS ©

FEUEE D
EE DR ARHERIVEIARS

Z A File Analytics GUI

XCP File Analytics GUI 2t —fE&&FR « EF B AREBEREROITER o FELinuxias EREXCPE « §&L
FAXCPEZEZGUI

() =EeEEONERUEIIERMMT « BB NetApp IMT -

1. SEEREAS Thitps:/<IP) ~ MUESLInuxiSSHOMIIE>/XCP « LUFEISRAIGUI « WIRIRTE « e S%
BT

a. 7EPEFAEERRA T AEEE ~ R~ o
b. 342 * 4448 <IP address of linux machine>* &% o

2. EAEREDIGUI »

BAEEDMGUING EBEME
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https://mysupport.netapp.com/matrix/

FRFEREREEA
a. fEAZEE File Analytics RFEISEUER&ESIEE A GUI ©

/ I il
1 NetApp
XCP File Analytics

< T

‘.l NetApp Support | Netdpp

b. {th AT LU BB B 25 8 ST -
MRBEREBHRENTHRLEACEDNTE « FRREAEET - ARRR - BEHE " .
CHFEEEEAAEL\EFT  AELOE—EYT  —EAREE  —EIEEE  LR—
BRBHFR (1@#S% 8" - ) o
() smEwEe. COSHTHGU  MAYEERERNFEBEREA

REIRLA SSO ThiE

ISR AEA LB ATHRETE S E 1423 L3R E XCP File Analytics ~ IR R EEEIRFHA Web Ul URL ~ 5%
ERETUERE—EA (SSO) BEEAUI ©

@ SSOBABEAERE » JRARERMA - EERELEBARGCES (SAML)
BISSOE A ~ 552/ ESSOEE ©

3. A% ~ EEIEE NFS RIERER ; ILREHIRGE D5 « Bm Linux R4 XCP IiRANRERGAERE -
4. INREERESMBAERR AT UER—ERERK P EIIMEHSMBAERER -

= iy
S ESSO:TEE

SSOE AINFERTEFERASAMLAIXCPIERE ST EE « A Z Active Directory Federation Services (ADFS) &4
AAHEREZIR - SAMLE RS T(FHMESEENFE=FFoHAHER (IDP)  UEEAZEMFA (%
REREE) HEe

P
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1. BEES D HHEEEMXCPERI AR -

ERDINREURBGHERNE DT « Rt AREESHHM RS - —RME - EEPE—ER
%ﬁ%ﬁtsso%éﬁr% o F—H BN AHAEAERMBERE « RPN ZEZRDNERENPEBENFEE

UTRIENEDZNNEFAER ~ UERS 2 HAHEREREE -
° PRFZIHFEFHERRID | https://<IP address of linux machine>/xcp

o IRFFHFEEERRHEERTS (ACS) URL : https://<IP address of linux
machine>:5030/api/xcp/SAML/sp

BT B AR EDITUIREG S S Lo B K
i. ERTFRIASERE A GUI & A File Analytics GUI o
i. EENEEA EAIERE B « SARER SAMLERE" ©
FEHIRNTHIRNINAERS « AE RIS EERRE

X Lr

Not secure | hitps/ xcp/dashboard 2 1 & 0O

e Analytics Dashboard @ 8

Autologout settings

1. i)
J Job Status File Servers Count
i : : = Change password
XCP Version XCP fires a job in the background when file share Total NFS file servers gep
CPU-Cores  Version Dist scan is run. Any running jobs will be available - Logout
here.

Red Hat
8 88 Ent i

L_" hicioad No jebs running. Total SMB file servers

nux

HEMZE -~ SEWREIDEMIDPIEFAE R o ML EILIDPIRE 4B RHR HAGHEZE DUl ©
2. 1I2{HIDPEFAAE R -

a. EEFRRIR - ENEEA LA EREETR « AREE SAMLRE" ©
b. B AL MEEISHIDPEFEE RS o
- gh
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SAML Settings

SAML SETTINGS:
Enable SAML

Identity Provider Setting

IBFENTITY ID "

0P SINGLE SIGNON SERVICE URL ™

0P SINGLE LOGOUT SERVICE URL *

0P XSO9CERT ©

IOP SINGLE LOGOUT SERVICE BINDING

I0P SINGLE SIGHON SERVICE BINDING

a. 3EEY MEYFSAML] 1ZEXA IR ~ LUK ARUEASAMLEISSO ©
b. BEfE*RIF* ©
c. ZHiFile Analytics ~ ZABEIHEA ©

TEEMERNELESSORM °

B IS A RS
A ATEXCPIER DT GUIRR SR ENFSHISMBEE th HITEZE £k

SNIE—2R ~ XCPIER DML R DT ER R A _LHVER] - SFEEA TP BRFTENFSESMBIEZEFMRES -

pg
1. BEMEIEEARS « HEIINEIERFERES" -
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Add File Server ¥

NFS SMB

CEHEEI “

SRR EARISIPATAL « SETRNFSSUSMBIA « Al —TF (91 o
() mRcUREASVBRIERE « (I AIIESVBAMRES -

HIBERMARSZE « XCPEET !

*© A AEER AR

C ERESTERTER (KBES 01 - ERECHITHINFHEERNR)

* MEMERR | PRAELPERRZEREM

* ERHANTEEERRNERZRENFS/SMBRIARSHIBNRE K] o WENRIZE R BEHF IR

@ EEMMMPERANE[EZER - 2UENFSEAIANSEELERZRRAGRFTEMIR o S0 « MR
& Hqtree#HRY ~ BEHEEBatreeE 1L ~ RIBRSZE R HIERE X/ \llgtree X/N\BY R FHZER] o

TR

INFS/SMBIEZRE R MFTIE EXCPIER D GUIR « IRl URIGIERRGRRFE - UM RE
AR -

1. ERUIEE R AR R ERYATER « BIeI RS AR LAVIEZREMA -
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| NFS

TOTAL FILE SHARES
L7 ]

‘5]

FILE SHARES WITH ANALYTICS DATA

0
AVAILABLE

O 25% 50%

TOTAL SPACE UTILIZATION

50.7TB
USED
% 25% 5050

L
UNAVAILABLE

162TB
AVAILABLE

2 MERERBES  ENERHNERLRARME -

3. EEEHE LIBRIAIRH o

XCPERERIFHAVEET

4. fFHTTAE  SRUB” stati@ R T EREMH RS IRE  BERRER -

File Shares = -y '3
a o
LE TR U
W Tha W
Dhrvrniew
GEIME 49.9GB =1lM 16EM
|
"
+u )
e
, =a
RABRREIR

EEIMCGUIBRRIRERTSERR - MERECEREITZA -
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HLETHER

XCPIRAISOOR A EFMIERAEA S ER © BEORNFRIERRAPIEL « BRI S ER
B RS BRI o

Hot Cold Count (Millions)

3.22M 11.7M

HOT COLD
0% 20% 40% 50%% 80% 100%
THot Cold Counts (B43t8) EBIXREFETRXCP NFSHMET ZinodeBE (UBEET) o 7£XCP SMBH «

IEERFTASERNBE - FEHINARAMER « TETRIORATFIMIERBDLE

SIS EIES

Hot Cold Size

161GB 2.247TB

HOT COLD

0% 209 4094 60% 8090 100%

DX/ BIRGETANLIERNB DL « URSEERNPERZRNER) - ERIINKAETY - MEGHS
AIRKRSER - ERAASEFERNERFFIEEME °

BixERPHIER
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Entries In Directory

Depth Count

10-100 443506 =3
100-1K, 19818 |

1K-10K 1050 |

=10K 21 |

empty SraTar =

BREXRTPVEE SR RERTHNERH - TRE) HEsFTRNEEA/N Y T5t8 HAlSELEsEBEREE
HIEE -

EEAM (RA/)) B

File Distribution By Size

File Size Count

8-64KiB 5598834 T

10-100MiB 17069 |

>100MiB 3589 |

<8KiB wwossszo [
E4KIB-1MiB 1034301 3]

1-10MiB 109732 |

empty 467594 i

MRS tESR ) BREGRTIEEREZEANTIEREE - MEREX) #eEsERANER ~ T80 #AY
RTVMERHER D ©

BEREER
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Directory Depth

Depth Count

610 wiziszz [
0-5 1s11157 [

=100 145 |

16:20 888382 [ |

21-100 196239 |

TBERE] BRAXAEERAERETERBRENS M - NRE) REISBERE - T5180 Wes3E
EHAETSEEHFRERNH

RNBIFREARERER

File Space Used By Size

File Size Space Used

8-64KiB 143GB [
10-100MiB 450 GB s
=100MiB 1.58TB

<8KiB 70.7 GB

G4KiB-1MiB 215 GB

1-10MiB E3LE)

empty 0 bytes

MRRMERBERZER) BRTETARERANEEANEREE o ERERX) HESTRMERA/NEGE
B~ TEffAz=fE HAlSEhEsEESRX )N EEPMERNZER -

ERELAZERER
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Space Occupied By Users

Username Space Used

4568 47.8GB -
14952 67.1 GB =
19592 48.2 GB -——]
48973 54.5 GB =
50900 47.3GB T
N 2
MERAELAER) BEREBREAEFERNER - CRELBRESFERELE (BERRERERRBE

#UID) ~ M EfERZER) WAL ESEERERMAERIZER -

FEME I B RER



Files Accessed/Modified/Created

20M
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S
_
E 15M
%
]
=
.
=]
&
o 10M
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=1
k!
[
= 5M
T
A3
E
|
: Il

{| — - — - — — - — — -
@h a\};‘ d\{;. m.g:':. § E?\ é'z,
‘::':S !}\3‘ - b:(p ’h'\r'b & > o
L - = aw
l,-__'\-
Time
@ Accessed Time Modified Time @ Created Time

TZEX /1208 [ BIIRIIESR ) BIRGETHREEENERE - X BINRETEENREER « ¥ A REEN
EES
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File Size Accessed/Madified/Created

1000M

BOOM

600M
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0 - - - — - -

=13mins =1 Hour «1-24 hours 1-31days >1 month >3 month >& month >3 month »1year future

Size Of Files Accessed Modified/Created

Time

® AccessedTime @ Modified Time @ Created Time

FEL /&2 | BIUIRERNNERGETREEREEZENERA) - X MNKRETEEHRER - Y #itRE
EEFRA/N -

() BEESVBRERIGEREN (atime) ElIF « D8 ERTHH2AREIAM 51

REIEREIRIIER I

File Distribution By Extension

Fike Datension Count
Akgl dag other BOOGES
FERSEIT] [TIes)

H | 185282
- b 504 99 | log sEnand
e el
el ol Avr-base B85
el & Liely 550241

MEIEREERE M BIRAREZRLBAERIREIERNE - ARAELHNDEX/NEBIRNSERIERRIE

2% -

IESh ~ 7t SMB #£A ~ SRR TRIEZAERAER SRR - UNSESERIERNEAER BRES
#gE -
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File Distribution By Extension
File Extension Count ADS
other B 8
POF 2 2
exa 2 2
<htmi 2 2
wht 2 2
1 2
| [=]
KREIELERMNIEREA/ND
File Size Distribution By Extension
File Extension Size
50
125.81 MiB. other 545 MB
.50 126 MB
Jhtml 35.8MB
html £ I 32.9MB
3s.g2Mip  32.86MiB
- - Y 1.85MB
LEEMIE  518.28 KIB
1 2
o 200M 400M S00M

EREANMRBIEDRHBRAREZREATAERIERN RS A - KREIERNSFIRNBCRREE SERIE
BEVERE A o

EREM (REEE)

[istribution by Type

Typs Coaint

BEG {REGULAM) 13655744

DR {Directory] FITI31E

LME {Limk] SLT4)

speclals 57

1

specinks
(%]

MREER ) BIRARTIERERMEHH

© EEff —ARAEZ

* Ink : SRBEIES

BHER | SRRERENFTIERAES
* Bt B EHRIER
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M

* XE  EEAIRSMB

HESh ~ ¥7¢ SMB £A ~ ERILEATREZMAEZRNER SRS - UBSFREENBENEN SRERR

=
E°

Distribution by Type

Type Count ADS
REG (REGULAR) 15 18
DIR (Directory) 1 2
LNK (Link) 0 0
specials

Junction 0 0

FESTS

XCPIRERITEXCPYEE R E ARV ERIEEETH ©

XCP{E AR E IS RIS EINFSHMISMBEY T-MATCH. 1 T-exclude) ¥EIE o

HIENFS ~ 55817 TXCPERPAEL ~ W 2FIEES—H ~ BRERUNMEI[ER T-MATCH) 0 l-exclude) EFiESS o

%E’:‘SMB AT TXCPERBA-LL¥t) A TXCPsRBER-excludes ~ LABNIS TUTAC) A0 THERR) ERIESSRVEHAEES

MREABIEXCPEp T HEEREERS ~ 55T IXCPsREA<ii©>1 - EERE IR LamEIRIEE -

NFSHAISMB:Z%: (&)
XCP NFSFISMBHIEZ&E ©

XCPZ &R xcpLogConfig.json) Json#RREHEZRESE L IEEEATHAE - AEERUBISEINGE  sAFEE
iI TxcpLogConfig.json) #HREHEZE o {ERILAfER MxcplogConfig.json) ARASHEZRERA :

* EHEERAE
* XCPHsyslogFa B i
* BiTXCPaC#z

TERARE S {E S ML S Msyslogfl B s - NFSHISMBRIABREERRE B o

HEJsoNtEEZME NFS H/ e

LHREAETER I E lopt/NetApp/xFiles/XCP C : \NetApp\XCP \ConfigFile
BiTUBEE XCPERERRR 1B ERKEHE XCPEREBLE) &8 FEA

IR Frest ERE
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FIRIELTE JsonERSER! TERR

sCERARRE
= ¥

MERARERE BH

r$a%@) ¥R
EHHFaoiR

lisEnabled] mME

M4k ¥R
EN St

lisEnabled mME

=i F&

M'serverip] F&

MEIZIE | e

FEE A
ETJson#HAEHE

EERAEMEAR « syslogfFiREE FaCEE ~ &

Bl

52428800

xcp.log

=0

&3

i
&5

<)

514

1. FRMEMXFiREERS  FIMNECEAELVI o
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=R EH
B EETXCPECH#EAYIEIR o

o B B E ARG AR o XCPaRiRN B IRERE (R
NIEFEZEAERELSER BE -EBR LS5 -B
afl ~ 1288 (NetAppiRf & EAEMEREE)

ﬁﬂﬁlﬂﬁiﬁ SCERIERI AN o STIRRINEERIEZRE LIRA10
B o

R E B 5] sCEE B IBRYIEIR o
REF NSRS o

IEHRMHEERRBAEMANE - REKD R FEE
%Eﬂ%ﬁnﬂ% A SR E M OB E RIS FacEk
SIS ERELEERER - FSMHAS AIREEERFE
MEFELERELSHR  BRE -HR - ES5 B
G

% E syslogsTl 2 AYEEIR o
AR ISR IE R R FEXC PR B B syslog B B i ©

S BREMEERELAR - XCPEM A SKEBREMMEK
NIEFERIERELSR BRE-HR -E5 8
afl ~ 1288

imsyslogfAR2s Pkt F 1428 o

iRimsyslogiZ B3 EHHR o TEAREIEIZIE FH% syslog
BRlERAIsyslogiZ Ut Es o] I35 E i 1S 1B 5 TEudp i
18514 ~ Bt A UK E RFRRAVEZIE

XCPXZEM s RIEE ; i HERAtrue » BEEZIEN
B (8%~ B - syslog®) HEESRESN (IPHM
FRERTE) o FMW - & TEFE BERS R
: 1202020-07-171 03 : 10 : 23779 -&:H-
12806XCP XCPI&E : ['10.234.104.251:/cat_vol']
r2020-07-171 03 : 10 : 23778 -B:H- 12806XCP
XCP{ERE % | IREREA 1280207-
172020202020202020202020202017" ~
$£122020202020202017' &) EEIE -
L TX1220202020202020205-5'56' B EHICP' «
$£12202020202017' ~ XX XX XX.XX.XX:/cAT_vol
r202020-07-1703 : 13 : 51,595 -&:fl- 12859 XCP{&E
BE&ELE

TRl N ER o



2. fEM

3. MR

T5Json&E A iE I FITEZE ©

"logConfig": {
"level": "INFO",

"maxBytes": 52428800,

"name": "xcp.log"

by

"eventlog": {
"isEnabled": false,
"level": "INFO"

by

"syslog": {
"isEnabled": false,
"level": "INFO",

"serverIp": "10.234.219.87",

"port": 514
by

"sanitize": false

ICIRE R AIEAIINAE 554§ lisEnabled) EEEA truel
4. BiERm%%A TxcplogConfig.json) ~ MAGEEFETERAIE  /opp/NetApp/xFiles/XCP

o

MRF|ET T™XCPAHRSHER) IRIFEH ~ 551F xcplogConfig.json. fEZfHIFIEE [XCPAERRE SR BHIH

LS

fiIE -
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{
"logConfig": {
"level": "INFO",
"maxBytes": 52428800,
"name": "xcp.log"
br
"sanitize": false
}

48

json#BREIE &G

"logConfig": {

"level": "INFO",

"maxBytes":

52428800,

"name": "xcp.log"

br
"eventlog": {
"isEnabled":

false,

"level": "INFO"

b
"syslog": {
"isEnabled":

false,

"level": "INFO",

"serverIp":
"port": 514
by

"10.234.219.87",

"sanitize": false



BEEN

HENFSER
{ERREIFRE /1% show M scan #p% ~ B LATZEE NFS & o

RN

Tcopy) < EimiEENIRE BAEE « R EHAERE BRIMNFSVIEE o Tcopy) #n< R ERKIRHM BBt
BISMAEY - FHAERNER - RIES/FRENCBREFAEN ERRTERFEERE -

&)
xcp copy <source nfs export path> <destination nfs export path>
* POSIXERIREEH : *
xcp copy -newid <id> file:///mnt/source file:///mnt/dest

#1T xcp help copy MUEUSEZFHMEER -

MRE) < BiaE BRERS|LBMR. - EMERETAIREVERREE - L —EERIFENBHRRS|IREIR
REHETE TEERE /A S/RSIBEP -

i

xcp resume -id <catalog name>
#1T xcp help resume UESEZFFMER o
Gz

fsyncl < EEHABRESIERLBILAHEREENRT - FHIBENFSE R EFrBITHE BB - KR
IR FEENTERERIZER - ENERRSIRFEER D operation# 2 & UFTHI[.Underlines#EX1E ©

gh -

xcp sync -id <catalog name>

BT xcp help sync LEVSELEMER o
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=X
WAR A

ERRMEEZE - ThE s<gEREERNBREHRZ BEAZFUITHNTEER LR - MAERABHRERSI
Ame o ILAr L EREEARERAMERNB BN « BIEHER - < U TBEMAIRES « LA -

gh -

xcp verify <source ip address>:/source vol
<destination ip address>:/dest vol

* POSIXERIZERH) - *
xcp verify file:///mnt/source file:///mnt/dest

#1T xcp help verify UESBEZHMER o

iSync
° isync SPL G LLBIERIFM BRI « WEREABHRSINERTRAPZBERLNESE

* gl
xcp isync <source ip address>:/src <destination ip address>:/dest

SR AER isync £/ estimate FAGFAIERRMEVEE isync AP RIEEERNGS o © -id 2EIEETAIE
KEERE R

@ MRCEENEREXNBBERNERER/NN 25% -~ BIEGEE isync estimate SBLHHEE
FERETRTRHARAER o

* &
XCcp isync estimate -id <name>
1T xcp help isync UESEZFHMER o
BESMBE R
{FAIRZFZE 2% show M scan 875 ~ E0JLAFEE SMB & o
KN
lcopyl #p<EHHEENREEEE « U HERTIBMSMBHEAR o lcopyl @< HRERZKIREMERM
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BEMSEH - FHNERNER - GEEZRENEEFESFEEN - SAVSHE—RFFiES -

@ EREEENEME ~ eI LUER T-preserve-atime) FEAZFEEC Tcopyl 8% ~ MURERIRHITZENEF
fE o

gH -

C:\xcp>xcp copy \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

#H1T xcp help copy UEUSEZHMAERN

kg

sync) <& FTIRARRNBRHAENEENEN - LREERNEE (Bl B2 EffanaE) ERAE
B1% « R B REHRIFAER

syncEr T ELERERIAR « BEBE - BEEIE - EARNZEMER -

@ ERIZEXEHERE ~ EoILUER T-preserve-atime) FEAZFEEC Tsynchy < ~ UREHRHIZEF
fE ©

gh -

C:\xcp>xcp sync \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

AT xcp help sync UEUSEZHMAER o

Basg

Egs ) ah < GRIFEBCKIEM BRHAR « WIIXLEE « REREABHEREN - ERBRAITERNRES
BT AR ~ CERI LR AN Bt LERaG< -

(D TEESEE(EXHAR] ~ &R LAEA T-preserve-atime) FEAZEEC TVERRIFY] % ~ UREHRENTE
BB o

gH -

C:\xcp>xcp verify \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

#H1T xcp help verify UESBEZHMAERN o
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EAM SMB By NTFS BB R & Ri5HE

BT SMB HJ NTFS &Rl &

£ XCP 1.9.3 fA%8 « XCP SMB 1B NTFS B E K ER -ads XCP SMB @<
#EIF o

HIEM R 224

] LAER XCP SMB copy #l sync B BEESEAERRF XCP SMB ERN®G<S scan AREE
SMB HEEUSHERERERMT ©

L 1E/) XCP SMB #%
% XCP SMB i ¥ #5 -ads I8 :

® scan
® copy
* verify
® sync
Ceica 1t
Toen < B HIERBANMEIER -ads BEIH -
* xcp scan -ads \\<SMB share>
* xcp copy -ads \\<source SMB share> \\<destination SB share>

* xcp sync -ads \\<source SMB share> \\<destination SB share>

* xcp verify -ads \\<source SMB share> \\<destination SB share>

72458 HDFS &k}
{EFARETBE 1% scan % ~ [EAIISEE HDFS BH} o

RN

° copy FRY HFHEENRIR Hadoop DETIERARA (HDFS) &l « Wi HERE NFS G B HEFRT (
S3) ETﬂso ° copy B RER HIFM BEPERISMAEE - FEMERNER - BIEE « FENKBREF
BN SRR ERIFRERE -

* NFS BRig&Ef) @ ~

xcp copy -newid <id> hdfs:///demo/user dst server:/dst export
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* POSIXERIEEEAF : *

xcp copy -newid <id> hdfs:///demo/user file:///mnt/dest

* S3 BRILEH -~

xcp copy -—newid <id> hdfs:///demo/user s3://my-bucket
xcp copy —newid <id> -s3.profile <s3 profile name> -s3.endpoint <endpoint-
url> hdfs:///demo/user s3://my-bucket

1T xcp help copy UEUSEZFHMER o

° resume BAL BIEE BHRRG | BMEIARE » UEMBENCAIPEIREAIEE - BEERS| BB L —EEDF
PRI ZHIFET <catalog path>:/catalog/indexes B o

&)
xCcp resume [options] -id <id used for copy>
xcp resume [options] -s3.profile <s3 profile name> -s3.endpoint <endpoint-

url> -id <id used for copy>

IRIETER « XCP resume S BEMADFHEMEAZEIM S3 IEL S3 BER copy B% o F
() & MBRHH -s3.endpoint Fl ~s3.profile B resune B EREBIHER
EARBPEHANE command B S o

1T xcp help resume UBUEEZFHHER o

ao
n

il
ko

° verify MY EEENFEZE - ERFEEHRMNBEZEERZEERASMTHNTEER LR « MERERE
BB - L GMMES NG  WELBRER o
A

xcp verify hdfs:///demo/user dst server:/dst export

* POSIXE&IEEEA) - *

xcp verify hdfs:///user/demol/data file:///user/demol/dest
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* S3 ERREH -

xcp verify hdfs:///user/demol/data s3://my-bucket
xcp verify -s3.profile <s3 profile name> -s3.endpoint <endpoint-url>
hdfs:///demo/user s3://my-bucket

1T xcp help verify UEUSEZFMER o

£[A—& XCP £ L#iT%(E XCP Lk

7€ XCP 1.0.2 F¥a ~ WRILITEE— XCP £ L#1T2(E XCP TIFean< « Al XL
AR RHINERREESETE - EENITRSETENG <R - XCP gERAR/NIE
SIS RN TE - EGEUAEEEWAER LRITHM T ENEE -

RIERAES

HNEIE XCP ILF ~ BEZAFTRS 64GB BIERECIREEM/\EfZ0 ~ UEETAPEBZE -

()  SMB ENBERIBER LM FHITSIE XCP TfF o

sCER

RIBEFESR ~ B8 XCP LIF&Ef & a1t LIF ID ME—RYERIGCERIET - BTER—ERI M EMITZE TR ~ It
SCERESIEERYF o NetApp REZREE xcpLogConfig. IJson EAAE—HEZE xcp.log ARGCERTERI—F 1
LTITRITRVZ(E XCP TIERVIEZE ©

XS
T5 XCP s 2 Al HRTER—EH E#ITZ1E XCP IF :

®* scan

* copy

® resume
* verify
* isync
* chmod
* chown

* delete

TxEmam<
TR BAEF—EH ERITSE XCP TE sync % o
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HMNFSIHAE
XCPE&—LERESMINFSINEE ©

chown#lchmod

&R LUEBXCP lchownl # Tchmody % ~ LURER A N FISENFSH AR POSIXIREHFIBEZEAB
£ o AR A E A B EREZRAIYEE o

@ EEFEEZNEEEZA -~ G BLRTEHNEESE - Tl S EEHK - XCP Tchown)
M Tchmody S<LBVEEAVERLHALinux Tchowny # Tchmody &<

chmod

"chmod"dr < &7l 8 F FrisE B SR AE B P PT A FERRVREZRRER o "chmod"fi @B E—EEXH DR « LUIKRNFS
HAEHPOSIXER M AL « XCP Tchmodl ELUEES RNEEISERSHIRER o I LUfEAR Tchmodl dp
SHREETIREMEREY -« UREHPESEAER -

& -

xcp chmod -mode 777 NFS [server:/export path | file://<NFS mounted path>]
xcp chmod -mode 707 nfs serverOl.netapp.com:/exportl

xcp chmod -reference nfs server0l.netapp.com:/export/dirl/file.txt

nfs serverO2.netapp.com: exportl

xcp chmod -match “fnm(‘file.txt’)” -mode 111 file:///mnt/nfs mount point/
xcp chmod -exclude “fnm(‘file.txt’)” -mode 111 file:///demo/userl/

MBFHMAEA ~ FHIIT [XCPERBAchmod) &< °

chown

HEEEEFRIREE -

Tchown) 8p<EIFHEN S EFMERESEIBTFAIBIERMNEAE o Tchown) SR ENFSHAEFHPOSIXERE
B - XCP Tchown) ELUEESNEEIEEREIERE o

* gl
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neR

xCcp
xXcp
XCp

XCp

nfs

chown -user userl NFS [server:/export path | file://<NFS mounted path>
chown -user userl nfs serverOl.netapp.com:/exportl

chown -user userl -group groupl nfs serverOl.netapp.com:/exportl/dirl/
chown -reference nfs serverOl.netapp.com:/export/dirl/file.txt
server(02.netapp.com: /exportl

xcp chown -match “fnm(‘'file.txt’)” -user userl

file:///mnt/nfs mount point/

XCp
xCcp
XCcp
nfs

chown -exclude “fnm(‘file.txt’)” -user userl -group groupl
chown -user-from userl -user user2 file:///mnt/nfs mount point/
chown -group-from groupl -group group2

server(0l.netapp.com: /exportl/

SHBEE ~ FFHIT TXCPEREAchown) &< ©

XCP &

XCP FE{LINAE R FE(L ST B ZERRR copy ERIEE|HRVMAVIEZEE - EE 1B THEZENTEGRIRM copy ﬁﬁﬁ
FrEBRIATRAMNARAER (fl20 CPU ~ RAM -~ {ERRSiEMMS8D) Xﬂtﬁﬂfﬁ o BIRERR -target #IE
XCP Z#1TEHIEA(EE « LUK HTEGEFR ©

* gl

server : NFS server IP

export : NFS exported path for the above IP

XCp
XCp

XCp
XCpP

XCp

static estimation
estimate -id <scan id>

live estimation with default time
estimate -id <scan id> -target server:/export

live estimation with -t option

xcp estimate -id <scan id> -t <time for which estimation should run>

-target server:/export

=5 IR
SSETLAEA indexdelete MIRB RS IMHS o

. gfl -

xcp indexdelete

#1T xcp help indexdelete MUEVSEZHAER} o
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FERE TR

SEEHEREXCP NFSEEER
BRI TSR AR o

XCPEEEMRTT Z

XCPfE=& FRRFEE

xcp: ERROR : LEBHER ! RIEEFESR - HEER CEERBEMAXCP 1.9 ATARAKIXCPAIEERIZRSI

ERIXCPhRASFRELERRSIHESE o & « Ethald HITIER - BARSHE - BBRETAEMETHE

fitxcp.netapp.com T EERERIXCP —EE © H  ARYIAEUERRZASRIXCP © 50 ~ ST LAERHT#
17 Tty ~ THER B0 TERSR) an< ~ AEAXCP
1.9EEMRS| -

TXCP : $832) : &ZBMroot#ilfT MrootfEFAE B R HITXCPE<S
IXCP : #5521  IREIREEZ Topt/ netapp / T EIRHE "XCPAELL" ~ 1854EF] T/opt
xFiles/XCP /{Z1#] o INetApp/xFiles/XCPJ ~ ZR%B#1T TXCP activate] #n
SINLLERE) -
IXCP : #8:%1 : ILIRHECAHA BAEL S ESHHIXCPIZHE "XCP4HLE" o
[XCP : $83R) @ 1RREmILE IRIERE A RERRIE o EVSHTBIXCPIRE "XCP4FL,

TXCP : $8321 : XCPREXED - :55cH1T lactivatel]  #11T TXCP activate] @<

IEAR AN R A1 ESEERIXCPIZIEIER  IIXCPIEZIEEREIXCPE
AR23 LAY T/opt/NetApp/xFiles/XCP] B## o #
17 TXCP activate] &< ARNENISHE o

IXCP : #8581  HIARREIRMIE | ARSEEER TESRREGR LR « EXRARILREGEFERE
B o SEFEE SN AR B EREFRERS -

IXCP : #8521 © BARNENRHE | AR SR RE (R HY 1 0] LUE AR E xcp.netapp.com ~ 2 E>
#3xcp.netapp.comfE;LELR « TXCP @ i8Ry © 1EIE  BR4RISME
F 1% EERFEDNS ~ SREIREEEERFAARETER
fRsR | EILENENIRME | fRARESxcp.netapp.comE L HAR

TXCP : #h5%) @ BATFENELZR | #8448 TEXCP LinuxFA B im i _EREIRUAREESS ~ RBLIEEN
# Infs_server : [EXPLED[:subnet]] B %I B EHAERRE o XCPAHREAE L

7 Topt/NetApp/xFiles/XCP / xcp.ini'] ° 4BREFERIEE
BIIEE : Troot@scspr1949387001 ~]# cat
lopp/NetApp/xFiles/XCP / xcp.ini* TXCP) [#El§E=
10.235.128.153 : /catalog.

Mnfs3fEaR2) : MILMERNB & EEARTEBENFSEL PHEIRIFIES - $11T TXCP
syncl 8% ~ iHEIE BRI RIFENE B
IXCP : #8521 @ REIZEHEN ERIURSIERZA] « FeRIEREEDE o ERANER

SIEFMMITHRENG S « MAES LN TRFER ST E R
PREETRERET TBEIRS) o
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XCP[&&
TXCP : #8331 @ LEB#R : FREFEK (BRI
:9) ' recv <type 'exates.EOFError'>'

[XCP : #8521 : HEEXCPERIEACL ~
nfs4 AR s EL T<path>)

sAfEAOS

XCP TES:E | S 1TSS HARIREN - MREERETRA Tk
B o (BDPEEF)

XCP TEgsg ) sp<EEiz @k - (BNE)

XCP Tsynch) s59kM (EEANRBEIARNFAER
FRE) o (BIB)

HRECIEREARE « XCP Tcopyl - Tresume) #1 Tsh
BF1 mLERM - XCPEW « XCPIRAERERA XK
By o (BPE)

METR =$85R13 | #REE)

TXCP : #t%1 : $8:% : [errno 13]1EFREE : |

TMXCP : £832 : OSMounter ile:///t/
10.234.115.215_SR_vol/DIR' : [errno 2] tE a2}
B &%

MiE:sR | MITRIPERIE {-id . 'XCP&
2|_162426389.3734858'} : ikt ¥HHDFS/Posix /
s3fs IR B AZIR I F 2 Thae- R FEfE it R B 4S8 fc iz
SR TUAY EE S BSR4y

EARRRELREERIEE « TXCP VERIFY) s9 g5k
M EE IRt ER/REY ~ sAEa—RER o T
ISR BIXCPEREISE o

MEERZ IRdirfF ~ BB —REER - TFHIEFES

BIXCPfEM &SR °
XCP : #8358 | #t R4 | BREGE TR | |

MError 13]#EPREE
TXCP : #85% © #tR2 | FEFKY (BERAHE-6)

. recv <type 'exates.EOFError'>:'

xcp:ERROR: invalid path
'"IP:/users009/userl/2022-07-
01 04:36:52 1489367
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PR EE

AIKIR TR E B RRETIRIE | "ERPNFSE
FHRs A D BosC IERS

fEFANFSVATEXCPER L EHRIFEH ERZE - fI
40 mount -0 ves=4.0 10.10.10.10 : /SOUR_vol
/mnt/SOURS'

XCP TEzs8 ) a9 BERIFLERMIT - ERAEIRY
BHITXCP MEEsE) @<

XCPEIARD1EERISERARERFIA RN - EREEIR
2%~ EIHITXCP AT < ~ HEWIT ThesE)
< o MRMEBRHEEE « FHERAMTZIRERPT o
XCPEABENE R « PIAEE2RE A XCPRIE - s FE

SERkTE - SFIREXCPIRRENE o EH#IT Tshyncy &
R o MIRETEEBRKRM « sAMHAS R IRERFT ©

Fi¥ ERTARIERARE « WEHE T ERRVERE
B o AR T IABEX ERIETIRE | "EE
INFSE IR EE D ECsCIRRS"

B%IFrootEAE ~ LIRBFIUERRMABIIERER o
BELRSIURBERAR LN TERFE -

BRIFrootlEAE ~ LIRBFIUERR MBI IERER o
BELESAIUFBERRA RN TERIFE -
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[l fERAE
BLEEEING IR ZERFERAESEA 1. 18E XCP RBESEREHIT :
5B o service xcp status

2. BEh XCP 1Z#EE(F2E ~ WHESDRBIER :
xcp —listen

3. MRICEEFITFIHER « B yum L8 CodeReady Eff +
5140 yum install codeready-builder-for-rhel-8-
x86 64-rpms -

Traceback (most recent call last):

File "xcp.py", line 1146, in <module>

File "xcp.py", line 1074, in main

File "<frozen importlib. bootstrap>",
line 991, in find and load

File "<frozen importlib. bootstrap>",
line 975, in find and load unlocked

File "<frozen importlib. bootstrap>",
line 671, in load unlocked

File
"PyInstaller/loader/pyimod03 importers.py"
, line 495, in exec module

File "rest/routes.py", line 61, in
<module>

File "<frozen importlib. bootstrap>",
line 991, in find and load

File "<frozen importlib. bootstrap>",
line 975, in find and load unlocked

File "<frozen importlib. bootstrap>",
line 671, in load unlocked

File
"PyInstaller/loader/pyimod03 importers.py"
, line 495, in exec module

File "onelogin/saml2/auth.py", line 14,
in <module>
xmlsec.Error: (1, 'cannot load crypto
library for xmlsec.')
[23891] Failed to execute script 'xcp' due
to unhandled exception!
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[root@clientl linux]# ./xcp help
USAGE:
xcp [[help] [command]| -version]
optional arguments:
help Show XCP help message and exit
-version Show XCP version number and exit
To see help text, you can run:
xcp help Display this content
xcp help info Step by step usage of all commands
xcp help <command> Individual command help
command:
activate Activate an XCP license on the current host
license Show XCP license information
show Request information from host about NFS exports
scan Read all the files from export path
copy Recursively copy everything from source to target
resume Resume copy operation from the point it was halted
sync Synchronize increment changes on source to target after copy
isync Sync changes on target without index
verify Verify that the target is the same as the source
delete Delete data on the NFS exported volume
chown Change the ownership on the NFS exported volume
chmod Change the permissions on the NFS exported volume
logdump Collect all logs related to the XCP job and dump those into
a zipped folder named <ID>.zip under the current dir
estimate Estimate the time taken for the copy command to complete

indexdelete Remove indexes from catalog

SEAE
£ info 28 help BRXF - SBHIKRABEZNGM< o

AEA

xcp help info
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[root@clientl linux]# ./xcp help info
COMMAND

info

USAGE
help info

DESCRIPTION
Step by step usage of the XCP command. Follow these steps after you
copy the binary and license

1. Download the XCP license and XCP binary to the Linux machine. Run
XCP activate: xcp activate

2. On a fresh system, the above command will fail when looking for a
license in

/opt/NetApp/xFiles/xcp.

Copy the XCP license to /opt/NetApp/xFiles/xcp and run the activate

command again: xcp activate

3. Check the validity of the license: xcp license

4. Configure the ini file located at /opt/NetApp/xFiles/xcp/xcp.ini
with catalog details: add catalog = catalog nfs server:/catalog path

5. List all the exports and details from the NFS server: xcp show
server

6. Pick up one of the exports and run a scan of the export: xcp scan
server: /exportl

7. Initiate baseline copy:
xcp copy -newid idl server:/exportl server2:/e
8. If the copy is halted for some reason, you can use the "xcp resume"

command to resume the copy operation:

xXCcp resume -id idl
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9. Start with incremental sync after the baseline is completed:
xcp sync -id idl

10. After copy or after every sync, you can verify to check data
integrity:
xcp verify server:/exportl server2:/export?2

SUPPORTED COMMANDS
help: Display information about commands and options

—exclude: Display examples of filters

-fmt: Display examples of filters

-match: Display examples of filters
help info: Display documentation, examples, and tuning
recommendations

show: Request information from hosts about NFS and other RPC services
-v: Show more detailed information about servers

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

scan: Read all the directories in a file tree or a saved index

-1, -g: File listing output formats

-stats, -csv, -html: Tree statistics report formats

-nonames: Do not look up user and group names for file listings or
reports

-newid <name>: Catalog name for a new index

-id <name>: Catalog name of a previous copy or scan index

-match <filter>: Only process files and directories that match the
filter

-fmt <string expression>: Formatted output

—-du: Summarize space usage of each directory, including
subdirectories

-md5: Checksum the files (also save the checksum files when indexing)
(default: False)

—-duk: Summarize space usage of directory, include subdirectories, with

output in kilobytes

-acl4: Process NFSv4 access control lists (ACLs)

—acl4d.threads <n>: Per-process thread pool size (default: 100)
—-depth <n>: Limit the search depth

—-dircount <n[k]>: Request size for reading directories (default: 64k)
—edupe: Include deduplication estimate in reports (see documentation
for details)

-bs <n[k]>: Read/write block size for scans that read data with -mdb
or -edupe (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)
-nolId: Disable the creation of a default index (default: False)
—exclude <filter>: Exclude the files and directories that match the
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filter

-preserve-atime: preserve atime of the file/dir (default: False)
-nodes <name>: comma-separated list of worker nodes

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

copy: Recursively copy everything from source to target

-newid <name>: Catalog name for a new index

-md5: Checksum the files (also save the checksum files when indexing)
(default: False)

—edupe: Include deduplication estimate in reports (see documentation
for details)

-nonames: Do not look up user and group names for file listings or
reports

—-acld4: Process NFSv4 access control lists (ACLs)

—acld.threads <n>: Per-process thread pool size (default: 100)
—acl4.alwaysset: call "setacl" for all ACL-capable files and
directories

-bs <n[k]>: read/write blocksize (default: 64k)

—dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)

-noId: Disable the creation of a default index (default: False)
-match <filter>: Only process files and directories that match the
filter

—exclude <filter>: Exclude the files and directories that match the
filter

—-copybatch <filename [args]>: custom batch processing module

—-chown: set destination uid and gid when copying as non-root user
(default: False)

-preserve—-atime: preserve atime of the file/dir (default: False)
-nodes <name>: comma-separated list of worker nodes

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)
verify: Verify that the target is the same as the source

[no options]: Full verification of target structure, names, attributes,
and data

-stats, -csv: Scan source and target trees in parallel and compare tree
statistics

-nodata: Do not check data

-noattrs: Do not check attributes (default: False)



-noown: Do not check ownership (uid and gid) (default: False)
-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

-newid <name>: Catalog name for a new index

-v, -1l: Output formats to list any differences found

-acl4: Process NFSv4 access control lists (ACLs)

-—acl4.threads <n>: Per-process thread pool size (default: 100)
-nonames: Do not look up user and group names for file listings or
reports

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)
—-dircount <n[k]>: Request size for reading directories (default: 64k)
-noId: Disable the creation of a default index (default: False)
—exclude <filter>: Exclude the files and directories that match the
filter

-preserve-atime: preserve atime of the file/dir (default: False)
-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

sync: Find all source changes and apply them to the target

-id <name>: Catalog name of a previous copy index

—-snap <name or path>: Access a Snapshot copy of the source tree
-nonames: Do not look up user and group names for file listings or
reports

-bs <n[k]>: read/write blocksize (default: 64k)

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
-acl4.threads <n>: Per-process thread pool size (default: 100)
-exclude <filter>: Exclude the files and directories that match the
filter

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

sync dry-run: Find source changes but don't apply them to the target
-id <name>: Catalog name of a previous copy index

-snap <name or path>: Access a Snapshot copy of the source tree

-stats: Deep scan the modified directories and report on everything new
-nonames: Do not look up user and group names for file listings or
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reports

-v, -1, -gq: File listing output formats

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
-target: Check that the target files match the index

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

isync: Sync changes on target without index

-nodata: Do not check data

-noattrs: Do not check attributes

-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

—-acld4: Process NFSv4 access control lists (ACLs)

—acl4.threads <n>: Per-process thread pool size (default: 100)

-—acl4.alwaysset: call "setacl" for all ACL-capable files and
directories

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

—-dircount <n[k]>: Request size for reading directories (default: 64k)

—exclude <filter>: Exclude the files and directories that match the
filter

-newid <name>: Catalog name for a new index

-loglevel <name>: Option to set log level; available levels are INFO,

DEBUG (default: INFO)
-preserve-atime: preserve atime of the file/dir (default: False)
-s3.insecure: use http instead of https
-s3.noverify: do not verify ssl certificates
-s3.endpoint <S3 endpoint Url>: path such as
https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

isync estimate: Find the estimated time to complete the next isync
command

-nodata: Do not check data

-noattrs: Do not check attributes

-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

-acl4: Process NFSv4 access control lists (ACLs)

—acl4.threads <n>: Per-process thread pool size (default: 100)

-—acl4.alwaysset: call "setacl" for all ACL-capable files and



directories

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

—-dircount <n[k]>: Request size for reading directories (default: 64k)

-exclude <filter>: Exclude the files and directories that match the
filter

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

-preserve-atime: preserve atime of the file/dir (default: False)

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as
https://10.10.10.101:1010

-s3.profile <profile-name>: config/cred profile to be used

-id <name>: Catalog name of a previous copy index

resume: Restart an interrupted copy

-id <name>: Catalog name of a previous copy index

-bs <n[k]>: read/write

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

delete: Delete everything recursively

-match <filter>: Only process files and directories that match the
filter

-force: Delete without confirmation

-removetopdir: remove directory including children

—exclude <filter>: Exclude the files and directories that match the
filter

-parallel <n>: Maximum concurrent batch processes (default: 7)
-preserve-atime: preserve atime of the file/dir (default: False)
-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)
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activate: Activate a license on the current host
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

license: Show xcp license info

license update: Retrieve the latest license from the XCP server

chown: changing ownership of a file object

exclude <filter>: Exclude the files and directories that match the
filter

-match <filter>: Only process files and directories that match the
filter

-group <group>: linux gid to be set at source

-user <user>: linux uid to be set at source

—user—-from <userFrom>: user to be changed

—-group-from <groupFrom>: group to be changed

-reference <reference>: referenced file or directory point

-v: reports output for every object processed

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

chmod: changing permissions of a file object

—exclude <filter>: Exclude the files and directories that match the
filter

-match <filter>: Only process files and directories that match the
filter

-reference <reference>: referenced file or directory point

-v: reports output for every object processed

-mode <mode>: mode to be set

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

logdump: Collect all logs related to the XCP job and dump those into a
zipped folder named <ID>.zip under current dir

-m <migration ID>: Filter logs by migration ID

-j <job ID>: Filter logs by job ID

estimate: Use a saved scan index to estimate copy time



-id <name>: Catalog name of a previous copy or scan index

-gbit <n>: Gigabits of bandwidth to estimate best-case time (default:
1)

-target <path>: Target to use for live test copy

-t <n[s|m|h]>: Duration of live test copy (default: 5m)

-bs <n[k]>: read/write blocksize (default: 64k)

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
preserve-atime:

preserve atime of the file/dir (default: False)

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

indexdelete: delete catalog indexes

-match <filter>: Only process files and directories that match the
filter

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

OUTPUT

In the -1 output, the size, space used, and modification time are all
shown in human- readable format. Time is relative to the current time,
so it is time zone independent. For example, "14dlh" means that the
file was modified 14 days and one hour ago. Note: "current time" is the
time XCP started. The timestamp is saved in the index metadata
(catalog:/xFiles/indexes/*.json) and is used for reports against the
index.

The -stats option prints a human-readable report to the console. Other
report format options are -html or -csv. The comma-separated values
(CSV) format has exact values. CSV and HTML reports are automatically
saved in the catalog, if there is one.

The histograms for modified, accessed, and changed only count regular
files.

FILTERS

A filter expression should evaluate to True or False in Python. Filters
are used in XCP for the -match and -exclude options. See below for some
examples of the filters. Use "xcp help <command>" to check which
options are supported for commands.

Variables and file attributes currently available to use in a filter:
modified, accessed, changed: Floats representing age in hours depth,
size, used, uid, gid, type, nlinks, mode, fileid: Integers name, base,
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ext: Strings (if name is "demo.sqgl" then base is =="demo" and ext is
=="_.sgl") owner, group: Strings size units: k, m, g, t, p =K, M, G, T,
P = 1024, 1048576, 2**30, 2**40, 2**50 file types: f, d, b, ¢, 1, s, g
=F%, D, B, C, L, S, Q=1, 2, 3, 4, 5, 6, 7

Functions available to use in a filter:

rxm(pattern) : Regular expression match for each file name fnm(pattern):
Unix-style wildcard match for each file name load(path): List of lines
from a local (external) file rand(N): Match one out of every N files at
random path (pattern): Wildcard match for the full path

paths (<full file path>): Match or exclude all NFS export paths listed
in the file Note: unlike most shell wildcards, pattern "/a/*" will
match path /a/b/c

The rxm() function only runs Python re.compile (pattern) once.
Similarly, load() only reads its file once.

Filter examples:
Match files modified less than half an hour ago "type == f and modified
< 5"

Find anything with "core" in the name ("in" is a Python operator):

"'core' in name"

Same match using regular expressions: "rxm('.*core.*')"
Same match using wildcards: "fnm('*core*')"
Match files that are not regular files, directories, or links: "type

not in (£,d,1)"

Find jpg files over 500 megabytes (M is a variable): "fnm('*.Jjpg') and
size > 500*M"

Find files with "/demo/smith" in the path (x is the file; str(x) is its
full path): "'/demo/smith' in str(x)"

Exclude copying anything with "f" in its name: "fnm('*f*')"

Exclude multiple export paths specified in "/root/excludePaths.txt".
"paths ('/root/excludePaths.txt"')"

The file "excludePaths.txt" may contain multiple export paths where
each path is listed on a new line.

The export paths may contain wildcards.



For example, 10.10.1.10:/source vol/*.txt in file excludePaths.txt will
exclude all files having ".txt" extension

If there are incremental changes in previously included directories and
you want to exclude anything that has "dir40" as a substring in its
name, you can specify the new exclude filter with the sync. This
overrides the exclude filter used previously with the copy command and
applies the new exclude filter.

Note that if there are incremental changes on the source after the copy
operation and there are files with "f" in their name, then these are
copied on to the target when the sync operation is performed. If you
want to avoid copying such files or directories, you can use the
following command: xcp sync -exclude "'f' in name" -id <id>

PERFORMANCE
On Linux, please set the following in /etc/sysctl.conf and run "sysctl

_pn:

net.core.rmem default = 1342177
net.core.rmem max = 16777216
net.core.wmem default = 1342177

16777216

4096 1342177 16777216
4096 1342177 16777216
net.core.netdev _max backlog = 300000

net.core.wmem max

net.ipvé4.tcp rmem

net.ipvé4.tcp wmem
net.ipv4.tcp fin timeout = 10

Make sure that your system has multiple CPUs and at least a few
gigabytes (GBs) of free memory.

Searching, checksumming or copying hundreds of thousands or millions of
files should be many times faster with XCP than with standard tools
such cp, find, du, rsync, or OS drag-and-drop.

For the case of a single file, reading or copying with XCP is usually
faster with

a faster host CPU. When processing many files, reading or copying is
faster with more cores or CPUs.

The main performance throttle option is -parallel for the maximum
number of concurrent processes as the number of concurrent directories
being read and files being processed. For small numbers of files and/or
when there is a network quality of service (QoS) limiter, you might
also be able to increase performance by opening multiple channels. The
usage section above shows how to use multiple host target addresses.

The same syntax also opens more channels to a single target.
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For example: "hostl,hostl:/vol/src" makes each XCP process open two
channels to hostl. In some WAN environments, this can improve
performance. Within a datacenter, if there are only 1 GbE network
interface cards (NICs) on the host with XCP it usually helps to use the
multipath syntax to leverage more than one NIC.

To verify that you are running I/0 over multiple paths, use OS tools to
monitor network I/O. For example, on Linux, try "sar -n DEV 2 200".

ENVIRONMENT VARIABLES

XCP_CONFIG DIR: Override the default location /opt/NetApp/xFiles/xcp
If set, the value should be an 0S filesystem path, possibly a mounted
NFS directory. When XCP CONFIG DIR is set, a new directory with name
same as hostname is created inside the custom configuration directory

path wherein new logs will be stored

XCP_LOG DIR: Override the default, which stores the XCP log in the
configuration directory. If set, the value should be an 0S filesystem
path, possibly a mounted NFS directory.

When XCP LOG DIR is set, a new directory with name same as hostname is
created inside the custom log directory path wherein new logs will be
stored

XCP CATALOG PATH: Override the setting in xcp.ini. If set, the value
should be in the XCP path format, server:export[:subdirectory].

SECURITY

All the files and directories in the catalog are world readable except
for the index files, which have a ".index" suffix and are located in
subdirectories under the top-level catalog "indexes" directory.
Because each index file is essentially an archive of metadata of an
entire file tree, the catalog should be stored on a NetApp volume with
export permissions matching the the actual sources and targets. Note

that file data is not stored in the index, only metadata.

SUPPORT
https://www.netapp.com/us/contact-us/support.aspx

PN
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xcp show <ip address or host name>

() ° show HEBE NFSv3 EMAMITHLMR IP fikk -
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[root@localhost linux]# ./xcp show <IP address or hostname of NFS

server>

getting pmap dump from <IP address or hostname of NFS server> port
111... getting export list from <IP address or hostname of NFS
server>. ..

sending 3 mounts and 12 nfs requests to <IP address or hostname of NFS

server>...

== RPC Services ==

'<IP address or hostname of NFS server>': UDP rpc services: MNT v1/2/3,
NFS v3, NLM v4, PMAP v2/3/4, STATUS vl

'<IP address or hostname of NFS server>': TCP rpc services: MNT v1/2/3,
NFS v3/4, NLM v4, PMAP v2/3/4, STATUS vl

== NFS Exports == Mounts Errors Server

3 0 <IP address or hostname of NFS server>

Space Files Space Files

Free Free Used Used Export

93.9 MiB 19,886 1.10 MiB 104 <IP address or hostname of NFS
server>:/

9.44 GiB 2.49M 65.7 MiB 276 <IP address or hostname of NFS
server>:/catalog vol

84.9 GiB 22 .4M 593 MiB 115 <IP address or hostname of NFS

server>:/source vol

== Attributes of NFS Exports ==

drwxr-xr-x —--- root root 4KiB 4KiB 6d2h <IP address or hostname of
NFSserver>:/

drwxr-xr-x —--- root root 4KiB 4KiB 6d2h <IP address or hostname of NFS
server>:/catalog vol

drwxr-xr-x —--- root root 4KiB 4KiB 1h30m <IP address or hostname of NFS

server>:/source vol

Xcp command : xcp show <IP address or hostname of NFS server>

0 error

Speed : 3.62 KiB in (17.9 KiB/s), 6.28 KiB out (31.1 KiB/s) Total
Time : Os.

STATUS : PASSED



BB -v

£/ -v 2% show Sp T UEEIER IP Iuts FHHFBRY NFS FRARSIFMEER] o

A3
E=

xcp show -v

=R
NFS license M2 B EE XCP REEH ©

MATIEER 2 2 A1 , AR E THIREER LR EERE /opt /NetApp/xFiles/xcp/ XCP Linux AR ImER
ERBER -

A

xcp license

s

[root@localhost /1# ./xcp license

Licensed to "XXX, NetApp Inc, XXX@netapp.com" until Sun Mar 31 00:00:00
2029 License type: SANDBOX

License status: ACTIVE

Customer name: N/A

Project number: N/A

Offline Host: Yes

Send statistics: No

Host activation date: N/A

License management URL: https://xcp.netapp.com

REEN
fEF update 28 1icense it XCP [EiRESFEENGRITIZIEN TGS ©

=H3
aa/

xcp license update
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[root@localhost /1# ./xcp license update

XCP <version>; (c) yyyy NetApp, Inc.; Licensed to XXX [NetApp Inc]
until Sun Mar 31 00:00:00 yyyy

EXEh
NFS activate fpS EEE) XCP #Z#E o

@ HITULE S 2 R0 , SRFESSE TEHIREERIR HEHRE] opt /NetApp/xFiles/xcp/ XCP Linux
ARimEHE EREER o

A

XCcp activate
FETER

[root@localhost linux]# ./xcp activate

XCP activated

it

XCP NFS scan < EEEIR HEEH0R NFSV EEHMIIE « It OSSR E
B o

NetApp ERISTEIFHIERERR « KR NFS BHEEHRAMERERER o

2F S

== 2

xcp scan <source nfs export path>
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[root@localhost linux]# ./xcp scan <IP address of NFS server>:/

source vol

source vol

source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xXcp scan <IP address of NFS server>:/source vol

TRIIY scan B8R HRA

2%

i -l

4 -q

i - REtER

1#H -csv

e -HTML

FFH -nonames

<<nfs_scan_newid,}## -nevid ; %&#& >
<<nfs_scan_id,}### -id ; catalog_name>
<<nfs_scan_match }7## - fI& ; EfiEss >
<<nfs_scan_fmt 3@ -fmt ; string_expression>

Rt -du

sRER

MRAIREHAE T HAESE o
RETRHIEEYE -

MRS SRSt IR SR T AR EE o
LRS84 5T CSV IEMITIHER o
MRS BT HTML SRR T HAEER -
IEZBEMBE B AEMEHERTE
IEEMRSINB LS o

IS SCRIE AN IR ARSI B B o
EREFSEERGNERMNBR o
EEEFERAEENBER o
WERASEBR (BEFFER) NEHEERE -

81



W

#

<<nfs_scan_md5,}&# -md5 ; string_expression>

<<nfs_scan_depth {#HEE ; n>
<<nfs_scan_dircount,}& -dircount ; n[k]>
FHEEER MR

<<nfs_scan_bs & -BS ; n[k]>

<<nfs_scan_parallel {##F1T ; n>
¥4 -nold

#### -subdir-names

¥R -preserve-atime

&4 -s3.insecure

<<nfs_scan_endpoint,}F# -S3.Endpoint ;
S3 Endpoint URL>

<<nfs_scan_s3_profile,#F -s3.profile ; profile %1%

>

B4 -s3.noverify

@i -l

£ -1 2% scan URBFEHHBRNTIHIERNG S

SEIA

o

Sk
EHEZE_EEY checksum ~ MRS |BHEHTE

checksum (¥8s% : false) ©
IREIESRE o

15 7E BN B SR E R AN ©
EREPESEEERMPRTE®E

15E AGEINE F R HRYEEE / RABRA/ -md5

8 -edupe (FESRME @ 64K) ©
IEELITHREERFNEABE FERE: 7) -
EAMERRS VL FERME | false) ©

HEE R IEE T BRI %TE o

R ERFARERERE ERFRMA o

1RHEEIE « A]1E S3 Bucket @FHER HTTP MIE
HTTPS o

LA S3 Bucket #®:1BY35E URL B EE:%HY Amazon
Web Services (AWS ) IxEL URL o

% AWS REEIEFRIEERR S3 #FREMNNRERE

%% S3 Bucket @:MAY SSL sPs5TERERET ©

xcp scan -1 <ip address or hostname>:/source vol
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root@localhost linux]# ./xcp scan -1 <IP address or hostname of
NFSserver>:/source vol

drwxr-xr-x —--- root root 4KiB 4KiB 6s source vol

drwxr-xr-x --- root root 4KiB 4KiB 42s source vol/USER.1
drwxr-xr-x --- root root 4KiB 4KiB 42s source vol/USER.2
rw-r--r-— -—-- root root 1KiB 4KiB 42s source vol/USER.1/FILE 1
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.1/FILE 2
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.1/FILE 3
rw-r--r-- --- root root 1KiB 4KiB 42ssource vol/USER.1/FILE 4
rw-r--r-- -—-- root root 1KiB 4KiB 42s source vol/USER.1/FILE 5
rw-r--r-— —--- root root 1KiB 4KiB 42s source vol/USER.2/FILE 1
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 5
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 2
rw-r--r-— —-- root root 1KiB 4KiB 42s source vol/USER.2/FILE 3
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 4

Xcp command : xcp scan -1 <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.89 KiB/s), 756 out (989/s)

Total Time : Os.

STATUS : PASSED

&1 -q
M -q 2# scan BIRHERANG S o
E=p

xcp scan —-q <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan —-gq <IP address or hostname of
NFSserver>:/source vol

Xcp command : xcp scan —-gq <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (3.96 KiB/s), 756 out(801/s)

Total Time : Os.

STATUS : PASSED

R -stats - @ -csv F#FH -HTML
{EM -stats s —csv Ml “-html BB scan UBHREEFAHRERAIIBIERENGS o
* IEBETEE -stats G ALEAEAREIENEFEZES - HMRERXBRIEEIE -htnl

‘—cav o UBEAMRIME (CSV) MMEAMRENE - WRESEE » CSV A HTML i
o BEBEEER T o

* XCP #& (.csv » .html) BREFEEZPISENEERAE xcp. ini - BEGREFTERIK
F <catalog path>/catalog/indexes/1/reports ° &R LATEFIE1REBHIER
£"NetApp XCP 1.9.3 2E&k]" o

AEA

xcp scan -stats <ip address>:/source vol
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&

root@clientl linux]# ./xcp scan -stats <ip address>:/fgl

Job ID: Job 2023-11-23 23.23.33.930501 scan
== Maximum Values ==

Size Used Depth File Path Namelen Dirsize
50.4 MiB 50.6 MiB 1 24 20 33

== Average Values ==

Size Depth Namelen Dirsize

15.3 MiB 0 6 33

== Top Space Users ==

root

107 MiB

== Top File Owners ==

root

34

== Top File Extensions ==

.sh .out .py .shl other

8 2 2 1 20

16.0 KiB 3.09 MiB 448 1.48 KiB 502 MiB

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
20 1 2 10

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
76 KiB 12 KiB 5.16 MiB 102 MiB

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
34

== Accessed ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs

<1 hour <15 mins
future

33

505 MiB

== Modified ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs

<1 hour <15 mins
future

16

17

400 MiB 105



MiB

== Changed ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs
<1 hour <15 mins

future

16

17

400 MiB 105

MiB

== Path ==

0-1024 >1024

33

Total count: 34

Directories: 1

Regular files: 33

Symbolic links: None

Special files: None

Hard links: None

Multilink files: None

Space Saved by Hard links (KB): 0

Sparse data: N/A

Dedupe estimate: N/A

Total space for regular files: size: 505 MiB, used: 107 MiB
Total space for symlinks: size: 0, used: O

Total space for directories: size: 8 KiB, used: 8 KiB
Total space used: 107 MiB

Xcp command : xcp scan -stats <ip address>:/fgl
Stats : 34 scanned

Speed : 6.35 KiB in (7.23 KiB/s), 444 out (506/s)
Total Time : Os.

Job ID : Job 2023-11-23 23.23.33.930501 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/

Job 2023-11-23 23.23.33.930501 scan.log

STATUS : PASSED
[root@client 1 linux]#

A

xcp scan -csv <ip address or hostname>:/source vol

86



&

root@localhost linux]# ./xcp scan -csv <IP address or hostname of NFS

server>:/source vol

scan <IP address or hostname of NFS server>:/source vol
options,"{'-csv': True}l"

summary, "13 scanned, 3.73 KiB in (11.3 KiB/s), 756 out (2.23 KiB/s),
O0s."

Maximum Values,Size,Used,Depth,Namelen,Dirsize

Maximum Values,1024,4096,2,10,5

Average Values,Namelen, Size,Depth,Dirsize

Average Values,6,1024,1,4

Top Space Users,root

Top Space Users, 53248

Top File Owners, root

Top File Owners, 13

Top File Extensions,other

Top File Extensions, 10

Number of files,empty,<8KiB, 8-64KiB, 64KiB-1MiB,1-10MiB, 10-

100MiB, >100MiB

Number of files,0,10,0,0,0,0,0

Space used,empty,<8KiB,8-64KiB, 64KiB-1MiB,1-10MiB,10-100MiB,>100MiB
Space used, 0,40960,0,0,0,0,0

Directory entries,empty,1-10,10-100,100-1K, 1K-10K,>10K

Directory entries,0,3,0,0,0,0

Depth,0-5,6-10,11-15,16-20,21-100,>100

Depth,13,0,0,0,0,0

Accessed,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Accessed,0,0,0,0,0,10,0

Modified,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Modified,0,0,0,0,0,10,0

Changed,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Changed, 0,0,0,0,0,10,0

Total count,13

Directories, 3

Regular files, 10

Symbolic links, O

Special files,O

Hard links, O,

multilink files, O,

Space Saved by Hard links (KB),O0
Sparse data,N/A

Dedupe estimate,N/A

Total space for regular files,size,10240,used, 40960
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Total space for symlinks,size,0,used,0

Total space for directories,size,12288,used, 12288

Total space used, 53248

Xcp command : xcp scan -csv <IP address or hostname of NF'S
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (11.2 KiB/s), 756 out (2.22 KiB/s)
Total Time : Os.

STATUS : PASSED

EIA

xcp scan -html <ip address or hostname>:/source vol

e

root@localhost linux]# ./xcp scan -html <IP address or hostname of NFS
server>:/source_vol

<!DOCTYPE html PUBLIC "-//W3C//DTD HTML

4.01//EN""http://www.w3.0rg/TR/html4/strict.dtd">
<html><head>

[redacted HTML contents]

</body></html>

Xcp command : xcp scan —html <IP address or hostname of
NFSserver>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.31 KiB/s), 756 out(873/s)
Total Time : Os.

STATUS : PASSED

[root@localhost source voll#

¥4 -nonames

£ -nonames 2# scan HIEFFENHRETHIFEREMNEHELBN S ©

()  fSEER scan #% -nonames SHIBHAH ERBENEIRAE -1 BE o
RBA

xcp scan —nonames <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan —-nonames <IP address or hostname of
NFS server>:/source vol

source vol

source vol/USER.1

source vol/USER.2

source vol/USER.1/FILE 1

source vol/USER.1/FILE 2

source vol/USER.1/FILE 3

source vol/USER.1/FILE 4

source vol/USER.1/FILE 5

source vol/USER.2/FILE 1

source vol/USER.2/FILE 5

source vol/USER.2/FILE 2

source vol/USER.2/FILE 3

source vol/USER.2/FILE 4

Xcp command : xcp scan -—-nonames <IP address or hostname of
NFSserver>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.66 KiB/s), 756 out(944/s)
Total Time : Os.

STATUS : PASSED

}F1 -newid <name>
fEMA -newid <name> B scan % » AREHNITIREFHEEH RS INB LTS -
85k

xcp scan -newid <name> <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -newid ID001 <IP address or hostname
of NFS server>:/source vol

Xcp command : xcp scan -newid ID001 <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 13.8 KiB in (17.7 KiB/s), 53.1 KiB out (68.0 KiB/s)

Total Time : Os.

STATUS : PASSED

¥B#4 -id <catalog_name>
M -1id B¥ scan A LIEEAIEARNIFHERS I NERGE -
EE

xcp scan -id <catalog name>

]

[root@localhost linux]# ./xcp scan -id 3

xcp: Index: {source: 10.10.1.10:/vol/ex sOl/etc/keymgr, target: None}
keymgr/root/cacert.pem

keymgr/cert/secureadmin.pem

keymgr/key/secureadmin.pem

keymgr/csr/secureadmin.pem

keymgr/root

keymgr/csr

keymgr/key

keymgr/cert

keymgr

9 reviewed, 11.4 KiB in (11.7 KiB/s), 1.33 KiB out (1.37 KiB/s), Os.

R - LE¥T <filter>

fEMA -match <filter> ¥ scan 8% > IaE RRIEARESFETHIERMEE -
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xcp scan -match <filter> <ip address or hostname>:/source vol

mEREf

root@localhost linux]# ./xcp scan -match bin <IP address or hostname of
NFS server>:/source vol

source vol

source vol/USER.1/FILE 1

source vol/USER.1/FILE 2

source vol/USER.1/FILE 3

source vol/USER.1/FILE 4

source vol/USER.1/FILE 5

source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1

source vol/USER.2/FILE 5

source vol/USER.2/FILE 2

source vol/USER.2/FILE 3

source vol/USER.2/FILE 4
Filtered: 0 did not match

Xcp command : xcp scan -match bin <IP address or hostname of
NFSserver>:/source vol

18 scanned, 18 matched, 0 error
Speed : 4.59 KiB in (6.94 KiB/s), 756 out (1.12KiB/s)
Total Time : Os.

STATUS : PASSED

### -fmt <string_expression>
B -tmt B scan LIEERELFTEIEERANERFB R
S

xcp scan -fmt <string expression> <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan —-fmt "'{}, {}, {}, {},
{}'.format (name, x, ctime, atime, mtime)"

<IP address or hostname of NFS server>:/source vol

source vol, <IP address or hostname of NFS server>:/source vol,
1583294484.46, 1583294492.63,

1583294484 .46

ILE 1, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 1, 1583293637.88,
1583293637.83, 1583293637.83

FILE 2, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 2, 1583293637.88,
1583293637.83, 1583293637.84

FILE 3, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 3, 1583293637.88,
1583293637.84, 1583293637.84

FILE 4, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 4, 1583293637.88,
1583293637.84, 1583293637.84

FILE 5, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 5, 1583293637.88,
1583293637.84, 1583293637.84

filel.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/filel.txt, 1583294284.78,
1583294284.78, 1583294284.78

file2.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/file2.txt, 1583294284.78,
1583294284.78, 1583294284.78

logfile.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/logfile.txt,

1583294295.79, 1583294295.79, 1583294295.79

logl.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/logl.txt, 1583294295.8,
1583294295.8, 1583294295.8

rl.txt, <IP address or hostname of NFS server>:/source vol/rl.txt,
1583294484.46, 1583294484.45,

1583294484.45

USER.1, <IP address or hostname of NFS server>:/source vol/USER.1,
1583294295.8, 1583294492.63,

1583294295.8

USER.2, <IP address or hostname of NFS server>:/Source_vol/USER.Z,
1583293637.95, 1583294492.63,

1583293637.95
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FILE 1, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 1, 1583293637.95,
1583293637.94, 1583293637.94

FILE 5, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 5, 1583293637.96,
1583293637.94, 1583293637.94

FILE 2, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 2, 1583293637.96,
1583293637.95, 1583293637.95

FILE 3, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 3, 1583293637.96,
1583293637.95, 1583293637.95

FILE 4, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 4, 1583293637.96,
1583293637.95, 1583293637.96

Xcp command : xcp scan —-fmt '{}, {}, {}, {}, {}'.format (name, x, ctime,
atime, mtime) <IP address

or hostname of NFS server>:/source vol

18 scanned, 0 matched, 0 error

Speed : 4.59 KiB in (4.14 KiB/s), 756 out (683/s)
Total Time : 1s.

STATUS : PASSED

R4 -du
5 -au B8 scan AREHSEESE (QEFER) NWEHEHERNSS o
ik

xcp scan -du <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -du <IP address or hostname of
NFSserver>:/source vol

24KiB source vol/USER.1

24KiB source vol/USER.?2

52KiB source vol

Xcp command : xcp scan —-du <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error

Speed : 4.59 KiB in (12.9 KiB/s), 756 out (2.07KiB/s)
Total Time : Os.

STATUS : PASSED

### -MD5 <string_expression>

B -md5 2% scan S REEEZBEMNRERM - WEEIIZRS

FATAREAR] © TERRMERS false ©
()  BBUTRERERSS ; CRERRRRELBNNERTEE -
mr

xcp scan -md5 <ip address or hostname>:/source vol
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root@localhost linux]# ./xcp scan -md5 <IP address or hostname of
NFSserver>:/source vol

source vol

d47b127bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 1
d47b127bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 2
d47b127bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 3
d47b127bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 4
d47bl27bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 5
d41d8cd98f00b204e9800998ecf8427e source vol/USER.1/filel.txt
d41d8cd98£f00b204e9800998ecf8427e source vol/USER.1/file2.txt
d41d8cd98£f00b204e9800998ecf8427esource vol/USER.1/logfile.txt
d41d8cd98f00b204e9800998ecf8427e source vol/USER.1/logl.txt
e894f234422a92289fb57bc8£f597ffa9 source vol/rl.txt

source vol/USER.1

source vol/USER.?2

d47b127bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 1
d47bl27bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 5
d47b127bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 2
d47b127bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 3
d47bl127bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 4
Xcp command : xcp scan —-mdb <IP address or hostname of NFS
server>:/source vol

18 scanned, 0 matched, 0 error

Speed : 16.0 KiB in (34.5 KiB/s), 2.29 KiB out (4.92 KiB/s)
Total Time : Os.

STATUS : PASSED

fRiERE <n>

£/ -depth <n> 2% scan ANRREIFHIESRENR S  © -depth <n> BFIETE XCP AJ LURHIEZRER
FEBERE © I ~ MRISEHF 2 ~ B XCP R GinHaimEF BBk

E=p

xcp scan -depth <n> <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan —-depth 2 <IP address or hostname of
NFS server>:/source vol

source vol

source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan -depth 2 <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (6.94 KiB/s), 756 out (1.12KiB/s)
Total Time : Os.

STATUS : PASSED

#B# -dircount <n[k]>
A -dircount <n[k]> B# scan ARIEEERHTENERRNERKDNEGRS © FHRES 64k ©
i

xcp scan -dircount <n[k]> <ip address or hostname>:/source vol
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[root@localhost
hostname of NFS

source vol

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

linux]# ./xcp scan -dircount 64k <IP address or

server>:/source vol

1/FILE 1
1/FILE_2
1/FILE 3
1/FILE 4
1/FILE_5S
1/filel.txt
1/file2.txt
1/logfile.txt
1/1logl.txt

source vol/rl.txt

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

R EEERMIER

M -edupe 2 scan FERE LI FRTALAA RS Y

®

=R
CI=

1
2
2/FILE 1
2/FILE 5

P
Ap

PAN
~

o

Simple Storage Service (S3) AXZBHERIEE o FIE -
scan -edupe BoHEERNE M o

sAne S3 HFERIEEAHBREM

xcp scan -edupe <ip address or hostname>:/source vol
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root@localhost linux]# ./xcp scan —-edupe <IP address or hostname of

NFSserver>:/source vol

== Maximum Values ==

Size Used Depth Namelen Dirsize
1 KiB 4 KiB 2 11 9

== Average Values ==
Namelen Size Depth Dirsize
6 682 1 5

== Top Space Users ==

root

52 KiB

== Top File Owners ==

root

18

== Top File Extensions ==
.txt other

5 10

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

4 11
== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

40 KiB

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
3

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100

18

== Accessed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour
4

<15 mins

11

future

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future

15
== Changed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future

15
Total count: 18
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Directories: 3

Regular files: 15

Symbolic links: None

Special files: None

Hard links: None,

multilink files: None,

Space Saved by Hard links (KB): 0

Sparse data: None

Dedupe estimate: N/A

Total space for regular files: size: 10.0 KiB, used: 40 KiB
Total space for symlinks: size: 0, used: O

Total space for directories: size: 12 KiB, used: 12 KiB
Total space used: 52 KiB

Xcp command : xcp scan —-edupe <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error

Speed : 16.0 KiB in (52.7 KiB/s), 2.29 KiB out (7.52 KiB/s)
Total Time : Os.

STATUS : PASSED

714 -BS <n[k]>

B -bs <n[k]> 8% scan IEEEBBERKX/NNHL - SEANEAEBINER R -nd5 3 —edupe 8
) o FEREBIRA/NA 64k o

1]

EIA

xcp scan -bs <n[k]> <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -bs 32 <IP address or hostname of
NFS server>:/source vol

source vol

source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan -bs 32 <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (19.0 KiB/s), 756 out (3.06KiB/s)
Total Time : Os.

STATUS : PASSED

R FIT <n>
R -parallel 8% scan MLLUIEE LTI RN EIEREFNEAEE - FEREA T ©
Bk

xcp scan -parallel <n> <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -parallel 5 <IP address or hostname
of NFS server>:/source vol

source vol

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan -parallel 5 <IP address or hostname of NFS
server>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (7.36 KiB/s), 756 out (1.19 KiB/s)
Total Time : Os.

STATUS : PASSED

}&H -nold
fEF -noId 8% scan MLLUERETERZFRS VR - FEREAR ©
EE

xcp scan -nold <ip address or hostname>:/source vol
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[root@localhost

server>:/source

source vol

source vol/USER

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

linux]# ./xcp scan -nold <IP address or hostname of NFS
vol

.1/FILE 1
1/FILE_2
1/FILE_3
1/FILE 4
1/FILE_5S
1/filel.txt
1/file2.txt
1/logfile.txt
1/1logl.txt

source vol/rl.txt

source vol/USER.
source vol/USER.

source vol/USER
source vol/USER
source vol/USER
source vol/USER
source vol/USER

1

2

.2/FILE 1
.2/FILE 5
.2/FILE_ 2
.2/FILE 3
.2/FILE 4

Xcp command : xcp scan -nold <IP address or hostname of

NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (5.84 KiB/s), 756 out (963/s)
Total Time : Os.

STATUS : PASSED

}#144 -subdir-names

fEH -subdir-names 28 scan AR BT IERE FHIRFABIHRS ©

A

xcp scan -subdir-names <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -subdir-names <IP address or
hostname of NFS server>:/source_vol

source vol

Xcp command : xcp scan -subdir-names <IP address or hostname of NFS
server>:/source vol

7 scanned, 0 matched, 0 error

Speed : 1.30 KiB in (1.21 KiB/s), 444 out (414/s)

Total Time : 1s.

STATUS : PASSED

#3#4 -preserve-atime

£ -preserve-atime 2% scan L HFIBERERENRFE L EXERNBEA -

FFia NFS HAR - IRFEFRALRTEAENGENRFEERE « B SESUIERMNZFEERE - XCP A EREE
FHNEFRE] o XCP X —:BEER - SR FERBINER © o -preserve-atime EEEHFIEFHERA
XCP BEEXEZ AR ERRIAE

A

XCcp scan -preserve-atime <ip address or hostname>:/source vol
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[root@client 1 linux]# ./xcp scan -preserve-atime
101.10.10.10:/source_vol

xcp: Job ID: Job 2022-06-30 14.14.15.334173 scan
source vol/USER2/DIR1 4/FILE DIR1 4 1024 1
source vol/USER2/DIR1 4/FILE DIR1 4 13926 4
source vol/USER2/DIR1 4/FILE DIR1 4 65536 2
source vol/USER2/DIR1 4/FILE DIR1 4 7475 3
source vol/USER2/DIR1 4/FILE DIR1 4 20377 5
source vol/USER2/DIR1 4/FILE DIR1 4 26828 6
source vol/USER2/DIRl 4/FILE DIR1 4 33279 7
source vol/USER2/DIR1 4/FILE DIR1 4 39730 8
source vol/USERL

source vol/USER2
source_vol/USER1/FILE_USER1_1024_1

source vol/USER1/FILE USER1 65536 2

source vol/USERL1/FILE USER1 7475 3

source vol/USER1/FILE USER1 13926 4

source vol/USER1/FILE USER1 20377 5

source vol/USER1/FILE USER1 26828 6

source vol/USER1/FILE USER1 33279 7

source vol/USER1/FILE USER1 39730 8

source vol/USER1/DIR1 2

source vol/USER1/DIR1 3

source vol/USER2/FILE USER2 1024 1

source vol/USER2/FILE USER2 65536 2

source vol/USER2/FILE USER2 7475 3

source vol/USER2/FILE USER2 13926 4

source vol/USER2/FILE _USER2 20377 5

source vol/USER2/FILE USER2 26828 6

source vol/USER2/FILE USER2 33279 7

source vol/USER2/FILE_USER2 39730 8

source vol/USER2/DIR1 3

source vol/USER2/DIR1 4

source vol/USER1/DIR1 2/FILE DIR1 2 1024 1
source vol/USER1/DIR1 2/FILE DIR1 2 7475 3
source vol/USER1/DIRl 2/FILE DIRl 2 33279 7
source vol/USER1/DIR1 2/FILE DIR1 2 26828 6
source vol/USER1/DIR1 2/FILE DIR1l 2 65536 2
source vol/USER1/DIR1 2/FILE DIR1 2 39730 8
source vol/USER1/DIR1 2/FILE DIR1 2 13926 4
source vol/USER1/DIR1 2/FILE DIR1 2 20377 5
source vol/USER1/DIR1 3/FILE DIR1 3 1024 1
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source vol/USER1/DIR1 3/FILE DIR1 3 7475 3
source vol/USER1/DIR1 3/FILE DIR1 3 65536 2
source vol/USER1/DIR1 3/FILE DIR1 3 13926 4
source vol/USER1/DIR1 3/FILE DIR1 3 20377 5
source vol/USER1/DIR1 3/FILE DIR1 3 26828 6
source vol/USER1/DIR1 3/FILE DIR1 3 33279 7
source vol/USER1/DIR1 3/FILE DIR1 3 39730 8
source vol/USER2/DIR1 3/FILE DIR1 3 1024 1
source vol/USER2/DIR1 3/FILE DIR1 3 65536 2
source vol/USER2/DIR1 3/FILE DIR1 3 7475 3
source vol/USER2/DIR1 3/FILE DIR1 3 13926 4
source vol/USER2/DIR1 3/FILE DIR1 3 20377 5
source vol/USER2/DIR1 3/FILE DIR1 3 26828 6
source vol/USER2/DIR1 3/FILE DIR1 3 33279 7
source vol/USER2/DIR1 3/FILE DIR1 3 39730 8

source vol

Xcp command : xcp scan -preserve-atime 101.10.10.10:/source vol

Stats : 55 scanned

Speed : 14.1 KiB in (21.2 KiB/s), 2.33 KiB out

Total Time : Os.

Job ID : Job 2022-06-30 14.14.15.334173 scan
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

30 14.14.15.334173 scan.log
STATUS : PASSED

}#1H -s3.insecure

f#H -s3.insecure 8% scan (< ER HTTP B HTTPS %17 S3 #F&&E:

EIA

xcp scan -s3.insecure s3://<bucket name>

(3.51 KiB/s)
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[root@clientl linux]# ./xcp scan -s3.insecure s3://bucketl

Job ID: Job 2023-06-08 08.16.31.345201 scan
file5g 1

USER1/FILE _USER1 1024 1

USER1/FILE USER1 1024 2

USER1/FILE USER1 1024 3

USER1/FILE USER1 1024 4

USER1/FILE USER1 1024 5

Xcp command : xcp scan -s3.insecure s3:// -bucketl
Stats : 8 scanned, 6 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 2s.

Job ID : Job 2023-06-08 08.16.31.345201 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.16.31.345201 scan.log

STATUS : PASSED

%1 -S3.Endpoint <s3_endpoint_url>

8 -s3.endpoint <s3 endpoint url> 2% scan fFTLIEEN URL BVLTEER AWS imgs URL ~ LUE
17 S3 BPREi@sN ©

EIA

xcp scan -s3.endpoint https://<endpoint url>: s3://<bucket name>

106



&

[root@clientl linux]# ./xcp scan -s3.endpoint https://<endpoint url>:
s3://xcp-testing

Job ID: Job 2023-06-13 11.23.06.029137 scan

aws files/USER1/FILE USER1 1024 1

aws files/USER1/FILE USER1 1024 2

aws files/USER1/FILE USER1 1024 3

aws files/USER1/FILE USER1 1024 4

aws _files/USER1/FILE USERL 1024 5

Xcp command : xcp scan -s3.endpoint https://<endpoint url>: s3://xcp-
testing

Stats : 8 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2023-06-13 11.23.06.029137 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
13 11.23.06.029137 scan.log

STATUS : PASSED

f7#4 -s3.profile <name>
i s3.profile 2% scan @< {1 AWS PBIERPIEEAN S3 MEEEMNAVRERE °
BE

xcp scan -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>
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[root@clientl linux]# ./xcp scan -s3.profile sg -s3.endpoint

https://<endpoint url>:
s3://bucketl

Job ID: Job 2023-06-08 08.47.11.963479 scan
1 scanned, 0 in (0/s), 0 out (0/s), 5s
USERL/FILE USER1 1024 1

USERL/FILE USER1 1024 2

USER1/FILE_USER1 1024 3

USERL/FILE USER1 1024 4

USERL/FILE USER1 1024 5

Xcp command : xcp scan -s3.profile sg -s3.endpoint

https://<endpoint url>: s3://bucketl
Stats : 7 scanned, 5 s3.objects
Speed : 0 in (0/s), 0 out (0/s)
Total Time : 6s.

Job ID : Job 2023-06-08 08.47.11.963479 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 08.47.11.963479 scan.log
STATUS : PASSED
[root@clientl linux]#

###4 -s3.noverify

{#H -s3.noverify 8% scan ANEE S3 #FEENZ SSL /&

A

xcp scan -s3.noverify s3://<bucket name>
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root@clientl linux]# ./xcp scan -s3.noverify s3:// bucketl

Job ID: Job 2023-06-13 11.00.59.742237 scan

aws files/USER1/FILE USER1 1024 1
aws_files/USER1/FILE USER1 1024 2
aws_files/USER1/FILE USER1 1024 3

aws files/USER1/FILE USER1 1024 4
aws_files/USER1/FILE USER1 1024 5

Xcp command : xcp scan -s3.noverify s3://bucketl
Stats : 8 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 2s.

Job ID : Job 2023-06-13 11.00.59.742237 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
13 11.00.59.742237 scan.log

STATUS : PASSED

I
XCP NFS copy fi< 2R ERIRE 4G ~ Wi EEREEHaVt NFSv3 BB ©

° copy BRYRERIKIFM BB EMAEY - FENERIERE  REE - BENCBREFAENZRT
EERIFRGRRE

* PITPEERECERIE(UNY /opt /NetApp/xFiles/xcp/xcp. log ILEEERIRE o BlITEE
@ weZ%E ~ BRI gHIREMEER o

* MNRKIFEA 7-Mode R4t ~ BRI LUER Snapshot A EA IR © B0 -

<ip address>:/vol/ex s01/.snapshot/<snapshot name>

R
E=

xcp copy <source nfs export path> <destination nfs export path>
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root@localhost linux]# ./xcp copy <IP address of NFS
server>:/source vol < IP address of
destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname copy 2020-03-

03 23.46.33.153705

Xcp command : xcp copy <IP address of NFS server>:/source vol <IP
address of destination NFS

server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (51.2 KiB/s), 81.2 KiB out (107KiB/s)

Total Time : Os.

STATUS : PASSED

TRINIE copy BB HRA ©

2 s A

BEH - IFTE AR B EMIRE PHPREAEM B4 TE -
<<copy_match & - {5 ; EhiEss > ERIERT S EEIRMREENB R
<<copy_md5,# 8! -md5 ; string_expression> TEHEZE L EX checksum ~ MiEEII RGBT

<<copy_dircount, % -dircount ; n[k]>

checksum (F85% : false) o

1R TE AN B BRI E KK/ o

o

BREEE MR EHREPESIEEERMPRTEME o

<<copy_bs, &% -BS ; n[k]> IEEERERA/N (FERE : 64K) ©

<<copy_parallel 8T ; n> IBEMTIREEEFNRABE FERE: 7)

B - (R - atime 1 RIR LA IERERE ERFERIEER -

83 -s3.insecure $2{IH%EIA 7 S3 Bucket ESAER HTTP M3k
HTTPS ©

<<copy_s3_endpoint,#3¢ -S3.Endpoint ; LA S3 Bucket @AVIEE URL B ETELHY Amazon

S3_Endpoint URL> Web Services (AWS ) ixE5 URL o

<<copy_s3_profile,#8%! -s3.profile ; profile_name>

# R -s3.noverify £ % S3 Bucket #51HY SSL sR:ETERR T ©

B - JFiE
£ -nonames 2# copy B BENHRE THIFEREMEHELEN S ©
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xcp copy -—nonames <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol

mEEE

[root@localhost linux]# ./xcp copy —-nonames <IP address or hostname of
NFS server>:/source vol <IP

address of destination NFS server>:/dest_vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname copy 2020-03-

03 23.48.48.147261

Xcp command : xcp copy —-nonames <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (53.5 KiB/s), 81.3 KiB out (112 KiB/s)
Total Time : Os.

STATUS : PASSED

BE - LEE <filter>
fEMA -match <filter> 2% copy % ° I RERIEEEHESFBARTHERNBEH o

A

xcp copy -match <filter> <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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[root@localhost linux]# ./xcp copy -match bin <IP address or hostname
of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

04 00.00.07.125990

Xcp command : xcp copy -match bin <IP address or hostname of NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

18 scanned, 18 matched, 17 copied, 0 error

Speed : 39.1 KiB in (52.6 KiB/s), 81.7 KiB out (110 KiB/s)

Total Time : Os.

STATUS : PASSED

#£8! -MD5 <string_expression>

fEMA -md5 2 copy MLRELEFFENREEM « WERITRS|KH#FREEN o FARERS false ©

=P

xcp copy -md5 <source ip address or hostname>:/source vol

<destination ip address or hostname>:/dest vol

T
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[root@localhost linux]# ./xcp copy -md5 <IP address or hostname of NFS
server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.47.41.137615

Xcp command : xcp copy -mdb <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (52.1 KiB/s), 81.3 KiB out (109 KiB/s)

Total Time : Os.

STATUS : PASSED



Copy -dircount <n[k]>
M -dircount <n[k]> 8% copy ANIEERENBERFNERK/ NS o TARES 64k ©
A

xcp copy -dircount <n[k]> <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol

FETEER

[root@localhost linux]# ./xcp copy -dircount 32k <IP address or
hostname of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.58.01.094460

Xcp command : xcp copy -dircount 32k <IP address or hostname of NFS
server>:/source vol <IP

address of destination NFS server >:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (56.7 KiB/s), 81.6 KiB out (119 KiB/s)

Total Time : Os.

STATUS : PASSED

BRI
278 -edupe ¥ copy HERERMMIRTEEMARERIHS -

@ Simple Storage Service (S3) FXZIEEHHIEEE ° ALt ~ 35i¢ S3 FEEIEEANBZRBEM
copy -edupe BRFERERNE ME) o

=P

xcp copy -edupe <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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[root@localhost linux]# ./xcp copy —-edupe <IP address or hostname of
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.48.10.436325

== Maximum Values ==

Size Used Depth Namelen Dirsize

1 KiB 4 KiB 2 11 9

== Average Values ==

Namelen Size Depth Dirsize

6 682 1 5

== Top Space Users ==

root

52 KiB

== Top File Owners ==

root

18

== Top File Extensions ==

.txt other

5 10

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
4 11

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
40 KiB

== Directory entries ==

empty 1-10

3

10-100 100-1K 1K-10K >10K

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
18

== Accessed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
4 11

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
10 5

== Changed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future



10 5

Total count: 18

Directories: 3

Regular files: 15

Symbolic links: None

Special files: None

Hard links: None,

multilink files: None,

Space Saved by Hard links (KB): 0

Sparse data: None

Dedupe estimate: N/A

Total space for regular files: size: 10.0 KiB, used: 40 KiB
Total space for symlinks: size: 0, used: 0

Total space for directories: size: 12 KiB, used: 12 KiB
Total space used: 52 KiB

Xcp command : xXcp copy -—-edupe <IP address or hostname of NFS
server>:/source vol <destination NFS

export path>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (36.7 KiB/s), 81.3 KiB out (76.7 KiB/s)
Total Time : 1s.

STATUS : PASSED

Copy -BS <n[k]>

fEMA -bs <n[k]> 2% copy IEEBREIRA/NRIE S - FRREIRA/NA 64k ©

AEA

xcp copy —bs <n[k]> <ip address or hostname>:/source vol

<destination ip address or hostname>:/dest vol
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[root@localhost linux]# ./xcp copy -bs 32k <IP address or hostname of
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.57.04.742145

Xcp command : xcp copy —-bs 32k <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (115 KiB/s), 81.6 KiB out (241 KiB/s)
Total Time : Os.

STATUS : PASSED

BT <n>

M -parallel <n>2¥ copy BFTLUIEELITIHREIEREFNRAHKE - ERERT7 °

=P

xcp copy -parallel <n> <ip address or hostname>:/source vol

destination ip address or hostname:/<dest vol>

T
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[root@localhost linux]# ./xcp copy -parallel 4 <IP address or hostname
of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.59.41.477783

Xcp command : xcp copy -parallel 4 <IP address or hostname of NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (35.6 KiB/s), 81.6 KiB out (74.4 KiB/s)

Total Time : 1s.

STATUS : PASSED



EH - Y - atime

A -preserve-atime 8 copy MLHMARIZEERERIF L ERFIHBEE o
° -preserve-atime BEIEBGRFIRMER% XCP BEUEE Z AR ENFRIAE
wt

XCp copy -preserve-atime <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol

mETEEf

[root@clientl linux]# ./xcp copy -preserve-atime
101.10.10.10:/source vol 10.102.102.10:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
XCP copy 2022-06-

30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-
30 14.22.53.742272_ copy

Xcp command : xcp copy -preserve-atime 101.10.10.10:/source vol
10.102.102.10:/dest_vol

Stats : 55 scanned, 54 copied, 55 indexed

Speed : 1.26 MiB in (852 KiB/s), 1.32 MiB out (896 KiB/s)

Total Time : 1s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.22.53.742272 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2022-06-
30 14.22.53.742272 2022-06-

30 14.22.53.742272 copy.log

STATUS : PASSED

[root@clientl linux]#

#£5! -s3.insecure
fEF -s3.insecure 8% copy ML EA HTTP BT HTTPS #17 S3 f#F&E&E ©

=R
CI=

xcp copy -s3.insecure s3://<bucket name>
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[root@clientl linux]# ./xXcp copy —-s3.insecure hdfs:///user/test
s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

08 09.01.47.581599

Job ID: Job XCP copy 2023-06-08 09.01.47.581599 copy

Xcp command : Xcp copy -s3.insecure hdfs:///user/test s3://bucketl
Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.86 KiB/s), 83.3 KiB out (22.9 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-08 09.01.47.581599

Job ID : Job XCP copy 2023-06-08 09.01.47.581599 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-

08 09.01.47.581599 copy.log

STATUS : PASSED

[rootQclientl linux]# ./xcp copy -s3.insecure hdfs:///user/demo
s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP copy 2023-06-

08 09.15.58.807485

Job ID: Job XCP copy 2023-06-08 09.15.58.807485 copy

Xcp command : XCp copy -s3.insecure hdfs:///user/demo s3://bucketl
Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 10.4 KiB in (3.60 KiB/s), 85.3 KiB out (29.6 KiB/s)

Total Time : 2s.

Migration ID: XCP copy 2023-06-08 09.15.58.807485

Job ID : Job XCP copy 2023-06-08 09.15.58.807485 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

08 09.15.58.807485 copy.log

STATUS : PASSED

copy -s3.Endpoint <s3_endpoint_url>

£/ -s3.endpoint <s3 endpoint url> 2% copy FTUIEEN URL BXXTEE AWS imEhk URL ~ LUE

17 S3 BTRRi@aN o
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xcp copy -s3.endpoint https://<endpoint url>: s3://<bucket name>
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root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/test
s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:
XCP copy 2023-06-

13 11.20.32.571348

Job ID: Job XCP copy 2023-06-13 11.20.32.571348 copy

Xcp command : xcp copy -s3.endpoint https://<endpoint url>
hdfs:///user/test s3://xcp-testing

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.77 KiB/s), 83.6 KiB out (21.8 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-13 11.20.32.571348

Job ID : Job XCP copy 2023-06-13 11.20.32.571348 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-

13 11.20.32.571348 copy.log

STATUS : PASSED

[root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo

s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 11.40.26.913130

Job ID: Job XCP copy 2023-06-13 11.40.26.913130 copy

15,009 scanned, 1,462 copied, 9 indexed, 1.46 MiB s3.data.uploaded,
1,491

s3.copied.single.key.file, 1,491 s3.copied.file, 4.58 MiB in (933
KiB/s), 1.72 MiB out (350

KiB/s), b5s

15,009 scanned, 4,283 copied, 9 indexed, 4.20 MiB s3.data.uploaded,
4,302

s3.copied.single.key.file, 4,302 s3.copied.file, 7.70 MiB in (629
KiB/s), 4.85 MiB out (632

KiB/s), 10s

15,009 scanned, 7,323 copied, 9 indexed, 7.17 MiB s3.data.uploaded,
7,343

s3.copied.single.key.file, 7,343 s3.copied.file, 11.0 MiB in (672
KiB/s), 8.24 MiB out (681

KiB/s), 15s

15,009 scanned, 10,427 copied, 9 indexed, 10.2 MiB s3.data.uploaded,
10,439



s3.copied.single.key.file, 10,439 s3.copied.file, 14.5 MiB in (690

KiB/s), 11.7 MiB out (695
KiB/s), 20s

15,009 scanned, 13,445 copied, 9 indexed, 13.1 MiB s3.data.uploaded,

13,454

s3.copied.single.key.file, 13,454 s3.copied.file, 17.8 MiB in (676

KiB/s), 15.0 MiB out (682

KiB/s), 25s

Xcp command : xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo s3://xcp-testing

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (712 KiB/s), 17.1 MiB out (635 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.40.26.913130

Job ID : Job XCP copy 2023-06-13 11.40.26.913130 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-
13 11.40.26.913130 copy.log

STATUS : PASSED

#E8 -s3.profile <name>

M s3.profile 2 copy #% * 1t AWS STBERFIEEAN S3 FFEEMAIRERE -

SEIA

xcp copy -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>

121



&

122

root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/test
s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:
XCP copy 2023-06-

13 11.20.32.571348

Job ID: Job XCP copy 2023-06-13 11.20.32.571348 copy

Xcp command : xcp copy -s3.endpoint https://<endpoint url>
hdfs:///user/test s3://xcp-testing

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.77 KiB/s), 83.6 KiB out (21.8 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-13 11.20.32.571348

Job ID : Job XCP copy 2023-06-13 11.20.32.571348 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-

13 11.20.32.571348 copy.log

STATUS : PASSED

[root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo

s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 11.40.26.913130

Job ID: Job XCP copy 2023-06-13 11.40.26.913130 copy

15,009 scanned, 1,462 copied, 9 indexed, 1.46 MiB s3.data.uploaded,
1,491

s3.copied.single.key.file, 1,491 s3.copied.file, 4.58 MiB in (933
KiB/s), 1.72 MiB out (350

KiB/s), b5s

15,009 scanned, 4,283 copied, 9 indexed, 4.20 MiB s3.data.uploaded,
4,302

s3.copied.single.key.file, 4,302 s3.copied.file, 7.70 MiB in (629
KiB/s), 4.85 MiB out (632

KiB/s), 10s

15,009 scanned, 7,323 copied, 9 indexed, 7.17 MiB s3.data.uploaded,
7,343

s3.copied.single.key.file, 7,343 s3.copied.file, 11.0 MiB in (672
KiB/s), 8.24 MiB out (681

KiB/s), 15s

15,009 scanned, 10,427 copied, 9 indexed, 10.2 MiB s3.data.uploaded,
10,439



s3.copied.single.key.file, 10,439 s3.copied.file, 14.5 MiB in (690
KiB/s), 11.7 MiB out (695

KiB/s), 20s

15,009 scanned, 13,445 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,454

s3.copied.single.key.file, 13,454 s3.copied.file, 17.8 MiB in (676
KiB/s), 15.0 MiB out (682

KiB/s), 25s

Xcp command : xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo s3://xcp-testing

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (712 KiB/s), 17.1 MiB out (635 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.40.26.913130

Job ID : Job XCP copy 2023-06-13 11.40.26.913130 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

13 11.40.26.913130 copy.log

STATUS : PASSED

E8 -s3.noverify
M -s3.noverify 8% copy AANER S3 #FEEMNZ SSL /EETEREIENHS ©
BB

xcp copy -s3.noverify s3://<bucket name>
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[root@clientl linux]# ./xcp copy -s3.noverify hdfs://user/test s3://
bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 10.57.41.994969

Job ID: Job XCP copy 2023-06-13 10.57.41.994969 copy

Xcp command : xXcp copy -s3.noverify hdfs://user/test s3://bucketl
Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (2.36 KiB/s), 83.3 KiB out (29.0 KiB/s)

Total Time : 2s.

Migration ID: XCP copy 2023-06-13 10.57.41.994969

Job ID : Job XCP copy 2023-06-13 10.57.41.994969 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 10.57.41.994969 copy.log

STATUS : PASSED

./xcp copy -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url>: hdfs:///user/demo s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 11.26.56.143287

Job ID: Job XCP copy 2023-06-13 11.26.56.143287 copy

1 scanned, 9.95 KiB in (1.99 KiB/s), 12.9 KiB out (2.58 KiB/s), 5s
15,009 scanned, 1,555 copied, 9 indexed, 1.54 MiB s3.data.uploaded,
1,572

s3.copied.single.key.file, 1,572 s3.copied.file, 4.68 MiB in (951
KiB/s), 1.81 MiB out (365

KiB/s), 10s

15,009 scanned, 4,546 copied, 9 indexed, 4.46 MiB s3.data.uploaded,
4,572

s3.copied.single.key.file, 4,572 s3.copied.file, 7.95 MiB in (660
KiB/s), 5.15 MiB out (674

KiB/s), 15s

15,009 scanned, 7,702 copied, 9 indexed, 7.53 MiB s3.data.uploaded,
7,710

s3.copied.single.key.file, 7,710 s3.copied.file, 11.5 MiB in (710
KiB/s), 8.65 MiB out (707

KiB/s), 20s

15,009 scanned, 10,653 copied, 9 indexed, 10.4 MiB s3.data.uploaded,
10, 669

s3.copied.single.key.file, 10,669 s3.copied.file, 14.7 MiB in (661
KiB/s), 11.9 MiB out (670
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KiB/s), 25s

15,009 scanned, 13,422 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,428

s3.copied.single.key.file, 13,428 s3.copied.file, 17.8 MiB in (627
KiB/s), 15.0 MiB out (627

KiB/s), 30s

Xcp command : xcp copy —-s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url>: hdfs:///user/demo s3://bucketl

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (609 KiB/s), 17.1 MiB out (543 KiB/s)

Total Time : 32s.

Migration ID: XCP copy 2023-06-13 11.26.56.143287

Job ID : Job XCP copy 2023-06-13 11.26.56.143287 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-

13 11.26.56.143287 copy.log

STATUS : PASSED

kg
1218 XCP BYRPA ~ 2HAHMEH| sync 859 ~ BIEAFRFHIT sync S <L AHEECHER dry

run ZIH o

Cikg

XCP NFS sync @32 ZfEABHR5 IR HRBBE TR ERFERNRIRRIBHEIIR NFS BErrVEBMEDN o 2K
REVEREFEERTERERRRLE - ATFREZR « ERBRRSIRERG LIRS IRIRIA -

() RS2 - R B R aBEREIE i NFSV3 Bt o

=h3;
=T=17

xcp sync -id <catalog name>

@ °© -id <catalog name> BYBMNER sync BT °
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[root@localhost linux]# ./xcp sync -id autoname copy 2020-03-
04 01.10.22.338436

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : Xcp sync -id autoname copy 2020-03-04 01.10.22.338436

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 26.4 KiB in (27.6 KiB/s), 22.7 KiB out (23.7 KiB/s)

Total Time : Os.

STATUS : PASSED

TRIIE sync BERHRA o

2 s A

<<sync_id,[E% -id ; catalog_name> EE?&%?’EZK??W\JE%’Z%*% o BRIMNESH sync
B o

[E]2F -nonames AERBEMBRE PHPREAEN B4 LTE -

<<sync_bs,[A% -BS ; n[k]> IEEEREIRA/N (FARME © 64K) ©

<<sync_dircount,[E# -dircount ; n[k]> e BN B R E R KN ©

<<sync_parallel,[A -parallel ; n> FEEMATH R ERIEREFNRAHE FERE: 7) ©

[E#5 -preserve-atime RRELHNFEEREREE EXEFRIEE -

[@F -nonames

£ -nonames 2# sync IHEFFENHRETHIREREMNEHELEN®H L ©

EA

xcp sync -id <catalog name> -nonames
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[root@localhost linux]# ./xcp sync —-id ID001 -nonames

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -nonames

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 26.4 KiB in (22.2 KiB/s), 22.3 KiB out (18.8 KiB/s)

Total Time : 1s.

STATUS : PASSED

[E% -BS <n[k]>
€M -bs <n[k]> 2 sync {EERRERA/NHIGL o FERERA/NE 64k ©
AEIA

xcp sync -id <catalog name> -bs <n[k]>

e

[root@localhost linux]# ./xcp sync -id ID001 -bs 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -bs 32k

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 25.3 KiB in (20.4 KiB/s), 21.0 KiB out (16.9 KiB/s)

Total Time : 1s.

STATUS : PASSED

[ -dircount <n[k]>
£ -dircount <n[k]>2# sync ARIEEEIN B RRNERK/NIGRS o THRES 64k ©
%

xcp sync -id <catalog name> -dircount <n[k]>
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[root@localhost linux]# ./xcp sync -id ID001 -dircount 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -dircount 32k

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 25.3 KiB in (27.8 KiB/s), 21.0 KiB out (23.0 KiB/s)

Total Time : Os.

STATUS : PASSED

A% - F45
£/ -parallel B# sync LLUEEMITII N RIERFNRAKE - TAREA 7 ©
B

xcp sync -id <catalog name> -parallel <n>

e

[root@localhost linux]# ./xcp sync -id ID001 -parallel 4

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -parallel 4

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 25.3 KiB in (20.6 KiB/s), 21.0 KiB out (17.1 KiB/s)

Total Time : 1s.

STATUS : PASSED

-preserve-atime

M -preserve-atime 8% sync S LRAABRBRERERF L LREFRVEH]

o -preserve-atime HIEGFERRIERA XCP BRFEZAIRENRIBE °
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XCp sync -preserve-atime -id <catalog name>
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[root@client-1 linux]# ./xcp sync -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync

xcp: Index: {source: 101.10.10.10:/source vol, target:
10.201.201.20:/dest_vol}

xcp: diff 'XCP copy 2022-06-30 14.22.53.742272': 55 reviewed, 55
checked at source, 1 modification,

54 reindexed, 23.3 KiB in (15.7 KiB/s), 25.1 KiB out (16.9 KiB/s), 1s.
xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': Starting search pass
for 1 modified directory...

xcp: find changes: 55 reviewed, 55 checked at source, 1 modification,
55 re-reviewed, 54 reindexed,

28.0 KiB in (18.4 KiB/s), 25.3 KiB out (16.6 KiB/s), 1s.

xcp: sync phase 2: Rereading the 1 modified directory...

xcp: sync phase 2: 55 reviewed, 55 checked at source, 1 modification,
55 re-reviewed, 1 new dir, 54

reindexed, 29.2 KiB in (19.0 KiB/s), 25.6 KiB out (16.7 KiB/s), 1s.
xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': Deep scanning the 1
modified directory...

xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': 58 scanned, 55 copied,
56 indexed, 55 reviewed, 55

checked at source, 1 modification, 55 re-reviewed, 1 new dir, 54
reindexed, 1.28 MiB in (739

KiB/s), 1.27 MiB out (732 KiB/s), 1s.

Xcp command : XCp sync -preserve-atime -id XCP_ copy 2022-06-

30 14.22.53.742272

Stats : 58 scanned, 55 copied, 56 indexed, 55 reviewed, 55 checked at
source, 1 modification,

55 re-reviewed, 1 new dir, 54 reindexed

Speed : 1.29 MiB in (718 KiB/s), 1.35 MiB out (755 KiB/s)

Total Time : 1s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2022-06-

30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync.log

STATUS : PASSED



B2 =k

° sync 83 % dry-run BEEEEREREERNTABERRSIHER - SHERR NFS BERFIMEBVEEEN -

e &R B E—RERFEZR « #itE - BE) - MFHENRIERMEE - s TREKFEE « B

FrERHEREER -
EIA

xcp sync dry-run -id <catalog name>

@ °© -id <catalog name> ZHUEVEDN sync dry-run SIS o

mEEf

[root@localhost linux]# ./xcp sync dry-run -id IDO0O1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of
destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID0O01

0 matched, 0 error

Speed : 15.2 KiB in (46.5 KiB/s), 5.48 KiB out (16.7 KiB/s)

Total Time : Os.
STATUS : PASSED

TRIIH sync dry-run 28U%EHRRA o

2% sRPA

<<sync_dry_run_id,FI#/&EE -id ; catalog_name> ISELFIELRS|IHNBEHRELTE -  ERIMVEZRH sync
W o

Bz - it ER HESCAN B RAITRERE - LREFMEAS
2% o

B EZH - | HIENEAEAE R B ERAVEFAAE R o

[B:7&& -nonames RIERREN RS PHREREMEFERE o

<<sync_dry_run_dircount, B FIEHIT -dircount ;  5EEENESERFAIER AN o

n[k]>

<<sync_dry_run_parallel,[B$82B1TH1T () 5 BEMTIREEEFNRABE FERE: 7)

F# &L -id <catalog_name>

£ -id <catalog name> B# sync dry-run IEELAIELRRSIFIEERLTE ©

@ ° -id <catalog name> BHREMER sync dry-run ipTEEIE o
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xcp sync dry-run -id <catalog name>

mEREf

[root@localhost linux]# ./xcp sync dry-run -id IDO0O01

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of
destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID0O01
0 matched, 0 error

Speed : 15.2 KiB in (21.7 KiB/s), 5.48 KiB out (7.81 KiB/s)
Total Time : Os.

STATUS : PASSED

EZEE - st ER
M -stats 2# sync dry-run SEBNBHRIITRERE « WREFAEHMAR °

EIA

xcp sync dry-run -id <catalog name> -stats
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[root@localhost linux]# ./xcp sync dry-run -id ID001 -stats

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

4,895 reviewed, 43,163 checked at source, 12.8 MiB in (2.54 MiB/s),
5.49 MiB out (1.09 MiB/s),

5s

4,895 reviewed, 101,396 checked at source, 19.2 MiB in (1.29 MiB/s),
12.8 MiB out (1.47 MiB/s),

10s

Xcp command : xcp sync dry-run -id IDO01 -stats

0 matched, 0 error

Speed : 22.9 MiB in (1.74 MiB/s), 17.0 MiB out (1.29 MiB/s)

Total Time : 13s.

STATUS : PASSED

R EZEE - |
£/ -1 2% sync dry-run AFTENERAERNXXHF B REVFAEE ©
Y7

xcp sync dry-run -id <catalog name> -1

e

[root@localhost linux]# ./xcp sync dry-run -id ID0OO01 -1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source_vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id IDO001 -1

0 matched, 0 error

Speed : 15.2 KiB in (13.6 KiB/s), 5.48 KiB out (4.88 KiB/s)
Total Time : 1s.

STATUS : PASSED
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[F#EE -nonames
{#M -nonames ¥ sync dry-run RIERBENREPHREREMEE BT o

AEA

xcp sync dry-run -id <catalog name> -nonames

g

[root@localhost linux]# ./xcp sync dry-run -id ID001 -nonames

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id IDO01l -nonames

0 matched, 0 error

Speed : 15.2 KiB in (15.8 KiB/s), 5.48 KiB out (5.70 KiB/s)
Total Time : Os.

STATUS : PASSED

SYNC DRY -dircount <n[k]>
£ -dircount <n[k]>28# sync dry-run }I5EENEERRFHER K/ o FEERES 64k ©

A

xcp sync dry-run -id <catalog name> -dircount <n[k]>

T

[root@localhost linux]# ./xcp sync dry-run -id ID001 -dircount 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID0O01 -dircount 32k

0 matched, 0 error

Speed : 15.2 KiB in (32.5 KiB/s), 5.48 KiB out (11.7 KiB/s)
Total Time : Os.

STATUS : PASSED
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FF ez - 1T
f£F -parallel 8% sync dry-run IEEMITHREBEEFNRAHE - BREAT7 °

A

xcp sync dry-run -id <catalog name> -parallel <n>

g

[root@localhost linux]# ./xcp sync dry-run -id ID001 -parallel 4

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of
destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID0O01 -parallel 4
0 matched, 0 error

Speed : 15.2 KiB in (25.4 KiB/s), 5.48 KiB out (9.13 KiB/s)
Total Time : Os.
STATUS : PASSED

44 J5s
HeiE

XCP NFS resume 2 8157 B# K5 | BMBE4RE ° UEMEBIPERVEARIER - BRR
5| BB E_E— AR A EERIRIT(LI P <catalog path>:/catalog/indexes BHEE

EIE

xcp resume -id <catalog name>

@ °© -id <catalog name> BHEHNER resume #% °©
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[root@localhost linux]# ./xcp resume -id IDOO1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of
destination NFS server>:/dest vol}

xcp: resume 'ID0OO1l': Reviewing the incomplete index...

xcp: diff 'IDO01': Found 652 completed directories and 31 in progress

4,658 reviewed, 362 KiB in (258 KiB/s), 7.66 KiB out (5.46 KiB/s), ls.
xcp: resume 'IDOO1l': Starting second pass for the in-progress
directories...

xcp: resume 'ID001': Resuming the in-progress directories...

xcp: resume 'ID00O1l': Resumed command: copy {-newid: u'ID001'}

xcp: resume 'ID0OO1l': Current options: {-id: 'ID0O01'}

xcp: resume 'ID0O0O1': Merged options: {-id: 'IDOO1l', -newid: u'IDOO1l'}

xcp: resume 'IDOO1l': Values marked with a * include operations before

resume
28,8606
MiB/s),

scanned*™,

5s 9,565 copied*, 4,658 indexed*, 108 MiB in (21.6 MiB/s),

out (20.0

44,761

MiB/s),

44,761

scanned*™,

11s

scanned*™,

16,440

20,795

copied™,

copied*,

4,658 indexed*, 206 MiB in (19.3 MiB/s), 191 MiB out
4,658 indexed*, 362 MiB in (31.3 MiB/s), 345 MiB out
MiB/s),

44,761

1l6s

scanned*, 25,985 copied*, 4,658 indexed*, 488 MiB in
MiB out (24.0

MiB/s),

44,761

21s

scanned*, 31,044 copied*, 4,658 indexed*, 578 MiB in
MiB out (18.6

(25

(17

.2 MiB/s),

.9 MiB/s),

100.0 MiB

465

558



MiB/s),

54,838

26s

scanned*, 36,980
MiB out (19.8
MiB/s),

67,123

31ls

scanned*, 42,485
MiB out (12.4
MiB/s),

79,681

36s

scanned*, 49,863
MiB out (11.7
MiB/s),

79,681

41s

scanned*, 56,273
MiB out (10.6
MiB/s),

79,681

46s

scanned*, 62,593
MiB out (9.70
MiB/s),

84,577

51s

scanned*, 68,000
MiB out (14.1
MiB/s),

86,737

56s

scanned*, 72,738
1.01 GiB out (17.
MiB/s),

89,690

Imls

scanned*, 77,440
1.11 GiB out (20.
MiB/s), 1m6s
110,311 scanned¥*,
MiB/s), 1.21 GiB
MiB/s), 1mlls
114,726 scanned*™,
MiB/s), 1.30 GiB

copied*,

copied™,

copied~,

copied~,

copied~,

copied~,

copied*,

copied*,
1

84,497
out (20.
91,285

out (17.

14,276

29,160

39,227

39,227

39,227

44,047

49,071

54,110 indexed~*,

copied*,
4

copied*,
6

indexed*,

indexed¥*,

indexed¥*,

indexed*,

indexed¥*,

indexed¥*,

indexed¥*,

679 MiB

742

MiB

801

MiB

854

MiB

906

MiB

976 MiB

74,158 indexed*,

74,158 indexed*,

1.04 GiB in

1.14 GiB in

in

(12.5

in

in

(11.8

(10.6

in

in

in

1.24 GiB in

1.33 GiB in

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

(17.8 MiB/s),

(20.5 MiB/s),

(20.3

(17.9

657

720

779

832

881

951
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MiB/s), 1ml6s

114,726 scanned*, 97,016 copied*, 74,158 indexed*, 1.46 GiB in (26.6
MiB/s), 1.43 GiB out (26.6

MiB/s), 1m2ls

118,743 scanned*, 100,577 copied*, 79,331 indexed*, 1.65 GiB in (40.1
MiB/s), 1.62 GiB out (39.3

MiB/s), 1m26s

122,180 scanned*, 106,572 copied*, 84,217 indexed*, 1.77 GiB in (24.7
MiB/s), 1.74 GiB out (25.0

MiB/s), 1m3ls

124,724 scanned*, 111,727 copied*, 84,217 indexed*, 1.89 GiB in (22.8
MiB/s), 1.86 GiB out (22.5

MiB/s), 1m36s

128,268 scanned*, 114,686 copied*, 99,203 indexed*, 1.99 GiB in (21.1
MiB/s), 1.96 GiB out (21.2

MiB/s), 1médls

134,630 scanned*, 118,217 copied*, 104,317 indexed*, 2.06 GiB in (13.8
MiB/s), 2.03 GiB out

(13.7 MiB/s), 1lmédés

134,630 scanned*, 121,742 copied*, 109,417 indexed*, 2.10 GiB in (9.02
MiB/s), 2.07 GiB out

(9.30 MiB/s), 1lmbls

134,630 scanned*, 126,057 copied*, 109,417 indexed*, 2.20 GiB in (21.0
MiB/s), 2.17 GiB out

(21.0 MiB/s), 1lmbés

134,630 scanned*, 130,034 copied*, 114,312 indexed*, 2.36 GiB in (32.1
MiB/s), 2.33 GiBout

(31.8 MiB/s), 2mls

Xcp command : xcp resume -id ID0O01

134,630 scanned*, 134,630 copied*, 0 modification, 0 new item, 0 delete
item, 0 error

Speed : 2.40 GiB in (19.7 MiB/s), 2.37 GiB out (19.5 MiB/s)

Total Time : 2més.

STATUS : PASSED

TR resume 28 HRAA o

2% SR

<<resume_id, 448 -id ; catalog_name> IEELAIEERRS BB #R%TE - 52 RESUME ai <R
EH2H o

<<resume_bs #4& - bs ; n[k]> IEEERERA/N (FERE : 64K) ©

<<resume_dircount,4#4& -dircount ; n[k]> FEEEEN B ERRFHIE SR A/ o

<<resume_parallel #4& -parallel ; n> FEEMITH R EIFIEFNRAHME GERE: 7) o
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28 55 AA

w8 - 78 - 78 R RE LR ERERERE EREFNHERR ©
#E4E -s3.insecure 32143888 « BI7E S3 Bucket BHAHEEMA HTTP Mk
HTTPS o

L S3 Bucket @:IAYISE URL B ETE:%HY Amazon
Web Services (AWS ) ImEF URL o

% AWS REBIERIEERR S3 #EFEREMAIRER
B S3 Bucket #B:MAY SSL 0% TRERAREE ©

<<resume_s3_endpoint, #4& -S3.Endpoint ;
S3 Endpoint URL>

<<resume_s3_profile, 44& -s3.profile

#4& -s3.noverify

1§ - BS <n[k]>
B -bs <n[k]> B# resume IEEEBBEIRA/NWGHS o FRREIRA/NS 64k ©

EA

xcp resume -id <catalog name> -bs <n[k]>
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[root@localhost linux]# ./xcp resume -id ID0O01 -bs 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

xcp: resume 'ID0OO1l': Reviewing the incomplete index...

xcp: diff 'IDO01': Found 2,360 completed directories and 152 in
progress

19,440 reviewed, 1.28 MiB in (898 KiB/s), 9.77 KiB out (6.71 KiB/s),
1s.

xcp: resume 'ID0O1l': Starting second pass for the in-progress
directories...

xcp: resume 'ID0OO1l': Resuming the in-progress directories...
xcp: resume 'ID001': Resumed command: copy {-newid: u'IDO0O01'}

xcp: resume 'IDOO1l': Current options: {-bs: '32k', -id: 'ID001'}

xcp: resume 'ID0OO1l': Merged options: {-bs: '32k', -id: 'ID0O0O1l', -newid:
u'ID001"'}

xcp: resume 'IDOO1l': Values marked with a * include operations before
resume

44,242

MiB/s),

scanned*™,

5s 24,132 copied*, 19,440 indexed*, 36.7 MiB in (7.34 MiB/s), 30.6 MiB
out (6.12

59,558

MiB/s),

59,558

scanned*,

10s

scanned*™,

30,698

35,234

copied™,

copied*,

19,440

19,440

indexed~*,

indexed*,

142

203

MiB

MiB

in



in

(20.9 MiB/s),
(12.1 MiB/s),
MiB

MiB

out

out

(18.8
(12.2
MiB/s),
59,558
15s
scanned*™,
MiB out
MiB/s),
65,126
20s
scanned*, 46,317
MiB out (22.5
MiB/s),

69,214

25s

scanned*, 53,034
MiB out (18.7
MiB/s),
85,438
30s
scanned®,
MiB out
MiB/s),
94,647
35s
scanned*, 66,948
MiB out (21.9
MiB/s),

94,647

40s

scanned*, 73,632
MiB out (16.4
MiB/s),

99,683

45s

scanned*, 80,541
MiB out (12.4
MiB/s), 50s
99,683

40,813
(16.5

60,627
(18.5

125
187

copied~,

copied*,

copied~,

copied™,

copied*,

copied~,

copied*,

19,440

24,106

29,031

53,819

53,819

53,819

58,962

indexed*,

indexed¥*,

indexed¥*,

indexed¥*,

indexed*,

indexed¥*,

indexed¥*,

286

401

496

591

700

783

849

MiB

MiB

MiB

MiB

MiB

MiB

MiB

in

in

in

in

in

in

in

(16.

(22.

(18.

(21.

(l6.

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

269

382

476

569

679

761

824

141



MiB/s),

scanned*,

55s

84,911 copied*, 58,962 indexed*,
(33.2

101,667 scanned*, 91,386 copied*,
MiB/s), 1.04 GiB out (15.4

MiB/s), 1mOs

118,251 scanned*, 98,413 copied*,
MiB/s), 1.11 GiB out (13.3

MiB/s), 1mb5s

124,672 scanned*, 104,134 copied*,
MiB/s), 1.22 GiB out (23.2

MiB/s), 1mlOs

130,171 scanned*, 109,594 copied*,
MiB/s), 1.35 GiB out (25.5

MiB/s), 1mlb5s

134,574 scanned*, 113,798 copied*,
MiB/s), 1.48 GiB out (28.2

MiB/s), 1m20s

134,574 scanned*, 118,078 copied*,
MiB/s), 1.61 GiB out (25.1

MiB/s), 1m25s

134,574 scanned*, 121,502 copied*,
MiB/s), 1.77 GiB out (33.0

MiB/s), 1m30s

134,630 scanned*, 126,147 copied*,
MiB/s), 1.86 GiB out

(17.5 MiB/s), 1m35s

134,630 scanned*, 131,830 copied*,
MiB/s), 1.92 GiB out

(13.5 MiB/s), 1m4dls

Xcp command
134,630 scanned*,

item,

134,630 copiedx,
0 error

2.02 GiB in
Total Time Im43s.
STATUS PASSED

Speed (19.9 MiB/s),

RESUME -dircount <n[k]>

E g

{FF -dircount <n[k]> B8 resume ANISE:E

142

1013 MiB in

xcp resume -id IDO0O0O1

(32.8 MiB/s), 991 MiB out

73,849 indexed*, 1.06 GiB in (15.4

89,168 indexed*, 1.13 GiB in (14.0

89,168 indexed*, 1.25 GiB in (23.9

94,016 indexed*, 1.38 GiB in

94,016 indexed*, 1.52 GiB in (28.

94,016 indexed*, 1.64 GiB in (24.

94,016 indexed*, 1.80 GiB in

104,150 indexed*, 1.88 GiB in (16.2

119,455 indexed*, 1.95 GiB in (13.6

-bs 32k

0 modification, 0 new item, 0 delete

1.99 GiB out (19.7 MiB/s)

E B BRI ER AN L o TAR(ER 64k ©



EA

xcp resume -id <catalog name> -dircount <n[k]>
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root@localhost linux]#

xcp: Index:

{source:

<IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

XCp: resume
xcp: diff
progress

39,520 reviewed,

1s.

xcp: resume 'ID0OO1':
directories...

xcp: resume 'IDOO1':
xcp: resume 'ID0OO1':
xcp: resume 'IDOO1':
xcp: resume 'IDOO1':
-newid: u'ID0OO01'}
xXCcp: resume 'IDOO1':
resume

76,626 scanned¥*,

MiB/s), 23.0 MiB out (4.60
MiB/s), 5s

79,751 scanned*, 49,942 copied*,
MiB/s), 131 MiB out (21.5
MiB/s), 10s

79,751 scanned*, 55,901 copied*,
MiB/s), 223 MiB out (18.3
MiB/s), 15s

79,751 scanned*, 61,764 copied*,
MiB/s), 313 MiB out (17.9
MiB/s), 20s

84,791 scanned*, 68,129 copied*,
MiB/s), 384 MiB out (14.2
MiB/s), 25s

94,698 scanned*, 74,741 copiedx*,
MiB/s), 473 MiB out (17.8
MiB/s), 30s

99,734 scanned*, 80,110 copiedx*,
MiB/s), 591 MiB out (23.7
MiB/s), 35s

104,773 scanned*, 86,288 copied*,
MiB/s), 703 MiB out (22.3
MiB/s), 40s

'IDO01":
'ID001"':

2.47 MiB in

Reviewing the incomplete index...

Starting second pass for the in-progress

(1.49 MiB/s),

12.6 KiB out

./xcp resume -id ID001 -dircount 32k

Resuming the in-progress directories...

Resumed command:
Current options:
Merged options:

copy {-newid:
{_

{-dircount:

dircount:

'32k"',
'32k', -

u'ID001'"}
=1elg

id:

Found 4,582 completed directories and 238 in

(7.62 KiB/s),

'IDO0L"'}
'IDOO1"',

Values marked with a * include operations before

43,825 copied~,

39,520

39,520

39,520

39,520

44,510

54,039

59,044

69,005 indexed¥*,

indexed*,

indexed*,

indexed*,

indexedx,

indexedx,

indexedx,

indexedx,

31.7 MiB in

140 MiB

234 MiB

325 MiB

397 MiB

485 MiB

605 MiB

in

in

in

in

in

in

716 MiB in

(6.33

(21.7

(18.8

(18.0

(17.4

(24.1

(22.2



110,076
MiB/s),
MiB/s),
121, 341
MiB/s),
MiB/s),
125,032
MiB/s),
MiB/s),
129,548
MiB/s),
MiB/s),
131,976
MiB/s),
MiB/s),
134,430
MiB/s),
MiB/s),
134,630
MiB/s),

(21.4 MiB/s),

134,630
MiB/s),

(29.8 MiB/s),

134,630
MiB/s),

(15.0 MiB/s),
Xcp command

134,630
item, O
Speed

Total Time

STATUS

WAEFT <n>

scanned*™,
781 MiB out
45s
scanned*™,
881 MiB out
50s
scanned*™,
985 MiB out
55s
scanned¥®,
1.12 GiB out
ImOs
scanned*™,
1.21 GiB out
ImS5s
scanned*™,
1.35 GiB out
Iml0s
scanned*™,
1.45 GiB out
Iml5s
scanned*™,
1.60 GiB out
Im20s
scanned*™,
1.67 GiBout
Im25s

scanned*,
error
1.70 GiB in
Im28s.
PASSED

93,265 copied*,
(15.5

100,077 copied*,
(19.9

105,712 copied*,
(20.7

110,382 copied*,

(32.1

115,158 copied~,

(18.3

119,161 copied*,

(28.3

125,013 copied~,

129,301 copied*,

132,546 copied*,

xcp resume -id IDO0O0O1

134,630 copiedx,

(19.7 MiB/s),

79,102 indexed*,

84,096

89,132

89,132

94,221

94,221

109,402 indexed*,

114,532 indexed*,

124,445 indexed*,

indexed~*,

indexed~*,

indexed*,

indexed~*,

indexed~*,

-dircount 32k

0 modification,

1.69 GiB out

(L9,

795 MiB in (15.8

897 MiB in (20.4

1003 MiB in (21.2

1.14 GiB in

1.23 GiB in (19.2

1.37 GiB in

1.47 GiB in (21.2

1.61 GiB in (29.4

1.69 GiB in (14.8
0 new item, 0 delete

5 MiB/s)

fEM - parallel <n>2¥ resume LSRN ITIHREERFHRAHE - BRERT °

AEA

xcp resume -id <catalog name> -parallel <n>
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[root@localhost linux]#

XCp:

Index:

{source:

./xcp resume -id IDO01l -parallel 3

<IP address or hostname of NFS

server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

XCp:

xcp: diff

resume

'ID001"':

progress

19,399
1s.
XCp:

resume

reviewed,

directories.

REPS
XCp:
KOS
XCp:

-parallel:

XCcp:
resume
39,610
MiB/s),
MiB/s),
39,610
MiB/s),
MiB/s),
48,111
MiB/s),
MiB/s),
55,412
MiB/s),
MiB/s),
59,639
MiB/s),
MiB/s),
69,520
MiB/s),
MiB/s),
78,596
MiB/s),
MiB/s),
79,673
MiB/s),
MiB/s),

resume

resume

resume

resume

resume

3}

scanned¥*,

5s
scanned?*,
134 MiB out
10s
scanned?*,
212 MiB out
15s
scanned?*,
304 MiB out
21s
scanned?*,
377 MiB out
26s
scanned¥*,
423 MiB out
31s
scanned¥*,
476 MiB out
36s
scanned¥*,
593 MiB out
41s

'IDO01":

1.28 MiB in
'IDO01"':
'IDO01"':
'IDOO01"':
'"IDO01"':
'"IDO01"':

'"IDO01"':

23,
45.8 MiB out
28,
34,
40,
46,
55,

62,

68,

Reviewing the incomplete index...

Found 2,347 completed directories and 149 in

(659 KiB/s), 9.77 KiB out (4.93 KiB/s),
Starting second pass for the in-progress

Resuming the in-progress directories...

Resumed command: copy {-newid: u'IDOO0O1'}
Current options: {-id: 'ID001', -parallel: 3}
Merged options: {-id: 'IDOO1l', -newid: u'IDOO1',

Values marked with a * include operations before

642 copied*, 19,399 indexed*, 56.3 MiB in (11.2
(9.15

980 copied*, 19,399 indexed*, 145 MiB in (17.6
(17.6

782 copied*, 34,042 indexed*, 223 MiB in (15.8
(15.7

468 copied*, 34,042 indexed*, 317 MiB in (18.4
(18.1

980 copied*, 39,032 indexed*, 390 MiB in (14.6
(14.5

251 copied*, 49,006 indexed*, 438 MiB in (9.59
(9.21

054 copied*, 59,001 indexed*, 492 MiB in (10.7
(10.6

163 copied*, 59,001 indexed*, 610 MiB in (23.5

(23.5



84,600 scanned*, 74,238 copied*, 64,150 indexed*, 723 MiB in (22.5
MiB/s), 705 MiB out (22.3

MiB/s), 46s

94,525 scanned*, 80,754 copied*, 74,157 indexed*, 807 MiB in (16.7
MiB/s), 788 MiB out (16.4

MiB/s), b5ls

94,525 scanned*, 85,119 copied*, 74,157 indexed*, 1007 MiB in (39.9
MiB/s), 988 MiB out (39.9

MiB/s), 56s

09,514 scanned*, 93,474 copied*, 89,192 indexed*, 1.08 GiB in (20.7
MiB/s), 1.06 GiB out (20.2

MiB/s), 1mls

111,953 scanned*, 100,639 copied*, 94,248 indexed*, 1.18 GiB in (19.3
MiB/s), 1.16 GiB out (19.2

MiB/s), 1lmé6s

114,605 scanned*, 105,958 copied*, 94,248 indexed*, 1.36 GiB in (36.8
MiB/s), 1.34 GiB out (36.6

MiB/s), 1mlls

124,531 scanned*, 112,340 copied*, 104,275 indexed*, 1.51 GiB in (29.8
MiB/s), 1.48 GiB out

(29.4 MiB/s), 1lmlé6s

129,694 scanned*, 117,218 copied*, 109,236 indexed*, 1.67 GiB in (33.2
MiB/s), 1.65 GiB out

(33.1 MiB/s), 1m21ls

131,753 scanned*, 123,850 copied*, 114,358 indexed*, 1.80 GiB in (25.9
MiB/s), 1.77 GiB out

(25.9 MiB/s), 1m26s

134,630 scanned*, 130,829 copied*, 124,437 indexed*, 1.85 GiB in (11.2
MiB/s), 1.83 GiBout

(11.2 MiB/s), 1m31ls

Xcp command : xcp resume -id ID0O01 -parallel 3

134,630 scanned*, 134,630 copied*, 0 modification, 0O new item, 0 delete
item, 0 error

Speed : 2.02 GiB in (21.6 MiB/s), 2.00 GiB out (21.3 MiB/s)

Total Time : 1m35s.

STATUS : PASSED

i - R - 78
M -preserve-atime 2% resume L HEMBEREREREREFE L EXREREEA

° -preserve-atime 2 ERFFIEHEER” XCP BIEFEZAIRENRIAE °
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xcp resume -id <catalog name> -preserve-atime
Tl

root@clientl linux]# ./xcp resume -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-
30 14.37.07.746208 resume

xcp: Index: {source: 101.10.10.12:/source vol, target:
10.102.102.70:/dest_vol}

xcp: Tune: Previous operation on id 'XCP copy 2022-06-

30 14.22.53.742272"' already completed;

nothing to resume

0 in (0/s), 0 out (0/s), 6s

Xcp command : XCp resume -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

Stats :

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 6s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.37.07.746208 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2022-06-
30 14.22.53.742272 2022-06-

30 14.37.07.746208 resume.log

STATUS : PASSED

#4= s3.insecure

{FF -s3.insecure B2 resume S ER HTTP B HTTPS #1417 S3 #z&@ &

@ WMRRE -s3.insecure BAN copy % » EMERFZZEE o WHMEIETE -s3. insecure B
RIERMEEE -

EA

xcp resume -s3.insecure -id <catalog name>
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root@clientl linux]# ./xcp resume -s3.insecure -id XCP copy 2023-06-
08 10.31.47.381883

Job ID: Job XCP copy 2023-06-08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume

Index: {source: 1 hdfs:///user/demo, target: s3://bucketl/}
Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

4,009 reviewed, 88.7 KiB in (76.1 KiB/s), 332 out (285/s), 1s.
4,009 reviewed, 90.9 KiB in (77.6 KiB/s), 2.44 KiB out (2.08 KiB/s),
1s.

Starting second pass for the in-progress directories...

4,009 reviewed, 4,009 re-reviewed, 179 KiB in (130 KiB/s), 2.72 KiB out
(1.98 KiB/s), 1s.

9,008 scanned*, 4,540 copied*, 4,009 indexed*, 534 KiB
s3.data.uploaded, 534

s3.copied.single.key.file, 534 s3.copied.file, 2.28 MiB in (464 KiB/s),
631 KiB out (126 KiB/s),

5s

9,008 scanned*, 5,551 copied*, 4,009 indexed*, 1.51 MiB
s3.data.uploaded, 1,544

s3.copied.single.key.file, 1,544 s3.copied.file, 3.38 MiB in (222
KiB/s), 1.74 MiB out (226

KiB/s), 10s

9,008 scanned*, 6,596 copied*, 4,009 indexed*, 2.53 MiB
s3.data.uploaded, 2,595

s3.copied.single.key.file, 2,595 s3.copied.file, 4.55 MiB in (235
KiB/s), 2.91 MiB out (236

KiB/s), 15s

9,008 scanned*, 7,658 copied*, 4,009 indexed*, 3.57 MiB
s3.data.uploaded, 3,652

s3.copied.single.key.file, 3,652 s3.copied.file, 5.71 MiB in (234
KiB/s), 4.09 MiB out (238

KiB/s), 20s

9,008 scanned*, 8,711 copied*, 4,009 indexed*, 4.60 MiB
s3.data.uploaded, 4,706

s3.copied.single.key.file, 4,706 s3.copied.file, 6.88 MiB in (235
KiB/s), 5.26 MiB out (236

KiB/s), 25s

Xcp command : xXcp resume -s3.insecure -id XCP copy 2023-06-

08 10.31.47.381883

Stats : 9,008 scanned*, 9,006 copied*, 9,009 indexed*, 4.88 MiB
s3.data.uploaded, 4,996
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s3.copied.single.key.file, 4,996 s3.copied.file

Speed : 7.10 MiB in (270 KiB/s), 5.76 MiB out (219 KiB/s)

Total Time : 26s.

Migration ID: XCP copy 2023-06-08 10.31.47.381883

Job ID : Job XCP copy 2023-06-08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume.log

STATUS : PASSED

448 -S3.Endpoint <s3_endpoint_url>

M -s3.endpoint <s3 endpoint url> 2% resume ST LA S3 Bucket #FBAYIEE URL BETER AWS
Im® URL e

@ RIETER « RESUME SfERERERIABSER S3 REMEH S3 inkh o 7B ~ NREIEIERT
1EEMAY S3 IHEEAM S3 :REME - EEEBER RS EAITERKIE copy 8% ©

A

xcp resume -s3.profile <profile name> -s3.endpoint https://<endpoint url>:
-id <catalog name>

150



&

[root@clientl linux]# ./xcp resume -id XCP copy 2023-06-
13 11.48.59.454327

Job ID: Job XCP copy 2023-06-13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume

Index: {source: hdfs:///user/demo, target: s3://xcp-testing/}

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (2.47 KiB/s), 188 out (102/s), 1s.

9 reviewed, 6.81 KiB in (3.70 KiB/s), 2.30 KiB out (1.25 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (5.65 KiB/s), 2.44 KiB out (1.26

KiB/s), 1s.
15,008 scanned*, 1,532 copied*, 9 indexed*, 1.50 MiB s3.data.uploaded,
1,539

s3.copied.single.key.file, 1,539 s3.copied.file, 4.64 MiB in (946
KiB/s), 1.77 MiB out (360

KiB/s), 6s
15,008 scanned*, 4,764 copied*, 9 indexed*, 4.67 MiB s3.data.uploaded,
4,784

s3.copied.single.key.file, 4,784 s3.copied.file, 8.21 MiB in (727
KiB/s), 5.38 MiB out (736

KiB/s), 1lls

15,008 scanned*, 7,928 copied*, 9 indexed*, 7.75 MiB s3.data.uploaded,
7,935

5,008 scanned*, 7,928 copied*, 9 indexed*, 7.75 MiB s3.data.uploaded,
7,935

s3.copied.single.key.file, 7,935 s3.copied.file, 11.7 MiB in (703
KiB/s), 8.89 MiB out (708

KiB/s), 16s

15,008 scanned*, 10,863 copied*, 9 indexed*, 10.6 MiB s3.data.uploaded,
10,864

s3.copied.single.key.file, 10,864 s3.copied.file, 14.9 MiB in (660
KiB/s), 12.2 MiB out (664

KiB/s), 21s

15,008 scanned*, 14,060 copied*, 9 indexed*, 13.7 MiB s3.data.uploaded,
14,076

s3.copied.single.key.file, 14,076 s3.copied.file, 18.5 MiB in (716
KiB/s), 15.7 MiB out (725

KiB/s), 26s

Xcp command : xcp resume -id XCP copy 2023-06-13 11.48.59.454327
Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
s3.data.uploaded,
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14,996 s3.copied.single.key.file, 14,996 s3.copied.file

Speed : 19.2 MiB in (708 KiB/s), 17.1 MiB out (631 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.48.59.454327

Job ID : Job XCP copy 2023-06-13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume.log

STATUS : PASSED

#48 s3.profile <profile_name>

M -s3.profile <profile name> 2% resume 8% * £ AWS REBIERFPIETAN S3 EFEEMNMK
= ot
TEHE ©

@ RIETER « RESUME SfERERERIABSER S3 REMEH S3 inkh o 7B ~ NREIEIERT
1EEMAY S3 IHEEAM S3 :REME - EEEBER RS EAITERKIE copy 8% ©

A

xcp resume -s3.profile <name> -s3.endpoint -id <catalog name>
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[root@clientl linux]# ./xcp resume -s3.profile sg -s3.endpoint
https://<endpoint url>: -id
XCP copy 2023-06-08 10.40.42.519258

Job ID: Job XCP copy 2023-06-08 10.40.42.519258 2023-06-

08 10.52.18.453982 resume

Index: {source: hdfs:///user/demo target: s3://xxx-bucket/

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (3.03 KiB/s), 188 out (126/s), 1s.

9 reviewed, 6.81 KiB in (4.52 KiB/s), 2.30 KiB out (1.53 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (6.76 KiB/s), 2.44 KiB out (1.51

KiB/s), 1s.
15,008 scanned*, 1,660 copied*, 9 indexed*, 1.64 MiB s3.data.uploaded,
1,675

s3.copied.single.key.file, 1,675 s3.copied.file, 4.75 MiB in (971
KiB/s), 1.92 MiB out (392

KiB/s), 5s
15,008 scanned*, 3,453 copied*, 9 indexed*, 3.39 MiB s3.data.uploaded,
3,467

s3.copied.single.key.file, 3,467 s3.copied.file, 6.79 MiB in (412
KiB/s), 3.91 MiB out (403

KiB/s), 10s

15,008 scanned*, 6,296 copied*, 9 indexed*, 6.16 MiB s3.data.uploaded,
6,305

s3.copied.single.key.file, 6,305 s3.copied.file, 9.86 MiB in (619
KiB/s), 7.08 MiB out (637

KiB/s), 15s

15,008 scanned*, 9,527 copied*, 9 indexed*, 9.33 MiB s3.data.uploaded,
9,554

s3.copied.single.key.file, 9,554 s3.copied.file, 13.4 MiB in (717
KiB/s), 10.7 MiB out (726

KiB/s), 20s

15,008 scanned*, 12,656 copied*, 9 indexed*, 12.4 MiB s3.data.uploaded,
12,648

s3.copied.single.key.file, 12,648 s3.copied.file, 16.9 MiB in (715
KiB/s), 14.1 MiB out (706

KiB/s), 25s

Xcp command : xcp resume -s3.profile sg -s3.endpoint
https://<endpoint url>: -id XCP copy 2023-

06-08 10.40.42.519258

Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
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s3.data.uploaded,

14,996 s3.copied.single.key.file, 14,996 s3.copied.file
Speed : 19.2 MiB in (661 KiB/s), 17.1 MiB out (590 KiB/s)
Total Time : 29s.

Migration ID: XCP copy 2023-06-08 10.40.42.519258

Job ID : Job XCP copy 2023-06-08 10.40.42.519258 2023-06-
08 10.52.18.453982 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
08 10.40.42.519258 2023-06-

08 10.52.18.453982 resume.log

STATUS : PASSED

#48 -s3.noverify

M -s3.noverify 2# resume ANER S3 #FEENZ SSL /BETARBRERNGNS °
A

xcp resume -s3.noverify -id <catalog name>
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[root@clientl linux]# ./xcp resume -s3.noverify -id XCP copy 2023-06-
13 11.32.47.743708

Job ID: Job XCP copy 2023-06-13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume

Index: {source: hdfs:///user/demo, target: s3://bucket/

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (3.70 KiB/s), 188 out (153/s), 1s.

9 reviewed, 6.81 KiB in (5.52 KiB/s), 2.30 KiB out (1.87 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (8.19 KiB/s), 2.44 KiB out (1.83
KiB/s), 1s.

15,008 scanned*, 1,643 copied*, 9 indexed*, 1.62 MiB s3.data.uploaded,
1,662

s3.copied.single.key.file, 1,662 s3.copied.file, 4.78 MiB in (969
KiB/s), 1.90 MiB out (385

KiB/s), 5s

15,008 scanned*, 4,897 copied*, 9 indexed*, 4.78 MiB s3.data.uploaded,
4,892

s3.copied.single.key.file, 4,892 s3.copied.file, 8.38 MiB in (735
KiB/s), 5.50 MiB out (737

KiB/s), 10s

15,008 scanned*, 8,034 copied*, 9 indexed*, 7.86 MiB s3.data.uploaded,
8,048

s3.copied.single.key.file, 8,048 s3.copied.file, 11.8 MiB in (696
KiB/s), 9.02 MiB out (708

KiB/s), 15s

15,008 scanned*, 11,243 copied*, 9 indexed*, 11.0 MiB s3.data.uploaded,
11,258

s3.copied.single.key.file, 11,258 s3.copied.file, 15.3 MiB in (709
KiB/s), 12.6 MiB out (724

KiB/s), 20s

15,008 scanned*, 14,185 copied*, 9 indexed*, 13.9 MiB s3.data.uploaded,
14,195

s3.copied.single.key.file, 14,195 s3.copied.file, 18.6 MiB in (662
KiB/s), 15.9 MiB out (660

KiB/s), 25s

Xcp command : xcp resume -s3.noverify -id XCP copy 2023-06-

13 11.32.47.743708

Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
s3.data.uploaded,

14,996 s3.copied.single.key.file, 14,996 s3.copied.file
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Speed : 19.2 MiB in (736 KiB/s), 17.1 MiB out (657 KiB/s)

Total Time : 26s.

Migration ID: XCP copy 2023-06-13 11.32.47.743708

Job ID : Job XCP copy 2023-06-13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-
13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume.log

STATUS : PASSED

kol

il

o verify SRR EBHEERFEZE  ERREHNERBRZEEASAITHENTESR
LEER ~ MEEERBERRSIR o Lo EREEAREAREMERSBERETE « B1FH#
fR o a2t EEENMAIRVAESS ~ W LEEER -

=]= 2

xcp verify <source NFS export path> <destination NFS exportpath>
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[root@localhost linux]# ./xcp verify <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

04 23.54.40.893449

32,493 scanned, 11,303 found, 7,100 compared, 7,100 same data, 374 MiB
in (74.7 MiB/s), 4.74 MiB

out (971 KiB/s), b5s

40,109 scanned, 24,208 found, 18,866 compared, 18,866 same data, 834
MiB in (91.5 MiB/s), 10.5

MiB out (1.14 MiB/s), 10s

56,030 scanned, 14,623 indexed, 33,338 found, 27,624 compared, 27,624
same data, 1.31 GiB in

(101 MiB/s), 15.9 MiB out (1.07 MiB/s), 15s

73,938 scanned, 34,717 indexed, 45,583 found, 38,909 compared, 38,909
same data, 1.73 GiB in

(86.3 MiB/s), 22.8 MiB out (1.38 MiB/s), 20s

76,308 scanned, 39,719 indexed, 61,810 found, 54,885 compared, 54,885
same data, 2.04 GiB in

(62.8 MiB/s), 30.2 MiB out (1.48 MiB/s), 25s

103,852 scanned, 64,606 indexed, 77,823 found, 68,301 compared, 68,301
same data, 2.31 GiB in

(56.0 MiB/s), 38.2 MiB out (1.60 MiB/s), 30s

110,047 scanned, 69,579 indexed, 89,082 found, 78,794 compared, 78,794
same data, 2.73 GiB in

(85.6 MiB/s), 43.6 MiB out (1.06 MiB/s), 35s

113,871 scanned, 79,650 indexed, 99,657 found, 89,093 compared, 89,093
same data, 3.23 GiB in

(103 MiB/s), 49.3 MiB out (1.14 MiB/s), 40s

125,092 scanned, 94,616 indexed, 110,406 found, 98,369 compared, 98,369
same data, 3.74 GiB in

(103 MiB/s), 55.0 MiB out (1.15 MiB/s), 45s

134,630 scanned, 104,764 indexed, 120,506 found, 106,732 compared,
106,732 same data, 4.23 GiB

in (99.9 MiB/s), 60.4 MiB out (1.05 MiB/s), 50s

134,630 scanned, 114,823 indexed, 129,832 found, 116,198 compared,
116,198 same data, 4.71 GiB

in (97.2 MiB/s), 65.5 MiB out (1.04 MiB/s), 55s

Xcp command : xcp verify <IP address of NFS server>:/source vol <IP
address of destination NF'S

server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
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verified (data, attrs, mods),

different item, 0 error
Speed :
Total Time : 58s.
STATUS : PASSED

TRIY verify S8 ERAA o

§gsE -stats

ER:% -csv

E®% -nodata

ER=% -noattit

E%:8 -nomods

E%:8 -mtimeWindow

ERsE -v

E®5% -nonames

ER8 -MATCH

<<nfs_verify_bs,B&:& -BS ; n[k]>
<<nfs_verify_parallel, 558 -parallel ; n>
<<nfs_verify_dircount,B&s% -dircount ; n[k]>
E®:% -nold

ER:% -preserve-atime

E&35 -s3.insecure

<<nfs_verify_s3 endpoint,5&:% -s3.Endpoint ;

s3_Endpoint URL>

<<nfs_verify_s3_profile, k&% -s3.profile ; profile %#&

>

E%:8 -s3.noverify

EnzH -stats 11E%:E -csv

4.95 GiB in (86.4 MiB/s),

69.2 MiB out (1.18 MiB/s)

55
FATHRAEICRM BRE X LB EERET B -
FATHRAEIORM BARE W LEBRBREERET B o
TMEEEK o

FEEBE -

T EREEFIERER -

15T Pl RS LRI i 2 A1 TRREE o

TR AR TUAT R B (E AR -

TAE R AR TUA T R BRI (EfRIE 2 -

IR BE IR ST HREREMEFERE -
ERETARIEIMERNEER -
EEEREREAN (FARE : 64K) o
BELITHREEEFNEAHE FERE: 7) -
1ETE FEEN B BRI E SR K/ o
FRERRSINEL (FBR(E : false) -

AR LB ERERE ERFHRAAE -

1RMLIETE ~ BI1E S3 Bucket B EA HTTP MiJE
HTTPS o

LA S3 Bucket #@:IAYISE URL BETE:%HY Amazon
Web Services (AWS ) 24 URL o

it AWS SUBIERIEE AN S3 RFEEANNRTEE

&% S3 Bucket @:HlAY SSL V5 TERERET ©

£ -stats M -csv BB verify B FITRHEEN BRI < « I ELREHAEEHRE B o
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cp verify -stats <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -stats

<source ip address>:/source vol <destination ip address>:/dest vol

228,609 scanned, 49.7 MiB in (9.93 MiB/s), 3.06 MiB out (625 KiB/s),

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
235 73,916 43,070 4,020 129 15

same same same same same same

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
3

same

10,300

same

2,727

same

67

same

11

same

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
47,120

same

79,772

same

7,608

same

130

same

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
15

same 116,121

same 5,249

same

Total count: 134,630 / same
Directories: 13,108 / same

Regular files: 121,385 / same
Symbolic links: 137 / same

Special files: None / same

Hard links: None / same, Multilink files: None / same

Xcp command : xcp verify -stats <source ip address>:/source vol

5s



<<destination ip address>:/dest vol

269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.44 MiB/s), 3.94 MiB out (506 KiB/s)
Total Time : 7s.

STATUS : PASSED

EIA

xcp verify -csv <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -csv

<source ip address>:/source vol <destination ip address>:/dest vol

222,028 scanned, 48.2 MiB in (9.63 MiB/s),

== Number of files ==
empty

235

same <8KiB 73,916
same 8-64KiB
43,070

same 64KiB-1MiB
4,020

same 1-10MiB

129

same 10-100MiB >100MiB
15

same

== Directory entries ==
empty 1-10 10-100 100-1K 1K-10K
3

same 10,300

same 2,727

same 67

same 11

same

== Depth ==

0-5

6-10

11-15

16-20

21-100

>100

47,120

same 79,772

same 7,608

same 130

same

== Modified ==

>1 year >1 month
1-31 days

1-24 hrs

<1 hour

<15 mins

>10K

2.95 MiB out

(603 KiB/s),

5s



future
15
same 121,370

same

Total count: 134,630 / same Directories: 13,108 / same Regular files:
121,385 / same Symbolic links: 137 / same Special files: None / same
Hard links: None / same, Multilink files: None / same

Xcp command : xcp verify -csv <source ip address>:/source vol
<destination ip address>:/dest vol
269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.53 MiB/s), 3.94 MiB out (512 KiB/s) Total Time
7s.
STATUS : PASSED
7

xcp verify -stats -csv <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]#
NFS server>:/source vol <IP

address of destination NFS server>:/dest

224,618 scanned, 48.7 MiB in
== Number of files
empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10
235 73,916 43,070 4,020 129 15

same same same same same same

(9.54 MiB/s)

Directory entries
empty 1-10 10-100 100-1K 1K-10K >10K
3

same

10,300

same

2,727

same

67

same

11

same

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
47,120

same

79,772

same

7,608

same

130

same

== Modified ==

>1 year >1 month 1-31 days 1-24
15

same 121,370

same

hrs <1 ho

134,630 / same

13,108 / same

121,385 / same

137 / same

Special files: None / same

Hard links: Multilink files:
Xcp command xcp verify -stats -csv <IP

Total count:
Directories:
Regular files:
Symbolic links:

None / same,

vol
, 2.98 MiB out (597 KiB/s),

-100MiB >100MiB

ur <15 mins future

None / same
address of source NFS

./xcp verify -stats -csv <IP address of source

5s



server>:/source vol <IP

address of destination NFS server>:/dest vol

269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.49 MiB/s), 3.94 MiB out (509 KiB/s)
Total Time : 7s.

STATUS : PASSED

ER:% -nodata
fEF -nodata B verify IEEAMREERNG S ©
B

xcp verify -nodata <source ip address>:/source vol
<destination ip address>:/dest vol

FETEE

[root@localhost linux]# ./xcp verify -nodata <IP address of source NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.18.01.159115

70,052 scanned, 29,795 indexed, 43,246 found, 25.8 MiB in (5.14 MiB/s),
9.39 MiB out

(1.87 MiB/s), 5s

117,136 scanned, 94,723 indexed, 101,434 found, 50.3 MiB in (4.90
MiB/s), 22.4 MiB out (2.60

MiB/s), 10s

Xcp command : xcp verify -nodata <IP address of source NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (attrs, mods), O

different item, 0 error

Speed : 62.7 MiB in (4.65 MiB/s), 30.2 MiB out (2.24MiB/s)

Total Time : 13s.

STATUS : PASSED

E&SE -noattit

fEF -noattrs B verify IHEAREBMNGS °
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xcp verify -noattrs <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -noattrs <IP address of source NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified,
autoname verify 2020-03-05 02.19.14.011569

creating one with name:

40,397 scanned, 9,917 found, 4,249 compared, 4,249 same data, 211 MiB
in (41.6 MiB/s), 3.78 MiB

out (764 KiB/s), 5s

40,397 scanned, 14,533 found, 8,867 compared, 8,867 same data, 475 MiB
in (52.9 MiB/s), 6.06 MiB

out (466 KiB/s), 10s

40,397 scanned, 20,724 found, 15,038 compared, 15,038 same data, 811
MiB in (67.0 MiB/s), 9.13

MiB out (628 KiB/s), 15s

40,397 scanned, 25,659 found, 19,928 compared, 19,928 same data, 1.02
GiB in (46.6 MiB/s), 11.5

MiB out (477 KiB/s), 20s

40,397 scanned, 30,535 found, 24,803 compared, 24,803 same data, 1.32
GiB in (62.0 MiB/s), 14.0

MiB out (513 KiB/s), 25s

75,179 scanned, 34,656 indexed, 39,727 found, 32,595 compared, 32,595
same data, 1.58 GiB in

(53.4 MiB/s), 20.1 MiB out (1.22 MiB/s), 30s

75,179 scanned, 34,656 indexed, 47,680 found, 40,371 compared, 40,371
same data, 1.74 GiB in

(32.3 MiB/s), 23.6 MiB out (717 KiB/s), 35s

75,179 scanned, 34,656 indexed, 58,669 found, 51,524 compared, 51,524
same data, 1.93 GiB in

(37.9 MiB/s), 28.4 MiB out (989 KiB/s), 40s

78,097 scanned, 39,772 indexed, 69,343 found, 61,858 compared, 61,858
same data, 2.12 GiB in

(39.0 MiB/s), 33.4 MiB out (1015 KiB/s), 45s

110,213 scanned, 69,593 indexed, 80,049 found, 69,565 compared, 69,565
same data, 2.37 GiB in

(51.3 MiB/s), 39.3 MiB out (1.18 MiB/s), 50s

110,213 scanned, 69,593 indexed, 86,233 found, 75,727 compared, 75,727
same data, 2.65 GiB in

(57.8 MiB/s), 42.3 MiB out (612 KiB/s), 55s

110,213 scanned, 69,593 indexed, 93,710 found, 83,218 compared, 83,218
same data, 2.93 GiB in

(56.1 MiB/s), 45.8 MiB out (705 KiB/s), 1mOs

110,213 scanned, 69,593 indexed, 99,700 found, 89,364 compared, 89,364
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same data, 3.20 GiB in

(56.9 MiB/s), 48.7 MiB out (593 KiB/s), 1mbs

124,888 scanned, 94,661 indexed, 107,509 found, 95,304 compared, 95,304
same data, 3.54 GiB in

(68.6 MiB/s), 53.5 MiB out (1000 KiB/s), 1mlO0s

134,630 scanned, 104,739 indexed, 116,494 found, 102,792 compared,
102,792 same data, 3.94 GiB

in (81.7 MiB/s), 58.2 MiB out (949 KiB/s), 1ml5s

134,630 scanned, 104,739 indexed, 123,475 found, 109,601 compared,
109,601 same data, 4.28 GiB

in (70.0 MiB/s), 61.7 MiB out (711 KiB/s), 1m20s

134,630 scanned, 104,739 indexed, 129,354 found, 115,295 compared,
115,295 same data, 4.55 GiB

in (55.3 MiB/s), 64.5 MiB out (572 KiB/s), 1m25s

Xcp command : xcp verify -noattrs <IP address of source NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, mods), O

different item, 0 error

Speed : 4.95 GiB in (56.5 MiB/s), 69.2 MiB out (789 KiB/s)

Total Time : 1m29s.

STATUS : PASSED

E&z% -nomods
fEMA -nomods ¥ verify IEEFGEREREREFENGS o
ik

xcp verify -nomods <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -nomods <IP address of NFS
server>:/source vol <IP address of
destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.22.33.738593

40,371 scanned, 10,859 found, 5,401 compared, 5,401 same data, 296 MiB
in (59.1 MiB/s), 4.29 MiB

out (876 KiB/s), 5s

40,371 scanned, 22,542 found, 17,167 compared, 17,167 same data, 743
MiB in (88.9 MiB/s), 9.67

MiB out (1.07 MiB/s), 10s

43,521 scanned, 4,706 indexed, 32,166 found, 26,676 compared, 26,676
same data, 1.17 GiB in

(91.3 MiB/s), 14.5 MiB out (996 KiB/s), 15s

70,260 scanned, 29,715 indexed, 43,680 found, 37,146 compared, 37,146
same data, 1.64 GiB in

(96.0 MiB/s), 21.5 MiB out (1.38 MiB/s), 20s

75,160 scanned, 34,722 indexed, 60,079 found, 52,820 compared, 52,820
same data, 2.01 GiB in

(74.4 MiB/s), 29.1 MiB out (1.51 MiB/s), 25s

102,874 scanned, 69,594 indexed, 77,322 found, 67,907 compared, 67,907
same data, 2.36 GiB in

(71.2 MiB/s), 38.3 MiB out (1.85 MiB/s), 30s

110,284 scanned, 69,594 indexed, 89,143 found, 78,952 compared, 78,952
same data, 2.82 GiB in

(92.8 MiB/s), 43.9 MiB out (1.08 MiB/s), 35s

112,108 scanned, 79,575 indexed, 100,228 found, 89,856 compared, 89,856
same data, 3.25 GiB in

(89.3 MiB/s), 49.6 MiB out (1.15 MiB/s), 40s

128,122 scanned, 99,743 indexed, 111,358 found, 98,663 compared, 98,663
same data, 3.80 GiB in

(112 MiB/s), 55.8 MiB out (1.24 MiB/s), 45s

134,630 scanned, 104,738 indexed, 123,253 found, 109,472 compared,
109,472 same data, 4.36 GiB

in (114 MiB/s), 61.7 MiB out (1.16 MiB/s), 50s

134,630 scanned, 119,809 indexed, 133,569 found, 120,008 compared,
120,008 same data, 4.94 GiB

in (115 MiB/s), 67.8 MiB out (1.20 MiB/s), 55s]

Xcp command : xcp verify -nomods <IP address of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
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verified (data, attrs), O

different item, 0 error

Speed : 4.95 GiB in (90.5 MiB/s), 69.2 MiB out (1.24 MiB/s)
Total Time : 56s.

STATUS : PASSED

E&Z% -mtimeWindow <s>
fEH -mtimewindow <s> 2% verify LIS E I IESZ SRR EZELETESE -

=h3;
=17

xcp verify -mtimewindow <s> <source ip address>:/source vol
<destination ip address>:/dest vol

170



&

[root@localhost linux]#

./xcp verify -mtimewindow 2 <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified,

autoname verify 2020-03-
06 02.26.03.797492
27,630 scanned,

in (64.1 MiB/s), 3.91 MiB

out (798 KiB/s), b5s

38,478 scanned, 19,840 found, 14,776 compared, 14,776 same data, 811
MiB in (97.8 MiB/s), 8.86

MiB out (1012 KiB/s), 10s

55,304 scanned, 14,660 indexed, 29,893 found, 23,904 compared, 23,904
same data, 1.33 GiB in

(109 MiB/s), 14.6 MiB out (1.14 MiB/s), 15s

64,758 scanned, 24,700 indexed, 43,133 found, 36,532 compared, 36,532
same data, 1.65 GiB in

(65.3 MiB/s), 21.0 MiB out (1.28 MiB/s), 20s

75,317 scanned, 34,655 indexed, 56,020 found, 48,942 compared, 48,942
same data, 2.01 GiB in

(72.5 MiB/s), 27.4 MiB out (1.25 MiB/s), 25s

95,024 scanned, 54,533 indexed, 70,675 found, 61,886 compared, 61,886
same data, 2.41 GiB in

(81.3 MiB/s), 34.9 MiB out (1.49 MiB/s), 30s

102,407 scanned, 64,598 indexed, 85,539 found, 76,158 compared, 76,158
same data, 2.74 GiB in

(67.3 MiB/s), 42.0 MiB out (1.42 MiB/s), 35s

113,209 scanned, 74,661 indexed, 97,126 found, 86,525 compared, 86,525
same data, 3.09 GiB in

(72.6 MiB/s), 48.0 MiB out (1.19 MiB/s), 40s

125,040 scanned, 84,710 indexed, 108,480 found, 96,253 compared, 96,253

same data, 3.51 GiB in

(84.0 MiB/s), 53.6 MiB out
132,726 scanned,
103,740 same data,
(108 MiB/s), 58.4 MiB out
134,633 scanned,
112,978 same data,
(97.6 MiB/s),
134,633 scanned,
120,779 same data,
(86.5 MiB/s),
Xcp command

in

in

9,430 found,

99,775 indexed,
4.04 GiB in

(986 KiB/s),
109,756 indexed,
4.52 GiB

63.6 MiB out
129,807 indexed,
4.95 GiB

68.8 MiB out
xcp verify -mtimewindow 2 <IP address of NFS

5,630 compared, 5,

(1.10 MiB/s), 45s

117,252 found,

50s

(1.03 MiB/s),

(1.02 MiB/s),

126,700 found,

55s
134,302 found,

creating one with name:

630 same data, 322 MiB

103,740 compared,

112,978 compared,

120,779 compared,

1ImOs
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server>:/source vol <IP address of destination NFS server>:/dest vol
134,633 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (83.6 MiB/s), 69.2 MiB out (1.14 MiB/s)

Total Time : 1mOs.

STATUS : PASSED

Bl -v WERSE
R -v 1 1 BB verify ML LUEIELEN « LFIHERAOETAER o
i

xcp verify -v <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@Rlocalhost linux]# ./xcp verify -v <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.26.30.055115

32,349 scanned, 10,211 found, 5,946 compared, 5,946 same data, 351 MiB
in (70.1 MiB/s), 4.27 MiB

out (872 KiB/s), 5s

40,301 scanned, 21,943 found, 16,619 compared, 16,619 same data, 874
MiB in (104 MiB/s), 9.74

MiB out (1.09 MiB/s), 10s

52,201 scanned, 14,512 indexed, 33,173 found, 27,622 compared, 27,622
same data, 1.35 GiB in

(102 MiB/s), 16.0 MiB out (1.24 MiB/s), 15s

70,886 scanned, 34,689 indexed, 46,699 found, 40,243 compared, 40,243
same data, 1.77 GiB in

(86.2 MiB/s), 23.3 MiB out (1.47 MiB/s), 20s

80,072 scanned, 39,708 indexed, 63,333 found, 55,743 compared, 55,743
same data, 2.04 GiB in

(55.4 MiB/s), 31.0 MiB out (1.54 MiB/s), 25s

100,034 scanned, 59,615 indexed, 76,848 found, 67,738 compared, 67,738
same data, 2.35 GiB in

(61.6 MiB/s), 37.6 MiB out (1.31 MiB/s), 30s

110,290 scanned, 69,597 indexed, 88,493 found, 78,203 compared, 78,203
same data, 2.75 GiB in

(81.7 MiB/s), 43.4 MiB out (1.14 MiB/s), 35s

116,829 scanned, 79,603 indexed, 102,105 found, 90,998 compared, 90,998
same data, 3.32 GiB in

(117 MiB/s), 50.3 MiB out (1.38 MiB/s), 40s

59

128,954 scanned, 94,650 indexed, 114,340 found, 101,563 compared,
101,563 same data, 3.91 GiB in

(121 MiB/s), 56.8 MiB out (1.30 MiB/s), 45s

134,630 scanned, 109,858 indexed, 125,760 found, 112,077 compared,
112,077 same data, 4.41 GiB

in (99.9 MiB/s), 63.0 MiB out (1.22 MiB/s), 50s

Xcp command : xcp verify -v <IP address of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (91.7 MiB/s), 69.2 MiB out (1.25 MiB/s)

Total Time : 55s.

STATUS : PASSED



EA

xcp verify -1 <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -1 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.27.58.969228

32,044 scanned, 11,565 found, 7,305 compared, 7,305 same data, 419 MiB
in (83.7 MiB/s), 4.93 MiB

out (1008 KiB/s), b5s

40,111 scanned, 21,352 found, 16,008 compared, 16,008 same data, 942
MiB in (104 MiB/s), 9.64

MiB out (962 KiB/s), 10s

53,486 scanned, 14,677 indexed, 30,840 found, 25,162 compared, 25,162
same data, 1.34 GiB in

(86.4 MiB/s), 15.0 MiB out (1.07 MiB/s), 15s

71,202 scanned, 34,646 indexed, 45,082 found, 38,555 compared, 38,555
same data, 1.72 GiB in

(76.7 MiB/s), 22.5 MiB out (1.51 MiB/s), 20s

75,264 scanned, 34,646 indexed, 60,039 found, 53,099 compared, 53,099
same data, 2.00 GiB in

(58.5 MiB/s), 29.1 MiB out (1.30 MiB/s), 25s

95,205 scanned, 54,684 indexed, 76,004 found, 67,054 compared, 67,054
same data, 2.34 GiB in

(67.5 MiB/s), 37.0 MiB out (1.57 MiB/s), 30s

110,239 scanned, 69,664 indexed, 87,892 found, 77,631 compared, 77,631
same data, 2.78 GiB in

(89.7 MiB/s), 43.2 MiB out (1.23 MiB/s), 35s

115,192 scanned, 79,627 indexed, 100,246 found, 89,450 compared, 89,450
same data, 3.22 GiB in

(90.0 MiB/s), 49.4 MiB out (1.24 MiB/s), 40s

122,694 scanned, 89,740 indexed, 109,158 found, 97,422 compared, 97,422
same data, 3.65 GiB in

(89.4 MiB/s), 54.2 MiB out (978 KiB/s), 45s

134,630 scanned, 104,695 indexed, 119,683 found, 106,036 compared,
106,036 same data, 4.17 GiB

in (105 MiB/s), 59.9 MiB out (1.11 MiB/s), 50s

134,630 scanned, 109,813 indexed, 129,117 found, 115,432 compared,
115,432 same data, 4.59 GiB

in (86.1 MiB/s), 64.7 MiB out (979 KiB/s), 55s

Xcp command : xcp verify -1 <IP address of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O
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different item, 0 error

Speed : 4.95 GiB in (84.9 MiB/s), 69.2 MiB out (l1.16 MiB/s)
Total Time : 59s.

STATUS : PASSED
A

xcp verify -v -1 <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -v -1 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.30.00.952454

24,806 scanned, 8,299 found, 4,817 compared, 4,817 same data, 296 MiB
in (59.1 MiB/s), 3.44 MiB

out (704 KiB/s), b5s

39,720 scanned, 20,219 found, 14,923 compared, 14,923 same data, 716
MiB in (84.0 MiB/s), 8.78

MiB out (1.07 MiB/s), 10s

44,395 scanned, 9,648 indexed, 29,851 found, 24,286 compared, 24,286
same data, 1.20 GiB in (102

MiB/s), 14.0 MiB out (1.05 MiB/s), 15s

62,763 scanned, 24,725 indexed, 40,946 found, 34,760 compared, 34,760
same data, 1.69 GiB in

(101 MiB/s), 20.2 MiB out (1.24 MiB/s), 20s

76,181 scanned, 39,708 indexed, 57,566 found, 50,595 compared, 50,595
same data, 1.98 GiB in

(58.7 MiB/s), 28.3 MiB out (1.61 MiB/s), 25s

90,411 scanned, 49,594 indexed, 73,357 found, 64,912 compared, 64,912
same data, 2.37 GiB in

(79.0 MiB/s), 35.8 MiB out (1.48 MiB/s), 30s

110,222 scanned, 69,593 indexed, 87,733 found, 77,466 compared, 77,466
same data, 2.77 GiB in

(80.5 MiB/s), 43.1 MiB out (1.45 MiB/s), 35s

116,417 scanned, 79,693 indexed, 100,053 found, 89,258 compared, 89,258
same data, 3.23 GiB in

(94.3 MiB/s), 49.4 MiB out (1.26 MiB/s), 40s

122,224 scanned, 89,730 indexed, 111,684 found, 100,059 compared,
100,059 same data, 3.83 GiB in

(123 MiB/s), 55.5 MiB out (1.22 MiB/s), 45s

134,630 scanned, 109,758 indexed, 121,744 found, 108,152 compared,
108,152 same data, 4.36 GiB

in (107 MiB/s), 61.3 MiB out (1.14 MiB/s), 50s

134,630 scanned, 119,849 indexed, 131,678 found, 118,015 compared,
118,015 same data, 4.79 GiB

in (87.2 MiB/s), 66.7 MiB out (1.08 MiB/s), 55s

Xcp command : xcp verify -v -1 <IP address of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%

verified (data, attrs, mods), O

178



different item, 0 error

Speed : 4.95 GiB in (87.6 MiB/s), 69.2 MiB out (1.20 MiB/s)
Total Time : 57s.

STATUS : PASSED

E&:% -nonames
fEF -nonames 2% verify {MERBEHRETPHIREREMEHERBHNG S
ik

xcp verify -nonames <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -nonames <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.03.58.173082

30,728 scanned, 9,242 found, 5,248 compared, 5,248 same data, 363 MiB
in (72.6 MiB/s), 3.93 MiB

out (805 KiB/s), 5s

40,031 scanned, 20,748 found, 15,406 compared, 15,406 same data, 837
MiB in (94.5 MiB/s), 9.19

MiB out (1.05 MiB/s), 10s

50,859 scanned, 9,668 indexed, 32,410 found, 26,305 compared, 26,305
same data, 1.30 GiB in

(99.5 MiB/s), 15.2 MiB out (1.20 MiB/s), 15s

73,631 scanned, 34,712 indexed, 45,362 found, 38,567 compared, 38,567
same data, 1.75 GiB in

(92.2 MiB/s), 22.6 MiB out (1.49 MiB/s), 20s

82,931 scanned, 44,618 indexed, 59,988 found, 52,270 compared, 52,270
same data, 2.08 GiB in

(66.7 MiB/s), 29.6 MiB out (1.39 MiB/s), 25s

96,691 scanned, 59,630 indexed, 77,567 found, 68,573 compared, 68,573
same data, 2.50 GiB in

(85.2 MiB/s), 38.2 MiB out (1.73 MiB/s), 30s

110,763 scanned, 74,678 indexed, 92,246 found, 82,010 compared, 82,010
same data, 2.93 GiB in

(88.8 MiB/s), 45.5 MiB out (1.45 MiB/s), 35s

120,101 scanned, 79,664 indexed, 105,420 found, 94,046 compared, 94,046
same data, 3.47 GiB in

(110 MiB/s), 51.9 MiB out (1.27 MiB/s), 40s

131,659 scanned, 99,780 indexed, 116,418 found, 103,109 compared,
103,109 same data, 4.05 GiB in

(120 MiB/s), 58.1 MiB out (1.25 MiB/s), 45s

134,630 scanned, 114,770 indexed, 127,154 found, 113,483 compared,
113,483 same data, 4.54 GiB

in (100 MiB/s), 64.1 MiB out (1.20 MiB/s), 50s

Xcp command : xcp verify -nonames <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (92.5 MiB/s), 69.2 MiB out (1.26 MiB/s)

Total Time : 54s.

STATUS : PASSED
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ESE <filter> S5 4ER

M -match <filter> 8% verify ZRIFHESETIEZMBIRNHS °

A3
E=

xcp verify -match bin <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -match bin <IP address of NFS
server>:/source_vol <IP address
of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.16.46.005121

32,245 scanned, 25,000 matched, 10,657 found, 6,465 compared, 6,465
same data, 347 MiB in (69.4

MiB/s), 4.44 MiB out (908 KiB/s), 5s

40,306 scanned, 35,000 matched, 21,311 found, 15,969 compared, 15,969
same data, 850 MiB in (101

MiB/s), 9.44 MiB out (1024 KiB/s), 10s

55,582 scanned, 45,000 matched, 14,686 indexed, 31,098 found, 25,293
compared, 25,293 same data,

1.33 GiB in (102 MiB/s), 15.1 MiB out (1.12 MiB/s), 15s

75,199 scanned, 65,000 matched, 34,726 indexed, 45,587 found, 38,738
compared, 38,738 same data,

1.72 GiB in (77.9 MiB/s), 22.7 MiB out (1.52 MiB/s), 20s

78,304 scanned, 70,000 matched, 39,710 indexed, 61,398 found, 54,232
compared, 54,232 same data,

2.08 GiB in (75.0 MiB/s), 30.0 MiB out (1.45 MiB/s), 25s

102,960 scanned, 95,000 matched, 69,682 indexed, 78,351 found, 69,034
compared, 69,034 same

data, 2.43 GiB in (71.9 MiB/s), 38.8 MiB out (1.76 MiB/s), 30s
110,344 scanned, 105,000 matched, 69,682 indexed, 93,873 found, 83,637
compared, 83,637 same

data, 2.85 GiB in (84.2 MiB/s), 45.6 MiB out (1.36 MiB/s), 35s
121,459 scanned, 120,000 matched, 84,800 indexed, 107,012 found, 95,357
compared, 95,357 same

data, 3.30 GiB in (92.8 MiB/s), 52.3 MiB out (1.33 MiB/s), 40s
130,006 scanned, 125,000 matched, 94,879 indexed, 115,077 found,
102,104 compared, 102,104 same

data, 3.97 GiB in (136 MiB/s), 57.2 MiB out (1001 KiB/s), 45s

134,630 scanned, 134,630 matched, 109,867 indexed, 125,755 found,
112,025 compared, 112,025 same

data, 4.53 GiB in (115 MiB/s), 63.2 MiB out (1.20 MiB/s), 50s

Xcp command : xcp verify -match bin <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 134,630 matched, 100% found (121,150 have data), 100%
verified (data, attrs,

mods), O different item, 0 error

Speed : 4.95 GiB in (92.2 MiB/s), 69.2 MiB out (1.26 MiB/s)

Total Time : 54s.

STATUS : PASSED



E&#:% -Bs <n>
fEF -bs <n> B# verify 5B S ERA/NNGL o FBRES 64k ©

A3
E=

xcp verify -bs 32k <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -bs 32k <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.20.19.266399

29,742 scanned, 9,939 found, 5,820 compared, 5,820 same data, 312 MiB
in (62.3 MiB/s), 4.58 MiB

out (938 KiB/s), b5s

40,156 scanned, 20,828 found, 15,525 compared, 15,525 same data, 742
MiB in (85.0 MiB/s), 10.2

MiB out (1.10 MiB/s), 10s

41,906 scanned, 9,846 indexed, 30,731 found, 25,425 compared, 25,425
same data, 1.14 GiB in

(85.6 MiB/s), 16.1 MiB out (1.18 MiB/s), 15s

66,303 scanned, 29,712 indexed, 42,861 found, 36,708 compared, 36,708
same data, 1.61 GiB in

(94.9 MiB/s), 23.7 MiB out (1.53 MiB/s), 20s

70,552 scanned, 34,721 indexed, 58,157 found, 51,528 compared, 51,528
same data, 1.96 GiB in

(73.0 MiB/s), 31.4 MiB out (1.53 MiB/s), 25s

100,135 scanned, 59,611 indexed, 76,047 found, 66,811 compared, 66,811
same data, 2.29 GiB in

(66.3 MiB/s), 40.7 MiB out (1.82 MiB/s), 30s

105,951 scanned, 69,665 indexed, 90,022 found, 80,330 compared, 80,330
same data, 2.71 GiB in

(85.3 MiB/s), 48.1 MiB out (1.49 MiB/s), 35s

113,440 scanned, 89,486 indexed, 101,634 found, 91,152 compared, 91,152
same data, 3.19 GiB in

(97.8 MiB/s), 55.4 MiB out (1.45 MiB/s), 40s

128,693 scanned, 94,484 indexed, 109,999 found, 97,319 compared, 97,319
same data, 3.59 GiB in

(82.6 MiB/s), 60.2 MiB out (985 KiB/s), 45s

134,630 scanned, 94,484 indexed, 119,203 found, 105,402 compared,
105,402 same data, 3.98 GiB in

(78.3 MiB/s), 65.1 MiB out (986 KiB/s), 50s

134,630 scanned, 104,656 indexed, 127,458 found, 113,774 compared,
113,774 same data, 4.49 GiB

in (103 MiB/s), 70.8 MiB out (1.15 MiB/s), 55s

Xcp command : xcp verify -bs 32k <IP address of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O



different item, 0 error

Speed : 4.96 GiB in (84.5 MiB/s), 77.5 MiB out (1.29 MiB/s)
Total Time : 1mOs.

STATUS : PASSED

EusE 1T <n>
£/ -parallel <n> 28 verify e QLIEELITHIREIEREFHRAHE
5

xcp verify -parallel <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -parallel 2 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.35.10.356405

15,021 scanned, 6,946 found, 4,869 compared, 4,869 same data, 378 MiB
in (74.5 MiB/s), 3.24 MiB

out (654 KiB/s), b5s

25,165 scanned, 9,671 indexed, 15,945 found, 12,743 compared, 12,743
same data, 706 MiB in (65.4

MiB/s), 7.81 MiB out (934 KiB/s), 10s

35,367 scanned, 19,747 indexed, 24,036 found, 19,671 compared, 19,671
same data, 933 MiB in

(45.3 MiB/s), 11.9 MiB out (827 KiB/s), 15s

45,267 scanned, 29,761 indexed, 32,186 found, 26,909 compared, 26,909
same data, 1.38 GiB in

(94.6 MiB/s), 16.5 MiB out (943 KiB/s), 20s

55,690 scanned, 39,709 indexed, 40,413 found, 34,805 compared, 34,805
same data, 1.69 GiB in

(62.8 MiB/s), 20.9 MiB out (874 KiB/s), 25s

55,690 scanned, 39,709 indexed, 48,325 found, 42,690 compared, 42,690
same data, 1.88 GiB in

(38.1 MiB/s), 24.3 MiB out (703 KiB/s), 31s

65,002 scanned, 49,670 indexed, 57,872 found, 51,891 compared, 51,891
same data, 2.04 GiB in

(33.2 MiB/s), 29.0 MiB out (967 KiB/s), 36s

75,001 scanned, 59,688 indexed, 66,789 found, 60,291 compared, 60,291
same data, 2.11 GiB in

(14.8 MiB/s), 33.4 MiB out (883 KiB/s), 41ls

85,122 scanned, 69,690 indexed, 75,009 found, 67,337 compared, 67,337
same data, 2.42 GiB in

(62.3 MiB/s), 37.6 MiB out (862 KiB/s), 46s

91,260 scanned, 79,686 indexed, 82,097 found, 73,854 compared, 73,854
same data, 2.69 GiB in

(55.0 MiB/s), 41.4 MiB out (770 KiB/s), 51s

95,002 scanned, 79,686 indexed, 88,238 found, 79,707 compared, 79,707
same data, 2.99 GiB in

(60.7 MiB/s), 44.4 MiB out (608 KiB/s), 56s

105,002 scanned, 89,787 indexed, 96,059 found, 86,745 compared, 86,745
same data, 3.19 GiB in

(41.3 MiB/s), 48.4 MiB out (810 KiB/s), 1lmls

110,239 scanned, 99,872 indexed, 104,757 found, 94,652 compared, 94,652



same data, 3.47 GiB in
(57.0 MiB/s), 52.7 MiB out
120,151 scanned, 104,848 indexed,
100,317 same data, 3.95 GiB
in (97.2 MiB/s), 56.3 MiB out
130,068 scanned, 114,860 indexed,
107,260 same data, 4.25 GiB
in (60.5 MiB/s), 60.6 MiB out
134,028 scanned, 119,955 indexed,
111,886 same data, 4.65 GiB
in (83.2 MiB/s), 63.7 MiB out
134,630 scanned, 129,929 indexed,
119,193 same data, 4.93 GiB
in (56.8 MiB/s), 67.9 MiB out
Xcp command

134,630 scanned,
(data,
different item,

0 matched,

verified attrs, mods), O

0 error

E&:E -dircount <n[k]>
fEF -dircount <n[k]> 8# verify BANIEEE

EIA

(879 KiB/s),

(733 KiB/s),

(871 KiB/s),

(647 KiB/s),

(846 KiB/s),

xcp verify -parallel 2 <IP address

100% found

1lmé6s
111,491 found,

Imlls
119,867 found,

Iml6s
125,210 found,

Im21s
132,679 found,

Im26s

BB SR ER AR o

100,317 compared,

107,260 compared,

111,886 compared,

119,193 compared,

of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
(121,150 have data),

100%

TARR{EZS 64k

xcp verify -dircount <n[k]> <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify —-dircount 32k <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.28.58.235953

32,221 scanned, 10,130 found, 5,955 compared, 5,955 same data, 312 MiB
in (62.1 MiB/s), 4.15 MiB

out (848 KiB/s), b5s

40,089 scanned, 21,965 found, 16,651 compared, 16,651 same data, 801
MiB in (97.5 MiB/s), 9.55

MiB out (1.07 MiB/s), 10s

51,723 scanned, 14,544 indexed, 33,019 found, 27,288 compared, 27,288
same data, 1.24 GiB in

(93.8 MiB/s), 15.6 MiB out (1.22 MiB/s), 15s

67,360 scanned, 34,733 indexed, 45,615 found, 39,341 compared, 39,341
same data, 1.73 GiB in

(100 MiB/s), 22.8 MiB out (1.43 MiB/s), 20s

82,314 scanned, 44,629 indexed, 63,276 found, 55,559 compared, 55,559
same data, 2.05 GiB in

(64.7 MiB/s), 31.0 MiB out (1.63 MiB/s), 25s

100,085 scanned, 59,585 indexed, 79,799 found, 70,618 compared, 70,618
same data, 2.43 GiB in

(77.2 MiB/s), 38.9 MiB out (1.57 MiB/s), 30s

110,158 scanned, 69,651 indexed, 93,005 found, 82,654 compared, 82,654
same data, 2.87 GiB in

(89.1 MiB/s), 45.4 MiB out (1.28 MiB/s), 35s

120,047 scanned, 79,641 indexed, 104,539 found, 93,226 compared, 93,226
same data, 3.40 GiB in

(108 MiB/s), 51.4 MiB out (1.20 MiB/s), 40s

130,362 scanned, 94,662 indexed, 114,193 found, 101,230 compared,
101,230 same data, 3.87 GiB in

(97.3 MiB/s), 56.7 MiB out (1.06 MiB/s), 45s

134,630 scanned, 104,789 indexed, 124,272 found, 110,547 compared,
110,547 same data, 4.33 GiB

in (94.2 MiB/s), 62.3 MiB out (1.12 MiB/s), 50s

134,630 scanned, 129,879 indexed, 133,227 found, 119,717 compared,
119,717 same data, 4.93 GiB

in (119 MiB/s), 68.2 MiB out (1.17 MiB/s), 55s

Xcp command : xcp verify -dircount 32k <IP address of NFS
server>:/source vol <IP address ofdestination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%

verified (data, attrs, mods), O



different item,

0 error

Speed 4.95 GiB in (89.3 MiB/s), 69.2 MiB out (1.22 MiB/s)
Total Time 56s.
STATUS PASSED

E%:% -nold

R -noId 8# verify S LUEHETERERSIFVEIL - TEREAR °

=H S
ae /.

xcp verify -nold <source ip address>:/source vol

<destination ip address>:/dest vol

e

[root@localhost linux]#
server>:/source vol <IP address of destination

Job ID:

49,216 scanned,
(234 MiB/s),

GiB in

49,615 scanned,
3.08 GiB in

same data,

73,401 scanned,

KiB same data,

80,867 scanned,

KiB same data,

83,102 scanned,

KiB same data,

Xcp command
10.235.122.86:
Stats g
data), 82,980
Speed

Total Time
Job ID

Log Path

address of source NFS
NFS server>:/dest vol

./xcp verify -noid <IP

Job_2024-04-22 07.19.41.825308 verify

10,163 found, 9.59 KiB same data, 1.
6s
26,534 compared,
(1.86 MiB/s),
45,882 compared, 44.8
(2.12 MiB/s), 1lé6s
62,704 compared, 61.2
(1.83 MiB/s), 21s
77.4

26s

9,816 compared,
5.67 MiB out (1.13 MiB/s),
4,958 indexed, 27,018 found,
(390 MiB/s), 15.1 MiB out
indexed, 46,365
(420 MiB/s),
indexed, 63,171
(377 MiB/s),
indexed, 79,587
(387 MiB/s),

11s
34,884
5.31 GiB
44,880
7.23 GiB
69,906
9.13 GiB

found,
in 26.6 MiB out
found,
36.2 MiB out
79,246 compared,

(1.95 MiB/s),

in
found,
in 46.0 MiB out

xcp verify 10.235.122.70:/source vol

/dest vol

83,102 scanned, 83,102 indexed, 100% found (82,980 have
compared, 100% verified (data, attrs, mods)

9.55 GiB in (347 MiB/s), 48.4 MiB out (1.72 MiB/s)

28s.

Job 2024-04-22 07.19.41.825308 verify
/opt/NetApp/xFiles/xcp/xcplogs/Job 2024-04-

22 07.19.41.825308 verify.log

STATUS

PASSED

15

25.9 KiB

191



E%:% -preserve-atime

£ -preserve-atime B verify ST HFABERZREREREL L RFEHIHE © o -preserve-atime

Y ERENRHEERS XCP BEFEZ AR ENRIAE ©

272
== 2
xcp verify -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol

s

[root@clientl linux]# ./xcp verify -preserve-atime
<IP address>:/source vol <destination IP address>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
XCP_verify 2022-06-

30 15.29.03.686503

xcp: Job ID: Job 2022-06-30 15.29.03.723260 verify

Xcp command : xcp verify -preserve-atime <IP address>:/source vol
<destination IP address>:/dest vol Stats

110 scanned, 110 indexed, 100% found (96 have data), 96 compared, 100%
verified (data, attrs,

mods)

Speed : 4.87 MiB in (3.02 MiB/s), 160 KiB out (99.4 KiB/s) Total Time
1s.

Job ID : Job 2022-06-30 15.29.03.723260 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

30 15.29.03.723260 verify.log STATUS

PASSED

E#:% -s3.insecure
M -s3.insecure B2 verify Sp< A HTTP XX HTTPS #17 S3 fAEEE ©
Bk

xcp verify -s3.insecure hdfs:///user/test s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.insecure hdfs://<HDFS source>
s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

08 09.04.33.301709

Job ID: Job 2023-06-08 09.04.33.301709 verify

Xcp command : xcp verify -s3.insecure hdfs://<HDFS source> s3://<s3-
bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (8.20 KiB/s), 90.8 KiB out (34.9 KiB/s)

Total Time : 2s.

Job ID : Job 2023-06-08 09.04.33.301709 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.04.33.301709 verify.log

STATUS : PASSED

E&z8 -S3.Endpoint <s3_endpoint_url>

£ -s3.endpoint <s3 endpoint url> 2% verify spTUIEEN URL BXXTEER AWS ifmEk URL ~ XA

#17 S3 BrEEi@H o

=P

xcp verify -s3.endpoint https://<endpoint url>: s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.endpoint https://<endpoint url>
hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

13 11.20.48.203492

Job ID: Job 2023-06-13 11.20.48.203492 verify

2 scanned, 2 found, 9.55 KiB in (1.90 KiB/s), 12.5 KiB out (2.50
KiB/s), 5s

Xcp command : xcp verify -s3.endpoint https://<endpoint url>
hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (2.28 KiB/s), 91.1 KiB out (9.72 KiB/s)

Total Time : 9s.

Job ID : Job 2023-06-13 11.20.48.203492 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.20.48.203492 verify.log

STATUS : PASSED

ER55% -s3.profile <name>
M s3.profile B# verify % ~ £ AWS BB EETISERN S3 HEEENMRTERE °
2

xcp verify -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

08 09.05.22.412914

Job ID: Job 2023-06-08 09.05.22.412914 verify

Xcp command : xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (6.52 KiB/s), 91.2 KiB out (27.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-06-08 09.05.22.412914 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.05.22.412914 verify.log

STATUS : PASSED

[root@clientl linux]# ./xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

08 09.20.53.763772

Job ID: Job 2023-06-08 09.20.53.763772 verify

Xcp command : xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url>

hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 25.3 KiB in (14.5 KiB/s), 93.7 KiB out (53.8 KiB/s)

Total Time : 1s.

Job ID : Job 2023-06-08 09.20.53.763772 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.20.53.763772 verify.log

STATUS : PASSED

555 -s3.noverify

£/ -s3.noverify B verify BNER S3 EEFEEEMZ SSL /RETAREFBNGR< ©
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xcp verify -s3.noverify s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.noverify hdfs://<HDFS source>
s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

13 10.59.01.817044

Job ID: Job 2023-06-13 10.59.01.817044 verify

Xcp command : xcp verify -s3.noverify hdfs://<HDFS source> s3://<s3-
bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (5.84 KiB/s), 90.8 KiB out (24.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-06-13 10.59.01.817044 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 10.59.01.817044 verify.log

STATUS : PASSED

./xcp verify -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP_verify 2023-06-

13 11.29.00.543286

Job ID: Job 2023-06-13 11.29.00.543286 verify

15,009 scanned, 9 indexed, 1,194 found, 908 compared, 908 same data,
4.87 MiB in (980 KiB/s), 199 KiB

out (39.1 KiB/s), bs

15,009 scanned, 9 indexed, 2,952 found, 2,702 compared, 2.64 KiB same
data, 8.56 MiB in (745 KiB/s),

446 KiB out (48.7 KiB/s), 10s

15,009 scanned, 9 indexed, 4,963 found, 4,841 compared, 4.73 KiB same
data, 12.9 MiB in (873 KiB/s),

729 KiB out (55.9 KiB/s), 15s

15,009 scanned, 9 indexed, 6,871 found, 6,774 compared, 6.62 KiB same
data, 16.9 MiB in (813 KiB/s),

997 KiB out (53.4 KiB/s), 20s

15,009 scanned, 9 indexed, 8,653 found, 8,552 compared, 8.35 KiB same
data, 20.6 MiB in (745 KiB/s),

1.22 MiB out (49.3 KiB/s), 25s

15,009 scanned, 9 indexed, 10,436 found, 10,333 compared, 10.1 KiB same
data, 24.3 MiB in (754

KiB/s), 1.46 MiB out (49.8 KiB/s), 31s

15,009 scanned, 9 indexed, 12,226 found, 12,114 compared, 11.8 KiB same
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data, 28.0 MiB in (751

KiB/s), 1.71 MiB out (49.7 KiB/s), 36s

15,009 scanned, 9 indexed, 14,005 found, 13,895 compared, 13.6 KiB same
data, 31.7 MiB in (756

KiB/s), 1.95 MiB out (50.0 KiB/s), 41s

15,009 scanned, 9 indexed, 14,229 found, 14,067 compared, 13.7 KiB same
data, 32.2 MiB in (102

KiB/s), 1.98 MiB out (6.25 KiB/s), 46s

Xcp command : xcp verify -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url> <HDFS source> s3://<s3-bucket>

Stats : 15,009 scanned, 15,009 indexed, 100% found (15,005 have data),
15,005 compared, 100%

verified (data)

Speed : 33.9 MiB in (724 KiB/s), 2.50 MiB out (53.5 KiB/s)

Total Time : 47s.

Job ID : Job 2023-06-13 11.29.00.543286 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.29.00.543286 verify.log

STATUS : PASSED

chmod

XCP NFS chmod 88 2 SRR S BIaE B EBTFIAERNIESREER o [ chmod J &
LEEERINHBIE © NFS HAEL POSIX BREHAEE o XCP chmod fn L GiIEEEETS
TERRISHIMER - sp LB SRRIRHAESRAR « UREHHPE TR -

EIA

xcp chmod -mode <value> <source NFS export path>

FETEEH

[root@Quser-1 linux]# ./xcp chmod -mode <IP address>:/source vol

Xcp command : xcp chmod -mode <IP address>://source vol
Stats : 6 scanned, 4 changed mode

Speed : 1.96 KiB in (2.13 KiB/s), 812 out (882/s)

Total Time : Os.

STATUS : PASSED

[root@user-1 linux] #

TRIIE chmod 28 EHEREA °
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#

<<nfs_chmod_exclude,chmod -exclude ; Efi#Ees >
<<nfs_chmod_match,chmod -match ; Ef#E2s >
<<nfs_chmod_reference,chmod -reference ; 2% gt;

chmod -v

chmod -exclude <filter>

s ER

PR SEEIRM RN B -
ERRIP B EMERAERM B8R o
IEESEWERN B R o
RESECREYHAEL o

M -exclude <filter> 28 chmod < RERAT SERERMTBIESRMBER

=h3;
=T=17

xcp chmod -exclude <filter> -mode <value> <source NFS export path>

s

[root@user-1 linux]#
101.11.10.10:/s_v1/D3/

./xcp chmod -exclude "fnm('3.img')" -mode 770

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command xcp chmod -exclude fnm('3.img') -mode 770
101.11.10.10:/s_v1/D3/

Stats 5 scanned, 1 excluded, 5 changed mode

Speed 2.10 KiB in (7.55 KiB/s), 976 out (3.43 KiB/s)

Total Time Os.

STATUS PASSED

[root@user-1 linux]#

chmod -Match <filter>

fEF -match <filter> 2% chmod (ERIEHEEFEIFEMTAERZMMBENGS

SEIA

xcp chmod -match <filter>

-mode <value> <source NFS export path>
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[root@user-1 linux]# ./xcp chmod -match "fnm('2.img')" -mode 777
101.11.10.10:/s_v1/D2/

Filtered: 1 matched, 5 did not match

Xcp command : xcp chmod -match fnm('2.img') -mode
101.11.10.10:/s _v1/D2/
Stats : 6 scanned, 1 matched, 2 changed mode

Speed : 1.67 KiB in (1.99 KiB/s), 484 out (578/s)
Total Time : Os.
STATUS : PASSED

[root@user-1 linux]

chmod -reference <reference>
{FF -reference <reference> B8 chmod ISR EEXZBHREMGS ©
B

xcp chmod -reference <reference> <source NFS export path>

e

[root@Quser-1 linux]# ./xcp chmod -reference 101.11.10.10:/s v1/D1l/1.txt
102.21.10.10:/S_V1/D2/

Xcp command : xcp chmod -reference 101.11.10.10:/s v1/D1/1.txt
102.21.10.10:/s_v1/D2/

Stats : 6 scanned, 6 changed mode

Speed : 3.11 KiB in (3.15 KiB/s), 1.98 KiB out (2.00 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chmod -v
£ -v 2% chmod ARNHREEEEEEYHEEHNGS °
Bk

chmod -mode <value> -v <source NFS export path>
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[root@user-1 linux]# ./xcp chmod -mode 111 -v file:///mnt/s v1/D1l/

mode of 'file:///mnt/s v1/Dl' changed from 0777 to 0111

mode of 'file:///mnt/s v1/D1/1.txt' changed from 0777 to 0111

mode of 'file:///mnt/s v1/Dl/softlink 1.img' changed from 0777 to 0111
mode of 'file:///mnt/s v1/Dl/softlink to hardlink 1.img' changed from
0777 to 0111 mode

of 'file:///mnt/s v1/D1/1.img' changed from 0777 to 0111

mode of 'file:///mnt/s v1/Dl/hardlink 1.img' changed from 0777 to 0111
mode of

'file:///mnt/s v1/D1/1.imgl' changed from 0777 to 0111

Xcp command : xcp chmod -mode 111 -v file:///mnt/s v1/D1/ Stats : 7
scanned, 7

changed mode

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

Chown

XCP NFS chown 8% SRl & &5 EEﬁ%‘EﬁE’JFﬁﬁ*me’Eﬁ’f& ° o chown ﬁ%ﬁ%g
NFS H/AsL POSIX BRIEMABEE - XCP IR DE FISERIEHHEAME © © chown B
TETMERNEEEEAEID (UD) -

A

xcp chown -user/-group <user-name/group-name> <source NFS export path>
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[root@user-1 linux]#
101.101.10.110:/s_v1l/smaple set/Dl

Sat Apr 2 23:06:05 2022
changed ownership of 101.
1004:0

changed ownership of 101.
1001:0 to 1004:0

changed ownership of 101.
from 1001:0 to 1004:0
changed ownership of 101.
1001:0 to 1004:0

changed ownership of 101.
from 1001:0 to 1004:0

changed ownership of

101.10.110

101.10.110

101.10.110

101.10.110

101.10.110

./Xcp chown -user user2 -v

:/s_vl/smaple set/Dl from 1001:0 to
:/s_vl/smaple set/D1/1.txt from
:/s_vl/smaple set/Dl/softlink 1.img
:/s_vl/smaple set/D1/1.img from

:/s_vl/smaple set/Dl/hardlink 1.img

101.101.10.110:/s_vl1l/smaple set/Dl/softlink to hardlink 1.img from

1001:0 to
1004:0

Xcp command
101.101.10.110:/s_v1l/smaple set/Dl

1.11 KiB out

xcp chown -user user2 -v

(923/s)

Stats 6 scanned, 6 changed ownership
Speed 2.25 KiB in (1.82 KiB/s),
Total Time 1s.

STATUS PASSED

[root@user-1 linux]#

TRIIH chown 28K HERHA o

#

<<nfs_chown_exclude,chown - Ef& ;

W

P

EmiEes >
<<nfs_chown_match,chown -match ; EfiEas >
<<nfs_chown_group,chown - &$4H ; &¥4H >
<<nfs_chown_user,chown - & ; FHE& >

<<nfs_chown_user_from,chown -user-from ;
user_from gt;

<<nfs_chown_group_from,chown -group-from ;
group_from gt;

<<nfs_chown_reference,chown - &% ; &% >

chown -v
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chown - HEBk <filter>

M -exclude <filter> 28 chown L REFFRF SEERGAIERMBER o

b

E=p

xcp chown -exclude <filter> -user <user name> <source NFS export path>

e

[root@user-1 linux]# ./xcp chown -exclude "fnm('l.img')" -user user?
101.101.10.210:/s_v1l/smaple set/Dl

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chown -exclude fnm('l.img') -user
user2101.101.10.210:/s_vl/smaple set/D1
Stats : 5 scanned, 1 excluded, 5 changed ownership

Speed : 2.10 KiB in (1.75 KiB/s), 976 out (812/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

Chown -Match <filter>
ﬁﬁﬁ -match <filter> 2% chown (EEIEHEFRISIBRTIIERZMMBIZMNGS °

EIA

xcp chown -match <filter> -user <user name> <source NFS export path>
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[root@user-1 linux]# ./xcp chown -exclude "fnm('l.img')" -user user?
101.101.10.210:/s_v1l/smaple set/Dl

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chown -exclude fnm('l.img') -user
user2101.101.10.210:/s_vl/smaple set/D1
Stats : 5 scanned, 1 excluded, 5 changed ownership

Speed : 2.10 KiB in (1.75 KiB/s), 976 out (812/s)
Total Time : 1s.
STATUS : PASSED

[root@user-1 linux]#

Chown Ef#H <group>
fEH -group <group> B# chown EHKIERFE Linux GID &< ©
E

xcp chown -match <filter> -user <user name> <source NFS export path>

FETEEH

[rootQuser-1 linux]# ./xcp chown -group groupl
101.101.10.210:/s_vl/smaple set/D1l

Xcp command : xcp chown -group groupl
101.101.10.210:/s_vl/smaple set/D1l

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (1.92 KiB/s), 1.11 KiB out (974/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

Chown - f£f#& <user>
{FR -user <user> 22 chown EARJFEEE Linux UID B < ©
;ﬁ‘

=P

xcp chown -user -user <user name> <source NFS export path>
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[root@user-1 linux]# ./xcp chown -user userl
102.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -user userl 102.101.10.210:/s_vl/smaple set/Dl
Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (3.12 KiB/s), 1.11 KiB out (1.55 KiB/s)

Total Time : Os.

STATUS : PASSED

[rootQuser-1 linux]#

Chown -user-from <user_from>
£ -user-from <user from> 2# chown &8 UID H#< °
A

xcp chown -user-from userl -user <user name> <source NFS export path>

g

[root@user-1 linux]# ./xcp chown -user-from userl -user user?2
101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -user-from userl -user user?
102.108.10.210:/s_vl/smaple set/D1l

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (2.44 KiB/s), 1.11 KiB out (1.21 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

KB <group_from> #J chown -group-

=R
aa 7/

xcp chown -group-from <group name> -group <group name> <source NFS export
path>
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[root@user-1 linux]# ./xcp chown —-group-from groupl -group group2

101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -group-from groupl -group group?2

101.101.10.210:/s_vl/smaple set/D1

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (4.99 KiB/s), 1.11 KiB out
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

Chown - &% <reference>

(2.47 KiB/s)

{EF -reference <reference> 2 chown IEEZZEENHFINGS °

EIA

xcp chown -reference <reference> <source NFS export path>

RETEEH

[root@user-1 linux]# ./xcp chown -reference
101.101.10.210:/s_vl/smaple set/D2/2.img
101.101.10.210:/s_vl/smaple set/Dl

Xcp command : xcp chown -reference
101.101.10.210:/s_vl/smaple set/D2/2.img
101.101.10.210:/s_v1l/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 3.11 KiB in (6.25 KiB/s), 2.01 KiB out
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chown -v

£ -v 2 chown ARBESECEEYHHILNGS
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xcp chown -user-from <user name> -v -user <user name> <source NFS export
path>

mEEE

[root@user-1 linux]# ./xcp chown -user-from user2 -v -user userl
101.101.10.210:/s_vl/smaple set/Dl

changed ownership of 101.101.10.210:/s vl/smaple set/Dl1 from 1004:1003
to 1001:1003

changed ownership of 101.101.10.210:/s vl/smaple set/D1/1.img from
1004:1003 to 1001:1003

changed ownership of 101.101.10.210:/s _vl/smaple set/D1/1.txt from
1004:1003 to 1001:1003

changed ownership of 101.101.10.210:/s vl/smaple set/Dl/softlink 1.img
from 1004:1003 to

1001:1003

changed ownership of
101.101.10.210:/s_vl1l/smaple set/Dl/softlink to hardlink 1.img from
1004:1003 to 1001:1003

changed ownership of 101.101.10.210:/s vl/smaple set/Dl/hardlink 1.img
from 1004:1003 to

1001:1003

Xcp command : xcp chown -user-from user?2 -v -user userl
101.101.10.210:/s_v1l/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (2.02 KiB/s), 1.11 KiB out (1.00 KiB/s)

Total Time : 1s.

STATUS : PASSED
[root@user-1]

SCERAREN

NFS logdump fn < GIRIERE ID S ITIE ID REFEESCER ~ WS LECERMBENE . zip B
AT EERRBIIESE © o . zip HEEAVRIBE S SPRERRIREET(E ID 48[F -

EIA

xcp logdump -m <migration ID>
xcp logdump -j <job ID>
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[root@clientl xcp nfs]# xcp logdump -j Job 2022-06-
14 21.49.28.060943 scan

xcp: Job ID: Job 2022-06-14 21.52.48.744198 logdump

Xcp command : xcp logdump -j Job 2022-06-14 21.49.28.060943 scan
Stats

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2022-06-14 21.52.48.744198 logdump

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

14 21.52.48.744198 logdump.log

STATUS : PASSED

[root@client xcp nfs]# 1ls Job 2022-06-14 21.49.28.060943 scan
Job 2022-06-14 21.49.28.060943 scan.log supplementary
[root@clientl xcp nfs]# 1ls Job 2022-06-

14 21.49.28.060943 scan/supplementary/

Job idx 2022-06-14 21.46.05.167338 copy.log Job idx 2022-06-
14 21.47.41.868410 sync.log

xcp_history.json

Job idx 2022-06-14 21.46.35.134294 sync.log Job_idx 2022-06
14 21.48.00.085869 sync.log

[root@clientl xcp nfs]#

[root@clientl xcp nfsl# ./xcp logdump -m idx

xcp: Job ID: Job 2022-06-14 21.56.04.218977 logdump

Xcp command : xcp logdump -m idx

Stats

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2022-06-14 21.56.04.218977 logdump

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

14 21.56.04.218977 logdump.log

STATUS : PASSED

[root@clientl xcp nfs]# 1ls idx

Job idx 2022-06-14 21.46.05.167338 copy.log Job idx 2022-06-
14 21.47.41.868410 sync.log

xcp history.json

Job idx 2022-06-14 21.46.35.134294 sync.log Job idx 2022-06-
14 21.48.00.085869 sync.log
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XCP NFS delete a2 EMIFREEREPIFAEAR °
i

xcp delete <NFS export path>
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[root@localhost ]# /xcp/linux/xcp delete <IP address of destination
NFSserver>:/dest vol

WARNING: You have selected <IP address of destination NFS
server>:/dest vol for

removing data.Data in this path /dest vol will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in <IP address of destination NFS
server>:/dest vol

31,996 scanned, 5,786 removes, 3 rmdirs, 8.27 MiB in (1.65 MiB/s), 1.52
MiB out (312

KiB/s), b5s

40,324 scanned, 19,829 removes, 22 rmdirs, 12.2 MiB in (799 KiB/s),
3.89 MiB out

(485 KiB/s),10s

54,281 scanned, 32,194 removes, 2,365 rmdirs, 17.0 MiB in (991 KiB/s),
6.15 MiB out

(463 KiB/s),15s

75,869 scanned, 44,903 removes, 4,420 rmdirs, 23.4 MiB in (1.29 MiB/s),
8.60

MiB out (501KiB/s), 20s

85,400 scanned, 59,728 removes, 5,178 rmdirs, 27.8 MiB in (881 KiB/s),
11.1 MiB out

(511 KiB/s),25s

106,391 scanned, 76,229 removes, 6,298 rmdirs, 34.7 MiB in (1.39
MiB/s), 14.0

MiB out (590KiB/s), 30s

122,107 scanned, 93,203 removes, 7,448 rmdirs, 40.9 MiB in (1.24
MiB/s), 16.9

MiB out (606KiB/s), 35s

134,633 scanned, 109,815 removes, 9,011 rmdirs, 46.5 MiB in (1.12
MiB/s), 20.0

MiB out (622KiB/s), 40s

134,633 scanned, 119,858 removes, 9,051 rmdirs, 47.9 MiB in (288
KiB/s), 21.4

MiB out (296KiB/s), 45s

134,633 scanned, 119,858 removes, 9,051 rmdirs, 47.9 MiB in (0/s), 21.4
MiB out (0/s), 50s

134,633 scanned, 121,524 removes, 9,307 rmdirs, 48.2 MiB in (51.7
KiB/s), 21.7

MiB out (49.5KiB/s), 55s

Xcp command : xcp delete <IP address of destination NFS

server>:/dest voll34,633 scanned, 0 matched, 134,632 delete



0 error
Speed : 48.7 MiB in
(396 KiB/s)Total Time : 57s.
STATUS PASSED

items,

TRIIH delete BERHERA ©

2

<<nfs_delete_match,flBs - fT& ; EHEEss >
B - &

fHER -remotivopdir
<<nfs_delete_exclude,Milfx - HEbx ; BFESs >
<<nfs_delete_parallelIB&FEIT ; n>

MF% -preserve-atime

<<nfs_delete_loglevel,flfx -loglevel ; & >
M -s3.insecure

<<nfs_delete_endpoint, B -s3.Endpoint ;
s3_Endpoint URL>

<<nfs_delete_s3_profile, k& -s3.profile ;
profile_name gt;

B -s3.noverify

B - LEE¥ <filter>

{FF -match <filter> B8 delete (ERRIEHEREE

EIE

(869 KiB/s),

22.2 MiB out

sRER

ERRIR BB EMER ISR B8R o
RIBRBFEESD o

#irBE - BIEFER -

PR SERE IR ERM B -
IBERALITIMMREBIERZFH FERE: 7) °
REERN B RNTFIERE (FEk -
RECERELR ; THEARS info ~ debug (FBER

info) ©

35T « B 7E S3 Bucket 3
HTTPS o

LA S3 Bucket @:HAYISE URL B & TE5%HY Amazon
Web Services (AWS ) ixE5 URL o

7t AWS REEIERIEERN S3 f#EER

false ) o

BEAPGER HTTP Mk

AR EE ©

gf% S3 BUCket DHE’J SSL Eroti=) }' Dﬁ%ﬁ%ﬁ °

SEFTRIESRM BE RIS o

xcp delete -match <filter> <NFS export path>
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[root@clientl linux]# ./xcp delete -match "fnm('XCP copy 2023-04-
25 05.51.28.315997")" 10.101.10.101:/xcp catalog

Job ID: Job 2023-04-25 06.10.29.637371 delete

WARNING: You have selected 10.101.10.101:/xcp catalog for removing
data. Data in this path

/xcp_catalog will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in 10.101.10.101:/xcp catalog
Xcp command : xXcp delete -match fnm('XCP copy 2023-04-

25 05.51.28.315997")

10.101.10.101:/xcp_catalog

Stats : 209 scanned, 14 matched, 12 removes, 2 rmdirs
Speed : 58.9 KiB in (18.6 KiB/s), 8.25 KiB out (2.60 KiB/s)
Total Time : 3s.

Job ID : Job 2023-04-25 06.10.29.637371 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.10.29.637371 delete.log

STATUS : PASSED

R - SRS
{EF -force 28 delete FEREIEIMMIMAHE S ©

AEIA

xcp delete —-force <NFS export path>
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[root@clientl linux]# ./xcp delete -force
10.101.10.101:/xcp _catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910

Job ID: Job 2023-04-25 06.11.30.584440 delete

WARNING: You have selected
10.101.10.101:/xcp_catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910 for removing data. Data in this path
/xcp_catalog/catalog/indexes/XCP copy 2023-04-25 05.53.58.273910 will
be deleted.

Recursively removing data in
10.101.10.101:/xcp_catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910

Xcp command : xcp delete -force
110.101.10.101:/xcp_catalog/catalog/indexes/XCP_copy 2023-04-
25 05.53.58.273910

Stats : 14 scanned, 12 removes, 1 rmdir

Speed : 6.44 KiB in (4.73 KiB/s), 3.59 KiB out (2.64 KiB/s)
Total Time : 1s.

Job ID : Job 2023-04-25 06.11.30.584440 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.11.30.584440 delete.log

STATUS : PASSED

[root@client-1 linux] #

filB% -remotivopdir
fEF -removetopdir 8% delete BIREEIMNM<T ~ BIEFBER ©
Ep

xcp delete —-force -loglevel <name> -removetopdir <NFS export path>
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[root@client]l linux]# ./xcp delete -force -loglevel DEBUG -removetopdir
10.101.10.101:/temp7/user9

Job ID: Job 2023-04-25 08.03.38.218893 delete

WARNING: You have selected 10.101.10.101:/temp7/user9 for removing
data. Data in this path

/temp7/user9 will be deleted.

Recursively removing data in 10.101.10.101:/temp7/user9

50,500 scanned, 16,838 removes, 11.5 MiB in (2.27 MiB/s), 2.70 MiB out
(547 KiB/s), 5s

85,595 scanned, 43,016 removes, 21.5 MiB in (1.97 MiB/s), 6.70 MiB out
(806 KiB/s), 10s

1.01M scanned, 999,771 removes, 1,925 rmdirs, 324 MiB in (1.42 MiB/s),
153 MiB out (922
KiB/s), 3m6s

Xcp command : xcp delete -force -loglevel DEBUG -removetopdir
10.101.10.101:/temp7/user9

Stats : 1.01M scanned, 1.01M removes, 2,041 rmdirs

Speed : 326 MiB in (1.73 MiB/s), 155 MiB out (842 KiB/s)
Total Time : 3m8s.

Job ID : Job 2023-04-25 08.03.38.218893 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 08.03.38.218893 delete.log

STATUS : PASSED

[root@clientl linux]#

Rs - BERR <filter>
£/ -exclude <filter> B delete LKA SEERENIERZMBEHE -
s

xcp delete -force -exclude <filter> <NFS export path>
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[root@clientl linux]# ./xcp delete -force -exclude "fnm('USER5')"

10.101.10.101:/temp7/user2/

Job ID: Job 2023-04-25 07.54.25.241216 delete

WARNING: You have selected 10.101.10.101:/temp7/user?2 for removing

data. Data in this path
/temp7/user2 will be deleted.
Recursively removing data in 10.101.10.101:/temp7/user2

29,946 scanned, 1 excluded, 6,492 removes, 977 rmdirs, 7.42 MiB in

(1.48 MiB/s), 1.54 MiB out

(316 KiB/s), 5s

Xcp command : xcp delete -force -exclude fnm('USER5')
10.101.10.101:/temp7/user2/

Stats : 29,946 scanned, 1 excluded, 28,160 removes, 1,785 rmdirs

Speed : 10.6 MiB in (1.18 MiB/s), 5.03 MiB out (574 KiB/s)
Total Time : 8s.

Job ID : Job 2023-04-25 07.54.25.241216 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 07.54.25.241216 delete.log

STATUS : PASSED

[root@clientl linux]#

fERF4T <n>
fEF -parallel <n> 8% delete MPLUEELITHINBRIBIEFNRAHEE - TBREA 7 °
B

xcp delete -force -parallel <n> -match <filter> <NFS export path>
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[root@clientl linux]# ./xcp delete -force -parallel 8 -match
"fnm('2023-04-25 05.49.26.733160*"')" 10.101.10.101:/xcp catalog/

Job ID: Job 2023-04-25 06.15.27.024987 delete

WARNING: You have selected 10.101.10.101:/xcp catalog for removing
data. Data in this path /xcp catalog will be deleted.
Recursively removing data in 10.101.10.101:/xcp catalog

Xcp command : xcp delete -force -parallel 8 -match fnm('2023-04-
25 05.49.26.733160*")

10.101.10.101:/xcp_catalog/

Stats : 182 scanned, 1 matched, 1 remove

Speed : 50.0 KiB in (115 KiB/s), 5.45 KiB out (12.5 KiB/s)

Total Time : Os.

Job ID : Job 2023-04-25 06.15.27.024987 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.15.27.024987 delete.log

STATUS : PASSED

[root@clientl linux]#

fiB% -preserve-atime
fEF] -preserve-atime <preserve-atime> B# delete REIERIN BERFIEHNGS o FEREAR ©
=

xcp delete -force -preserve-atime <NFS export path>
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[root@clientl linux]# ./xcp delete -force -preserve-atime
<IP address>:/temp7/user2/

Job ID: Job 2023-04-25 07.55.30.972162 delete

WARNING: You have selected <IP address>:/temp7/user2 for removing data.
Data in this path

/temp7/user2 will be deleted.

Recursively removing data in <IP address>:/temp7/user?2
Xcp command : xcp delete -force -preserve-atime

<IP address>:/temp7/user2/

Stats : 256 scanned, 255 rmdirs

Speed : 199 KiB in (108 KiB/s), 75.7 KiB out (41.1 KiB/s)
Total Time : 1s.

Job ID : Job 2023-04-25 07.55.30.972162 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
25 07.55.30.972162 delete.log

STATUS : PASSED

[root@client-1 linux]#

fE& -logLevel <name>

{8 -1loglevel <name> 2% delete AMNKRE RIS ; TAAFIE info #l debug ° FEREBIRAE

afl e
A

xcp delete -force -loglevel DEBUG -removetopdir <NFS export path>
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[root@clientl linux]# ./xcp delete -force -loglevel DEBUG
10.101.10.101:/temp7/user9

Job ID: Job 2023-04-25 08.03.38.218893 delete

WARNING: You have selected 10.101.10.101:/temp7/user9 for
data. Data in this

path /temp7/user9 will be deleted.

Recursively removing data in 10.101.10.101:/temp7/user9
50,500 scanned, 16,838 removes, 11.5 MiB in (2.27 MiB/s),
(547 KiB/s), 5s

85,595 scanned, 43,016 removes, 21.5 MiB in (1.97 MiB/s),
(806 KiB/s),

10s

1.01M scanned, 999,771 removes, 1,925 rmdirs, 324 MiB in
153 MiB out
(922 KiB/s), 3m6s

-removetopdir

removing

2.70 MiB out

6.70 MiB out

(1.42 MiB/s),

Xcp command : xcp delete -force -loglevel DEBRUG -removetopdir

10.101.10.101:/temp7/user9

Stats : 1.01M scanned, 1.01M removes, 2,041 rmdirs
Speed : 326 MiB in (1.73 MiB/s), 155 MiB out (842 KiB/s)
Total Time : 3m8s.

Job ID : Job 2023-04-25 08.03.38.218893 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
25 08.03.38.218893 delete.log

STATUS : PASSED

[root@client-1 linux]#

fHFs -s3.insecure
fEFH -s3.insecure 2% delete L ER HTTP EXfX HTTPS #1717 S3 #FE®: ©
&

xcp delete -s3.insecure s3://bucketl
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[rootQclientl linux]# ./xcp delete -s3.insecure s3:// bucketl

Job ID: Job 2023-06-08 08.51.40.849991 delete

WARNING: You have selected s3://bucketl for removing data. Data in this
path //bucketl will be

deleted.

Are you sure you want to delete (yes/no): yes
Recursively removing data in s3://bucketl

Xcp command : xcp delete -s3.insecure s3://bucketl
Stats : 8 scanned, 6 s3.objects, 6 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 5s.

Job ID : Job 2023-06-08 08.51.40.849991 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.51.40.849991 delete.log

STATUS : PASSED

fi|B% -S3.Endpoint <s3_endpoint_url>

fF -s3.endpoint <s3_endpoint url> 2% delete SAUIEEMN URL BEXAUTERE AWS InEh URL ~ X
#17 S3 BrfRiEE o

xcp delete -s3.endpoint https://<endpoint url>: s3://bucket
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[root@clientl linux]# ./xcp delete -s3.endpoint https://<endpoint url>:
s3://xcp-testing

Job ID: Job 2023-06-13 11.39.33.042545 delete

WARNING: You have selected s3://xcp-testing for removing data. Data in
this path //xcp-testing

will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in s3://xcp-testing

Xcp command : xcp delete -s3.endpoint https://<endpoint url>: s3://xcp-
testing

Stats : 8 scanned, 5 s3.objects, 5 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 4s.

Job ID : Job 2023-06-13 11.39.33.042545 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.39.33.042545 delete.log

STATUS : PASSED

fiB% -s3.profile <name>

£ s3.profile 2 delete B3 %  ft AWS SEFEIEREPIEERAN S3 FFEBEMRIRER -

E=p

xcp delete -s3.profile sg -s3.endpoint https://<endpoint url>:
s3://bucket
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[root@clientl linux]# ./xcp delete -s3.profile sg -s3.endpoint
https://<endpoint url>: s3://bucket

Job ID: Job 2023-06-08 08.53.19.059745 delete

WARNING: You have selected s3://bucket for removing data. Data in this
path //bucket will be deleted.

Are you sure you want to delete (yes/no): yes
Recursively removing data in s3://bucket

1 scanned, 0 in (0/s), 0 out (0/s), 5s

Xcp command : xcp delete -s3.profile sg -s3.endpoint
https://<endpoint url>: s3:/ bucket

Stats : 7 scanned, 5 s3.objects, 5 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 9s.

Job ID : Job 2023-06-08 08.53.19.059745 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.53.19.059745 delete.log

STATUS : PASSED

fiiB% -s3.noverify
1/ -s3.noverify B# delete BREE S3 #EEREMN SSL/RHERBBNHS o
A

xcp delete -s3.noverify s3://bucket

221



&

[root@client-1 linux]# ./xcp delete -s3.noverify s3://bucketl

Job ID: Job 2023-06-13 10.56.19.319076 delete

WARNING: You have selected s3://bucketl for removing data. Data in this
path //bucketl will be

deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in s3://bucketl

2,771 scanned, 0 in (0/s), 0 out (0/s), 5s

9,009 scanned, 9,005 s3.objects, 2,000 s3.removed, 0 in (0/s), 0 out
(0/s), 10s

Xcp command : xcp delete -s3.noverify s3://bucketl

Stats : 9,009 scanned, 9,005 s3.objects, 9,005 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 15s.

Job ID : Job 2023-06-13 10.56.19.319076 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 10.56.19.319076 _delete.log

STATUS : PASSED

fafh

XCP NFS estimate 83 < ARG IERIFEAEI B TR EEE SRR - EEER
FIEERIATAMNARMAKRER (FIi1 CPU ~ RAM ~ AR EHMBE) KeETHERELRRN
TRfLEFRE o IERILUER -target EIRAI RSB HIE R FE L BUS AL

EIA

xcp estimate -id <name>

222



&

[root@client-01 linux]# ./xcp estimate -t 100 -id estimate(0l -target
10.101.10.10:/temp8

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.10.10:/tempd"' to

'10.101.10.10:/temp8"'...

estimate regular file copy task completed before the 1m40s duration
0 in (0/s), 0 out (0/s), 5s

0 in (0/s), 0 out (0/s), 10s

Estimated time to copy '10.101.12.11:/temp4' to '10.101.12.10:/temp8’
based on a 1m40s live test:

5.3s

Xcp command : xcp estimate -t 100 -id estimatel0l -target
10.101.12.10:/temp8

Estimated Time : 5.3s

Job ID : Job 2023-04-12 08.09.16.126908 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.09.16.126908 estimate.log

STATUS : PASSED

[root@client-01linux]#

TRIE estimate BB EEREA o

2 s A

<<nfs_estimate_id, &5t -id ; %8 > e FCRIE AR ERS IFE 25T o
<<nfs_estimate_gbit,{&&t -Gbit () ; 5 Gb SEE R RERGIFRE (FERE: 1) ©
fhEt - BiR 1EE AR ENEERIEHE AN BT o
<<nfs_estimate_t,f&st -t ; n/s/m/h]> FEEBNEFRI R AT BRI (FAsRME - 5 »iE) o
<<nfs_estimate_bs,{&izt -bs ; n[k]> IEEERERA/N (FERE: 64K) ©
<<nfs_estimate_dircount,f&5t -dircount ; n[k]> IEEEINBERINERK/N (FERE : 64K) o
Tafd - (RE - (RE REBEZNERAFEIERE (8 false) o
<<nfs_estimate_loglevel {5t -loglevel ; %% > RECIRELR ; TAELKS info ~ debug (FERR

info )

{5t -id <name>

fEF -id <name> 2% estimate LKL S EEIKHIEREMBEE o
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xXCcp estimate -id <name>

mEREf

[root@clientl linux]# ./xcp estimate -id csdata0ll

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

xcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
62.0 MiB free space.

Job ID: Job 2023-04-20 12.59.31.260914 estimate

== Best-case estimate to copy ‘data-set:/userlgiven 1 gigabit of
bandwidth ==

112 TiB of data at max 128 MiB/s: at least 10d13h

Xcp command : xcp estimate -id csdatall

Estimated Time : 10d13h

Job ID : Job 2023-04-20 12.59.31.260914 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 12.59.31.260914 estimate.log

STATUS : PASSED

xcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
62.0 MiB free space.

[root@clientl linux]#

&5t -Gbit <n>

£ -gbit <n> B# estimate [EFIRERFIFEGS FARE: 1) o IWEEEZEERER -target
#IE o

EIA

xcp estimate -gbit <n> -id <name>
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[root@client-01 linux]# ./xcp estimate -gbit 10 -id estimateOl

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-12 08.12.28.453735 estimate

== Best-case estimate to copy '10.101.12.11:/temp4' given 10 gigabits
of bandwidth ==

0 of data at max 1.25 GiB/s: at least 0.0s

Xcp command : xcp estimate -gbit 10 -id estimateOl

Estimated Time : 0.0s

Job ID : Job 2023-04-12 08.12.28.453735 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.12.28.453735 estimate.log

STATUS : PASSED

[root@client-01linux]#

T&8fit - B1E <path>
fEF -target <path> 28 estimate FEEARENEAHEARMNBEGRS ©
sk

xcp estimate -t 100 -id <name> -target <path>

RETEE

[root@client-01 linux]# ./xcp estimate -t 100 -id estimate0l -target
10.101.12.11:/temp8

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.12.11:/temp4' to '10.101.12.11:/temp8'...

estimate regular file copy task completed before the 1m40s duration
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.09.16.126908 estimate.log

STATUS : PASSED

[root@client-01linux]#
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&5t -t <n[s|m|h]>
A -t <nlsim|h]>B¥ estimate IEERIRFAIEAFHER G - ARES 5 AR ©
BB

xcp estimate -t <n[s|m|h]> -id <name> -target <path>

e

[root@client-01 linux]# ./xcp estimate -t 100 -id estimate0l -target
10.101.12.12:/temp8

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.12.11:/tempd’' to

'10.101.12.12:/temp8"'...

estimate regular file copy task completed before the 1m40s duration
0 in (0/s), 0 out (0/s), b5s

0 in (0/s), 0 out (0/s), 10s

Estimated time to copy '10.101.12.11:/temp4' to '10.101.12.12:/temp8’
based on a 1m40s live

test: 5.3s

Xcp command : xcp estimate -t 100 -id estimatell -target
10.101.12.11:/temp8

Estimated Time : 5.3s

Job ID : Job 2023-04-12 08.09.16.126908 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
12 08.09.16.126908 estimate.log

STATUS : PASSED

[root@client-01linux]#

&zt -BS <n[k]>
A -bs <n[k]> 8# estimate IEEER BIRA/NNTRS o TARES 64k ©
s

xCcp estimate -id <name> -bs <n[k]>
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[root@clientl linux]# ./xcp estimate -id estimate0l -bs 128k

xcp: WARNING: your license will expire in less than 7 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-24 08.44.12.564441 estimate

63.2 KiB in (12.5 KiB/s), 2.38 KiB out (484/s), 5s

== Best-case estimate to copy 'xxx' given 1 gigabit of bandwidth ==
112 TiB of data at max 128 MiB/s: at least 10d13h

Xcp command : xcp estimate -id estimate(0l -bs 128k

Estimated Time : 10d13h

Job ID : Job 2023-04-24 08.44.12.564441 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

24 08.44.12.564441 estimate.log

STATUS : PASSED

[root@clientl linux]#

{45t -dircount <n[k]>
M -dircount <n[k]>8# estimate ANIEEEINBHRAAEA/NNGS ° FBRIES 64k ©
37

xcp estimate -id <name> -dircount <n[k]> -t <n> -target <path>
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[root@clientl linux]# ./xcp estimate -id csdatalOl -dircount 128k -t 300
-target <path>

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

xcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
61.6 MiB free space.

Job ID: Job 2023-04-20 13.03.46.820673 estimate

Starting live test for 5m0Os to estimate time to copy ‘data-set:/userl
to “<path>"...

1,909 scanned, 126 copied, 2 giants, 580 MiB in (115 MiB/s), 451 MiB
out (89.5 MiB/s), bs

1,909 scanned, 134 copied, 2 giants, 1.23 GiB in (136 MiB/s), 1015 MiB
out (112 MiB/s), 10s

1,909 scanned, 143 copied, 2 giants, 1.88 GiB in (131 MiB/s), 1.54 GiB
out (113 MiB/s), 1b5s

7,136 scanned, 2,140 copied, 4 linked, 8 giants, 33.6 GiB in (110
MiB/s), 32.4 GiB out (110

MiB/s), 4mb57s

Sample test copy completed for, 300.03s

0 in (-7215675436.180/s), 0 out (-6951487617.036/s), 5m2s

2,186 scanned, 610 KiB in (121 KiB/s), 76.9 KiB out (15.3 KiB/s), 5m7s
Estimated time to copy ‘data-set:/userlto '10.01.12.11:/maprll' based
on a 5m0Os live test:

7d6h

Xcp command : xcp estimate -id csdata0l -dircount 128k -t 300 -target
10.101.12.11:/maprll

Estimated Time : 7d6h

Job ID : Job 2023-04-20 13.03.46.820673 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 13.03.46.820673 estimate.log

STATUS : PASSED

xcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
61.6 MiB free space.

[root@clientl linux]#



&5t F4T <n>
€M -parallel <n>2# estimate MLLUEEMITIREERRZFHNRAHE - BRERT7 °
AEA

xcp estimate -loglevel <name> -parallel <n> -id <name>

e

[root@clientl linux]# ./xcp estimate -loglevel DEBUG -parallel 8 -id
estimatel

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.36.45.535209 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given 1
gigabit of bandwidth ==

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -parallel 8 -id estimatel
Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.36.45.535209 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.36.45.535209 estimate.log

STATUS : PASSED

[root@clientl linux]#

fafh - RE - RE
fEF -preserve-atime 82# estimate FRBERFEREDNEFBNG S - BREAR °
B2y

xcp estimate -loglevel <name> -preserve-atime -id <name>
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root@clientl linux]# ./xcp estimate -loglevel DEBUG -preserve-atime -id
estimatel

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.19.04.050516 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given 1
gigabit of bandwidth

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -preserve-atime -id
estimatel

Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.19.04.050516 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.19.04.050516 estimate.log

STATUS : PASSED

[root@clientl linux]#

{45t -logLevel <name>

£/ -1loglevel <name> 2% estimate ANREHFRANG L ; AR info #l debug ° FERELRS
=3 -

A

xcp estimate -loglevel <name> -id <name>
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[root@clientl linux]# ./xcp estimate -loglevel DEBUG -parallel 8 -id
estimatel

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.36.45.535209 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given
gigabit of bandwidth ==

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -parallel 8 -id estimatel
Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.36.45.535209 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.36.45.535209 estimate.log

STATUS : PASSED

[root@clientl linux]#

25| fHFR
NFS indexdelete An R EMIFRE EZRS] ©

EIA

xcp indexdelete
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[root@clientl linux]# ./xcp indexdelete

Job ID: Job 2023-11-16 02.41.20.260166 indexdelete

isync_tcl retry copy 996 KiB 15-Nov-2023 15-Nov-2023

isync _est isync isync 1012 KiB 15-Nov-2023 15-Nov-2023

XCP _verify 2023-11-15 05.56.17.522428 verify 1016 KiB 15-Nov-2023 15-
Nov-2023

XCP_verify 2023-11-15 06.04.31.693517 verify 1.00 MiB 15-Nov-2023 15-
Nov-2023

isync_tcl retryl copy 988 KiB 15-Nov-2023 15-Nov-2023

XCP verify 2023-11-15 09.02.46.973624 verify 988 KiB 15-Nov-2023 15-
Nov-2023

est001 isync 1012 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.37.24.179634 verify 0 15-Nov-2023 15-Nov-2023
albatch errorl copy 368 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.45.53.104055 verify 360 KiB 15-Nov-2023 15-
Nov-2023

albatch error2 isync 376 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.48.05.000473 verify 372 KiB 15-Nov-2023 15-
Nov-2023

blbatch errorl copy 4.50 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 12.00.29.214479 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

blbatch error2 isync 4.50 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 12.00.40.536687 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP _verify 2023-11-15 12.27.08.055501 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP verify 2023-11-15 12.27.39.797020 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP_verify 2023-11-15 12.52.29.408766 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP _verify 2023-11-15 12.53.01.870109 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

clbatch errorl copy 988 KiB 15-Nov-2023 15-Nov-2023

XCP verify 2023-11-15 22.54.11.081944 verify 976 KiB 15-Nov-2023 15-
Nov-2023

clbatch error2 isync 1020 KiB 15-Nov-2023 15-Nov-2023
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XCP verify 2023-11-15 23.19.44.158263 verify 1.00 MiB 15-Nov-2023 15-
Nov-2023

XCP verify 2023-11-15 23.44.01.274732 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

clbatch errorl32576 copy 992 KiB 16-Nov-2023 16-Nov-2023

clbatch error227998 isync 1004 KiB 16-Nov-2023 16-Nov-2023

XCP verify 2023-11-16 01.07.45.824516 verify 1012 KiB 16-Nov-2023 16-
Nov-2023

S3 index copy 52.5 KiB 16-Nov-2023 16-Nov-2023

S3 indexl copy 52.5 KiB 16-Nov-2023 16-Nov-2023

clbatch errorl4383 copy 728 KiB 16-Nov-2023 16-Nov-2023

32 scanned, 941 KiB in (1.04 MiB/s), 48.8 KiB out (55.4 KiB/s), Os.
WARNING: 31 indexes will be deleted permanently.

Are you sure you want to delete (yes/no): yes

Xcp command : xcp indexdelete

Stats : 466 scanned, 31 index deleted

Speed : 1.09 MiB in (216 KiB/s), 133 KiB out (25.8 KiB/s)

Total Time : 5s.

Job ID : Job 2023-11-16 02.41.20.260166 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.41.20.260166_ indexdelete.log

STATUS : PASSED

[root@clientl linux]#

TRIIE indexdelete BEREEREA

9

4 s

<<nfs_indexdelete_match, X5 - fT5& ; EhiEas > (EREHEMRRESIETIERNBER

<<nfs_indexdelete_loglevel,indexdelete -loglevel ; %4 RTECERELR ; FTAEARA info ~ debug (FEER :

% >

info) ©

indexdelete -match <filter>

(£

=

-match <filter> 2% indexdelete ERRIBHEEHESFENAEZIBEENGS ©

xcp indexdelete -match <filter>
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[root@clientl linux]# ./xcp indexdelete -match "fnm('S3 indexl12')"

Job ID: Job 2023-11-16 02.44.39.862423 indexdelete

S3_indexl12 copy 52.5 KiB 16-Nov-2023 16-Nov-2023
5 scanned, 1 matched, 141 KiB in (121 KiB/s), 6.05 KiB out (5.20

KiB/s), 1s.
WARNING: 1 matched index will be deleted permanently.
Are you sure you want to delete (yes/no): yes

Xcp command : xcp indexdelete -match fnm('S3 index12')
Stats : 19 scanned, 1 matched, 1 index deleted

Speed : 146 KiB in (29.3 KiB/s), 8.59 KiB out (1.72 KiB/s)
Total Time : 4s.

Job ID : Job 2023-11-16 02.44.39.862423 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.44.39.862423 indexdelete.log

STATUS : PASSED

[root@clientl linux]#

indexdelete -loglevel <name>

£ -loglevel <name> 2% indexdelete FAMNREHFRANGS ; ATAARAIE info 1 debug ° F
RAE ©

EIA

xcp indexdelete -loglevel <name> -match <filter>
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root@clientl linux]# ./xcp indexdelete -loglevel DEBUG -match
"fnm('test*")"

Job ID: Job 2023-11-16 03.39.36.814557 indexdelete

testing scan 24.5 KiB 16-Nov-2023 16-Nov-2023

testingisync isync 12.5 KiB 16-Nov-2023 16-Nov-2023

5 scanned, 2 matched, 65.1 KiB in (61.1 KiB/s), 6.24 KiB out (5.85
KiB/s), 1s.

WARNING: 2 matched indexes will be deleted permanently.

Are you sure you want to delete (yes/no): yes

6 scanned, 2 matched, 65.1 KiB in (10.5 KiB/s), 6.39 KiB out (1.03
KiB/s), 7s

Xcp command : xcp indexdelete -loglevel DEBUG -match fnm('test*')
Stats : 32 scanned, 2 matched, 2 index deleted

Speed : 75.5 KiB in (10.3 KiB/s), 11.1 KiB out (1.52 KiB/s)

Total Time : 7s.

Job ID : Job 2023-11-16 03.39.36.814557 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 03.39.36.814557 indexdelete.log

STATUS : PASSED

[root@clientl linux]#

iSync
1R15% XCP BIEREA ~ SEMES isync B2  BEARKRIT isync < AEEER

estimate I o

iSync

XCP NFS isync s 4 G LEEAGEM B « Y ERERAEHRZSINE R TRLBEZELNER o
s

xcp isync <source ip address>:/src <destination ip address>:/dest
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[root@clientl linux]# ./xcp isync <source ip address>:/src
<destination ip address>:/dest

Job ID: Job 2023-11-20 04.11.03.128824 isync

41,030 scanned, 935 MiB in (162 MiB/s), 4.23 MiB out (752 KiB/s), 6s
57,915 scanned, 2.10 GiB in (239 MiB/s), 10.00 MiB out (1.13 MiB/s),

11s
57,915 scanned, 3.20 GiB in (210 MiB/s), 14.6 MiB out (879

KiB/s), 1l6s

92,042 scanned, 4.35 GiB in (196 MiB/s), 21.6 MiB out (1.17 MiB/s), 22s
123,977 scanned, 5.70 GiB in (257 MiB/s), 29.6 MiB out (1.49 MiB/s),

27s

137,341 scanned, 6.75 GiB in (212 MiB/s), 36.0 MiB out (1.25 MiB/s),

32s

154,503 scanned, 8.00 GiB in (226 MiB/s), 43.0 MiB out (1.24 MiB/s),

38s

181,578 scanned, 36 copied, 8.68 GiB in (132 MiB/s), 49.7 MiB out (1.26

MiB/s), 43s

target scan completed: 181,656 scanned, 1,477 copied, 1 removed, 8.76

GiB in (200 MiB/s), 123 MiB

out (2.75 MiB/s), 44s.

181,907 scanned, 10,013 copied, 1 removed, 9.17 GiB in (95
545 MiB out (95.2 MiB/s), 49s

Xcp command : xcp isync <source ip address>:/src
<destination ip address>:/dest

Stats : 1 removed, 181,907 scanned, 10,263 copied

Speed : 9.17 GiB in (190 MiB/s), 548 MiB out (11.1 MiB/s)
Total Time : 49s.

Job ID : Job 2023-11-20 04.11.03.128824 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
20 04.11.03.128824 isync.log

STATUS : PASSED

[root@clientl linux]

TRIIH isync BERERA -

2¥ sREA

iSync -nodata FEBEER ©

iSync -noattos BB -

iSync - nomods N EES ERESTL I

iSync -mtimeWindow IEE AR B R = B LUE
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1788 o



2% s ER

<<nfs_isync_match,iSync - {7 & ; Ef#5E3s > ERIRBAETESERTAVIERMB &% o

<<nfs_isync_bs,iSync -BS ; n[k]> IEEEEEIRA/N (FARME : 64K) o

<<nfs_isync_parallel,iSync -parallel ; n> FEEMITH REIRIEENRAHE FaRE: 7) °

<<nfs_isync_dircount,iSync -dircount ; n[k]> feEEI B RRNER A/ (FE8% 64k ) ©

<<nfs_isync_exclude,iSync - Htf& ; EfisEes > PR S BRI RIERM B &% o

<<nfs_isync_newid,iSync -nevid ; & > feEMERS | BRI E#R%E o

<<nfs_isync_loglevel,iSync -loglevel ; $%& > RECIRELR ; TR info ~ debug (FE :
info) o

iSync -preserve-atime HERIR ERPREIEEERE L RFIRIBH] -

iSync -s3.insecure {2388 « AI7E S3 Bucket BHFER HTTP Mk
HTTPS ©

<<nfs_isync_endpoint,iSync -S3.Endpoint ; S3_## L4 S3 Bucket E:HIIEE URL BEFEEAI Amazon

25 URL> Web Services (AWS ) %25 URL o

<<nfs_isync_s3_profile,iSync -s3.profile ; 1t AWS SREEIERIEE AN S3 HEEEENNRERE o

profile_name gt;

iSync -s3.noverify 7S S3 Bucket B89 SSL sR:ETEREREE ©
iSync -nodata

M -nodata B2# isync IEEMEBEERBIGRT ©

=3

[2I=2

xcp isync -nodata <source ip address>:/source vol
<destination ip address>:/dest vol
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root@clientl linux]# ./xcp isync -nodata
<source ip address>:/source vol<destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.47.20.930900 isync

11,301 scanned, 3.26 MiB in (414 KiB/s), 479 KiB out (59.5 KiB/s), 8s
28,644 scanned, 437 copied, 33.7 MiB in (5.39 MiB/s), 27.2 MiB out
(4.75 MiB/s), 13s

29,086 scanned, 1,001 copied, 58.2 MiB in (3.54 MiB/s), 51.8 MiB out
(3.55 MiB/s), 20s

29,490 scanned, 1,001 copied, 597 removed, 61.1 MiB in (592 KiB/s),
53.7 MiB out (375 KiB/s),

25s

98

43,391 scanned, 1,063 copied, 1,001 removed, 2.49 GiB in (115 MiB/s),
2.48 GiB out (115 MiB/s),

1ml7s

43,391 scanned, 1,082 copied, 1,001 removed, 3.08 GiB in (119 MiB/s),
3.07 GiB out (119 MiB/s),

1Im23s

43,391 scanned, 1,088 copied, 1,001 removed, 3.68 GiB in (122 MiB/s),
3.67 GiB out (122 MiB/s),

1m28s

Xcp command : xcp isync -nodata <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,001 removed, 43,391 scanned, 1,108 copied

Speed : 4.19 GiB in (46.7 MiB/s), 4.18 GiB out (46.5 MiB/s)

Total Time : 1m31ls.

Job ID : Job 2023-11-16 22.47.20.930900 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.47.20.930900 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.47.20.930900 isync.error

STATUS : PASSED

iSync -noattos

f#H -noattrs 828 isync IEEFBEBMENGS
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xcp isync -noattrs <source ip address>:/source vol
<destination ip address>:/dest vol

mEEE

[root@clientl linux]# ./xcp isync -noattrs

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.49.22.056646 isync

18,036 scanned, 940 MiB in (168 MiB/s), 2.67 MiB out (48
30,617 scanned, 285 removed, 4.23 GiB in (666 MiB/s), 12
(1.82 MiB/s), 10s

32,975 scanned, 746 removed, 6.71 GiB in (505 MiB/s), 18
(1.25 MiB/s), 15s

34,354 scanned, 1,000 removed, 9.39 GiB in (543 MiB/s),
(1.32 MiB/s), 20s

34,594 scanned, 1,000 removed, 12.1 GiB in (540 MiB/s),
(1.24 MiB/s), 26s

36,142 scanned, 722 copied, 1,000 removed, 14.9 GiB in (
73.7 MiB out (7.93 MiB/s),

31s

42,496 scanned, 1,000 copied, 1,000 removed, 234 GiB in
582 MiB out (1.55 MiB/s),

Tm22s

Xcp command : xcp isync -noattrs <<source ip address>>:/
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,496 scanned, 1,000 copied
Speed : 234 GiB in (542 MiB/s), 583 MiB out (1.32 MiB/s)
Total Time : 7m22s.

Job ID : Job 2023-11-16 22.49.22.056646 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 22.49.22.056646 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 22.49.22.056646 isync.error

STATUS : PASSED

iSync - nomods

fEA -nomods 2¥ isync IEEMRERRERFRENGL

8 KiB/s), 5s
.0 MiB out

.3 MiB out

24.9 MiB out

31.2 MiB out

540 MiB/s),

(716 MiB/s),

source vol
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isync —-nomods <source ip address>:/source vol
<destination ip address>:/dest vol

mEEE

[root@clientl linux]# ./xcp isync —-nomodes
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.56.48.571392 isync

13,897 scanned, 763 MiB in (152 MiB/s), 2.28 MiB out (463 KiB/s), 5s
21,393 scanned, 148 removed, 4.81 GiB in (739 MiB/s), 12.5 MiB out
(1.81 MiB/s), 1lls

28,517 scanned, 148 removed, 7.68 GiB in (578 MiB/s), 19.1 MiB out
(1.31 MiB/s), 1l6s

28,517 scanned, 148 removed, 10.7 GiB in (619 MiB/s), 26.3 MiB out
(1.43 MiB/s), 21s

29,167 scanned, 396 copied, 148 removed, 13.2 GiB in (434 MiB/s), 51.4
MiB out (4.33 MiB/s), 27s

42,790 scanned, 1,000 copied, 1,000 removed, 229 GiB in (641 MiB/s),
571 MiB out (1.40 MiB/s),

6m42s

42,790 scanned, 1,000 copied, 1,000 removed, 232 GiB in (668 MiB/s),
578 MiB out (1.46 MiB/s),

6m47s

Xcp command : xcp isync -nomods <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,790 scanned, 1,000 copied

Speed : 234 GiB in (585 MiB/s), 583 MiB out (1.42 MiB/s)

Total Time : 6m50s.

Job ID : Job 2023-11-16 22.56.48.571392 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.56.48.571392 isync.log

STATUS : PASSED

iSync -mtimeWindow <s>

fEF -mtimewindow <s> 8% isync MTLUIEE I AME AR =B LUETTEREE o
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ET=12

xcp isync -mtimewindow <s> <source ip address>:/source vol
<destination ip address>:/dest vol
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242

[root@clientl linux]#

Job ID:

./xcp isync -mtimewindow 10
10.101.101.101:/source vol 10.101.101.101:/dest vol

Job 2023-11-16 23.03.41.

617300 isync

out

out

out

out

out

23,154 scanned, 146 removed, 1.26 GiB in (247 MiB/s), 4.50 MiB
(882 KiB/s), 5s

29,587 scanned, 485 removed, 4.51 GiB in (659 MiB/s), 13.4 MiB
(1.77 MiB/s), 10s

29,587 scanned, 485 removed, 7.40 GiB in (590 MiB/s), 20.0 MiB
(1.32 MiB/s), 1lé6s

32,712 scanned, 485 removed, 10.3 GiB in (592 MiB/s), 26.9 MiB
(1.34 MiB/s), 21s

33,712 scanned, 485 removed, 13.2 GiB in (578 MiB/s), 33.6 MiB
(1.33 MiB/s), 26s

33,712 scanned, 961 copied, 485 removed, 15.5 GiB in (445 MiB/s),

MiB out (9.89 MiB/s),

42,496 scanned,
581 MiB out (1.43 MiB

Xcp command

31s

1,000 copied,

/8),

1,000 removed,
Tmlls

233 GiB in

xcp isync -mtimewindow 10 -loglevel DEBUG

10.101.101.101:/source vol 10.101.101.101:/dest vol

Stats
Speed 234 GiB
Total Time Tml2s.

Job ID

1,000 removed,

in

42,496 scanned,

(554 MiB/s),

583 MiB out

1,000 copied

(1.35 MiB/s)

Job 2023-11-16 23.03.41.617300 isync

86.

(655 MiB/s),

6



Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.03.41.617300 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.03.41.617300 isync.error

STATUS : PASSED

iSync -Match <filter>
B -match <filter> 8# isync (ERIEHEEEIFEMAEZMBENGS
sk

xcp isync -match <filter> -id <name>
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[root@clientl linux]# ./xcp isync -match fnm("FILE USER5*")

<source ip address>:/source vol
<destination ip address>:/dest vol
Job ID: Job 2023-11-16 23.25.03.734323 isync

24,006 scanned, 570 matched, 32.5 MiB in (5.31 MiB/s), 221 KiB out

(36.2 KiB/s), 6s

33,012 scanned, 570 matched, 34.2 MiB in (223 KiB/s), 237 KiB out

KiB/s), l4s

33,149 scanned, 572 matched, 275 MiB in (38.3 MiB/s), 781 KiB out

KiB/s), 20s

39,965 scanned, 572 matched, 276 MiB in (214 KiB/s), 812 KiB out

KiB/s), 27s

40,542 scanned, 572 matched, 276 MiB in (15.4 KiB/s), 818 KiB out

KiB/s), 32s

(2.06

(86.6

(4.95

(1.00

40,765 scanned, 1,024 matched, 1.88 GiB in (297 MiB/s), 4.51 MiB out

(682 KiB/s), 38s

target scan completed: 41,125 scanned, 1,055 matched, 1.88 GiB in

MiB/s), 4.51 MiB out
(117 KiB/s), 39s.

(48.9

42,372 scanned, 1,206 matched, 4.26 GiB in (445 MiB/s), 9.92 MiB out

(1013 KiB/s), 43s

Filtered: 1206 matched, 41290 did not match

Xcp command : xXcp isync -match fnm("FILE USER5*")
<source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 42,496 scanned, 1,206 matched

Speed : 6.70 GiB in (145 MiB/s), 15.4 MiB out (332 KiB/s)
Total Time : 47s.

Job ID : Job 2023-11-16 23.25.03.734323 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.25.03.734323 isync.log

STATUS : PASSED

iSync -BS <n[k]>

fEM -bs <n[k]>2# isync IEEBERBRANRIGRS o RRERANA 64k o

A

xcp isync -loglevel DEBUG -bs <n[k]> <source ip address>:/source vol

<destination ip address>:/dest vol
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root@clientl linux]# ./xcp isync -loglevel DEBUG -bs 32k
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 00.49.20.336389 isync

20,616 scanned, 1.62 GiB in (332 MiB/s), 8.23 MiB out (1.64 MiB/s), 5s

30,240 scanned, 4.55 GiB in (594 MiB/s), 22.4 MiB out (2.81 MiB/s), 10s

30,439 scanned, 7.47 GiB in (589 MiB/s), 35.6 MiB out (2.60 MiB/s), 15s

30,439 scanned, 10.5 GiB in (617 MiB/s), 49.5 MiB out (2.75 MiB/s), 20s
7

30,863 scanned, 1 copied, 13.3 GiB in (547 MiB/s), 62.
MiB/s), 25s

MiB out (2.56

42,497 scanned, 71 copied, 227 GiB in (637 MiB/s), 5.12 GiB out (2.79
MiB/s), 6m40s

42,497 scanned, 71 copied, 229 GiB in (538 MiB/s), 5.13 GiB out (2.35
MiB/s), 6m45s

Xcp command : xcp isync —-loglevel DEBUG -bs 32k

<source ip address>:/source vol

<destination ip address>:/dest vol

Stats : 42,497 scanned, 71 copied

Speed : 231 GiB in (579 MiB/s), 5.14 GiB out (12.9 MiB/s)

Total Time : 6m48s.

Job ID : Job 2023-11-17 00.49.20.336389 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.error

STATUS : PASSED

[root@clientl linux]#

iSync - 17
M -parallel <n> 8% isync SFLLUIERLITHRBIERFHEAHE - BARERT °
EEp

xcp isync -parallel <n> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@clientl linux]# xcp isync -parallel 16
<source ip address>:/source vol
<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.25.57.058655 isync

21,279 scanned, 765 MiB in (104 MiB/s), 2.43 MiB out (337 KiB/s), 7s
30,208 scanned, 126 removed, 3.00 GiB in (461 MiB/s), 9.11 MiB out
(1.33 MiB/s), 12s

35,062 scanned, 592 removed, 6.01 GiB in (615 MiB/s), 17.2 MiB out
(1.61 MiB/s), 17s

35,062 scanned, 592 removed, 7.35 GiB in (272 MiB/s), 20.3 MiB out (642
KiB/s), 22s

42,496 scanned, 1,027 copied, 1,027 removed, 231 GiB in (602 MiB/s),
576 MiB out (1.31 MiB/s),

Tm40s

Xcp command : xcp isync -parallel 16 <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,027 removed, 42,496 scanned, 1,027 copied

Speed : 234 GiB in (515 MiB/s), 584 MiB out (1.26 MiB/s)

Total Time : 7m4d5s.

Job ID : Job 2023-11-16 23.25.57.058655 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.57.058655 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.57.058655 isync.error

STATUS : PASSED

iSync -dircount <n[k]>
M -dircount <n[k]> 8% isync ARIEEENEERFRNERK/NNEFS  FERER 64k
$E

xcp isync -dircount <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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root@clientl linux]# ./xcp isync -dircount 32k

<source ip address>:/source vol

<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.33.45.854686 isync

16,086 scanned, 824 MiB in (164 MiB/s), 2.75 MiB out (558 KiB/s), b5s
24,916 scanned, 4.42 GiB in (727 MiB/s), 12.5 MiB out (1.91 MiB/s), 1lls
31,633 scanned, 237 removed, 7.19 GiB in (567 MiB/s), 19.0 MiB out
(1.30 MiB/s), 16s

31,633 scanned, 237 removed, 9.74 GiB in (512 MiB/s), 24.7 MiB out
(1.13 MiB/s), 21s

33,434 scanned, 237 removed, 11.6 GiB in (385 MiB/s), 29.3 MiB out (935
KiB/s), 26s

33,434 scanned, 499 copied, 237 removed, 13.1 GiB in (298 MiB/s), 57.7
MiB out (5.66 MiB/s), 3ls

42,496 scanned, 1,000 copied, 1,000 removed, 229 GiB in (609 MiB/s),
572 MiB out (1.34 MiB/s),

Tm3s

42,496 scanned, 1,000 copied, 1,000 removed, 232 GiB in (549 MiB/s),
578 MiB out (1.20 MiB/s),

Tm8s

Xcp command : xcp isync -dircount 32k <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,496 scanned, 1,000 copied

Speed : 234 GiB in (555 MiB/s), 583 MiB out (1.35 MiB/s)

Total Time : 7mlls.

Job ID : Job 2023-11-16 23.33.45.854686 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.33.45.854686 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.33.45.854686 isync.error

STATUS : PASSED

iSync - Bk <filter>

M -exclude <filter>Z¥ isync L REFFRNT SEERGIERMBER

i
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xcp isync -exclude <filter> <source ip address>:/source vol
<destination ip address>:/dest vol

mEEE

[root@clientl linux]# ./xcp isync -exclude fnm("FILE USER5*")

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.41.00.713151 isync

14,514 scanned, 570 excluded, 675 MiB in (133 MiB/s), 2.03 MiB out (411
KiB/s), b5s

24,211 scanned, 570 excluded, 4.17 GiB in (713 MiB/s), 11.0 MiB out
(1.79 MiB/s), 10s

30,786 scanned, 574 excluded, 116 removed, 7.07 GiB in (589 MiB/s),
17.7 MiB out (1.32

MiB/s), 15s

30,786 scanned, 574 excluded, 116 removed, 10.1 GiB in (629 MiB/s),
24.7 MiB out (1.40

MiB/s), 20s

31,106 scanned, 222 copied, 574 excluded, 116 removed, 12.8 GiB in (510
MiB/s), 42.3 MiB out

(3.33 MiB/s), 26s

41,316 scanned, 1,000 copied, 1,206 excluded, 1,000 removed, 225 GiB in
(616 MiB/s), 563 MiB

out (1.36 MiB/s), 6m35s

Excluded: 1206 excluded, 0 did not match exclude criteria

Xcp command : xcp isync -exclude fnm("FILE USERS*")

<source ip address>:/source vol <destination ip address>:/dest vol
Stats : 1,000 removed, 41,316 scanned, 1,000 copied, 1,206 excluded
Speed : 227 GiB in (584 MiB/s), 568 MiB out (1.42 MiB/s)

Total Time : 6m38s.

Job ID : Job 2023-11-16 23.41.00.713151 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.41.00.713151 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.41.00.713151 isync.error

STATUS : PASSED
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iSync -newid <name>
M -newid <name> 2% isync ARIEEMERS|I BB HRRWBIGS ©
s

Xcp isync -newid <name> -s3.endpoint <S3 endpoint url>
<source_ ip address>:/src/USER4 s3://isyncestimate/

e

root@clientl linux]# ./xcp isync -newid testing -s3.endpoint
<83 endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/

Job ID: Job 2023-11-16 04.33.32.381458 isync

target scan completed: 502 scanned, 250 s3.objects, 251 indexed, 118
KiB in (38.9 KiB/s), 63.7

KiB out (20.9 KiB/s), 3s.

Xcp command : xXcp isync -newid testing -s3.endpoint S3 endpoint url>
<source_ ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.8 KiB/s), 63.7 KiB out (20.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 04.33.32.381458 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 04.33.32.381458 isync.log

STATUS : PASSED

iSync -logLevel <name>

fEF -loglevel <name> 2¥ isync ANKREHFRFHS ; JAERAIE info A debug ° FEER{ES info

o
EIA

xcp isync -loglevel <name> -bs <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@clientl linux]# ./xcp isync -loglevel DEBUG -bs 32k

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 00.49.20.336389 isync

20,616 scanned, 1.62 GiB in (332 MiB/s), 8.23 MiB out (1
30,240 scanned, 4.55 GiB in (594 MiB/s), 22.4 MiB out (2
30,439 scanned, 7.47 GiB in (589 MiB/s), 35.6 MiB out (2
30,439 scanned, 10.5 GiB in (617 MiB/s), 49.5 MiB out (2
30,863 scanned, 1 copied, 13.3 GiB in (547 MiB/s), 62.7 M

MiB/s), 25s

42,497 scanned, 71 copied, 227 GiB in (637 MiB/s), 5.12 G
MiB/s), 6m40s

42,497 scanned, 71 copied, 229 GiB in (538 MiB/s), 5.13 G
MiB/s), 6m45s

Xcp command : xcp isync —-loglevel DEBUG -bs 32k

.64
.81
.60
.75

iB

iB

iB

MiB/s)
MiB/s), 10s
MiB/s)

, 5s

, 15s

MiB/s), 20s

out

out

out

(2.56

(2.79

(2.35

<source ip address>:/source vol <destination ip address>:/dest vol

Stats : 42,497 scanned, 71 copied

Speed : 231 GiB in (579 MiB/s), 5.14 GiB out (12.9 MiB/s)
Total Time : 6m48s.

Job ID : Job 2023-11-17 00.49.20.336389 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
17 00.49.20.336389 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
17 00.49.20.336389 isync.error

STATUS : PASSED

iSync -preserve-atime

8 -preserve-atime 8% isync L HRMBERERERERFE L EXRERIBEHE

E=p

xcp isync -preserve-atime <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@clientl linux]# ./xcp isync -preserve-atime
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 01.31.26.077154 isync

21,649 scanned, 1.41 GiB in (260 MiB/s), 5.63 MiB out (1.01 MiB/s), 5s
32,034 scanned, 10.9 GiB in (400 MiB/s), 29.3 MiB out (925 KiB/s), 30s
33,950 scanned, 1 copied, 12.9 GiB in (399 MiB/s), 35.5 MiB out (1.24
MiB/s), 35s

33,950 scanned, 1 copied, 14.7 GiB in (361 MiB/s), 39.6 MiB out (830
KiB/s), 41s

42,499 scanned, 1 copied, 229 GiB in (623 MiB/s), 529 MiB out (1.37
MiB/s), 7mlé6s

42,499 scanned, 1 copied, 233 GiB in (719 MiB/s), 536 MiB out (1.56
MiB/s), 7m2ls

Xcp command : xcp isync -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 42,499 scanned, 1 copied

Speed : 234 GiB in (541 MiB/s), 540 MiB out (1.22 MiB/s)

Total Time : 7m23s.

Job ID : Job 2023-11-17 01.31.26.077154 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 01.31.26.077154 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 01.31.26.077154 isync.error

STATUS : PASSED

iSync -s3.insecure
M -s3.insecure B# isync L FERH HTTP BVfX HTTPS #17 S3 [AEE & ©
B

xcp isync -newid <name> -s3.insecure -s3.endpoint <S3 endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/
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[root@clientl linux]# ./xcp isync -newid testing2 -s3.insecure
-s3.endpoint <S3 endpoint url> <source ip address>:/src/USER4
s3://isyncestimate/

Job ID: Job 2023-11-16 05.09.28.579606 isync

target scan completed: 502 scanned, 250 s3.objects, 118 KiB in (47.6
KiB/s), 50.8 KiB out (20.5

KiB/s), 2s.

Xcp command : xXcp isync -newid testing2?2 -s3.insecure -s3.endpoint
<S3 endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/
Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.5 KiB/s), 63.8 KiB out (20.7 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 05.09.28.579606 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.09.28.579606_ isync.log

STATUS : PASSED

[root@clientl linux]#

iSync -S3.Endpoint <s3_endpoint_url>

f#H -s3.endpoint <s3 endpoint url> 28 isync BT LUIEER URL BUCTESR AWS imah URL ~ LUE
17 S3 BTRSi@EH ©

EA

xcp isync -newid <name> -s3.noverify -s3.endpoint <endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/
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root@clientl linux]# ./xcp isync -newid testing -s3.endpoint <S3-
endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/

Job ID: Job 2023-11-16 04.33.32.381458 isync

target scan completed: 502 scanned, 250 s3.objects, 251 indexed,

KiB in (38.9 KiB/s), 63.7 KiB
out (20.9 KiB/s), 3s.

Xcp command : xXcp isync -newid testing -s3.endpoint S3-endpoint url>

<source_ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.8 KiB/s), 63.7 KiB out (20.9 KiB/s)
Total Time : 3s.

Job ID : Job 2023-11-16 04.33.32.381458 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 04.33.32.381458 isync.log

STATUS : PASSED

iSync -s3.profile <name>

M s3.profile 2 isync 8% * I AWS SUFBERZPIEEAN S3 FEFEEAIRTERE -

EIA

xcp isync -s3.profile <name> -s3.endpoint <S3-endpoint url>

<source_ ip address>:/src/USER4 s3://isyncestimate
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[root@clientl linux]# /xcp/linux/xcp isync -s3.profile s3 profile
-s3.endpoint <S3-endpoint url> <source ip address>:/src/USER4
s3://isyncestimate

Job ID: Job 2023-11-16 05.29.21.279709 isync

target scan completed: 502 scanned, 250 s3.objects, 108 KiB in (46.5

KiB/s), 38.4 KiB out (16.5
KiB/s), 2s.

Xcp command : xcp isync -s3.profile s3 profile -s3. <S3-endpoint url>

<source ip address>:/src/USER4 s3://isyncestimate

Stats : 502 scanned, 250 s3.objects

Speed : 108 KiB in (34.2 KiB/s), 38.4 KiB out (12.1 KiB/s)
Total Time : 3s.

Job ID : Job 2023-11-16 05.29.21.279709 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.29.21.279709 isync.log

STATUS : PASSED

[root@clientl linux]#

iSync -s3.noverify

=P

xcp isync -newid <name> -s3.noverify -s3.endpoint <endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/
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root@clientl linux]# ./xcp isync -newid testing5 -s3.noverify

-s3.endpoint <endpoint url> <source ip address>:/src/USER4

s3://isyncestimate/

Job ID: Job 2023-11-16 05.11.12.803441 isync

target scan completed: 502 scanned, 250 s3.objects, 118 KiB in (40.8

KiB/s), 50.8 KiB out (17.6
KiB/s), 2s.

Xcp command : xcp isync -newid testing5 -s3.noverify -s3.endpoint

<endpoint url>
<source_ ip address>:/src/USER4 s3://isyncestimate/
Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (34.7 KiB/s), 63.8 KiB out (18.6 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 05.11.12.803441 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 05.11.12.803441 isync.log

STATUS : PASSED

[root@clientl linux]#

iSync 7&{&

° isync B AHEECER estimate TRfEFAERFMEIRVEIR isync AP IRIEEERN
BARFEN B i o

A

xXCcp isync estimate -id <name>

@ o —id BH¥EMNEM isync estimate BRREIE o

AN A
AR

o o —id BEISTE LA
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[root@clientl linux]#

./xcp isync estimate -id <name>

Job ID: Job 2023-11-20 04.08.18.967541 isync estimate
Index: aalbatch errorl {source: <source ip address>:/src, target:

<destination ip address>:/dest}
786 MiB in

30,611 scanned,
45,958 scanned,
53,825 scanned,
67,260 scanned,
81,328 scanned,
85,697 scanned,
85,697 scanned,

Xcp command : XCp

Estimated Time
Job ID
Log Path

i S

92

3.11
4.33
5o
6
8

57

.85
.14

GiB
GiB
GiB
GiB
GiB
GiB

in
in
in
in
in

in

(223
(216
(231
(253
(241
(262

isync estimate

45.1s
Job 2023-11-20 04.08.18.
/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

(141 MiB/s)

MiB/s),
MiB/s),
MiB/s),
MiB/s)
MiB/s)

MiB/s),

’

4

3.60 MiB out
8.48

13.
18.
23.
29.
34.

-id <name>

967541 isync estimate

20 04.08.18.967541 isync estimate.log

Error Path

20 04.08.18.967541 isync estimate.error

STATUS PASSED

TRIIE isync estimate DEREERAA o

W

S

iSync ¥&{ih -nodata

iSync F&fd -noattis

iSync F&{ii - nomods
iSync & -mtimeWindow

<<nfs_isync_estimate_match,iSync T8{&{E - fT S

EhiEes >

<<nfs_isync_estimate_bs,iSync F&f - bs ; n[k]>

<<nfs_isync_estimate_parallel,iSync 7&f#& - 47 ; n> #

<<nfs_isync_estimate_dircount,iSync F&{# -dircount %

> n[k]>

<<nfs_isync_estimate_exclude,iSync T&ft; - Hkf& ; &

e >

<<nfs_isync_estimate_id,iSync F&f& -id ; %8 >

<<nfs_isync_estimate_loglevel,iSync {&i5H{& -loglevel

; atE >

256

=7 EH

TBEER
TMEEBM -
T EREIERENER

5

g N O o

MiB
MiB
MiB
MiB
MiB
MiB

out
out
out
out
out
out

~ o~ o~ o~ o~ —~

(661 KiB/s),

939 KiB/s)
912 KiB/s)
961 KiB/s)
1.05 MiB/s
1005 KiB/s
1.06 MiB/s

/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

15T Pl RS DRI i 2 SR A1 TRREE o

¥

ERR BB ERERIAFTRVERM B -

BEE @A/ (FARIE : 64K) o
EELITHREERFHNRAME (AxE: 7)
5AE - B B ER A/ (FRRA 64k )

HERAT S EREEIR P BUE SR B 8 -

1EE SRR SRR B8 ATE o

T

ax e &
info )

CEREAR ; FTFAEARA info ~ debug (FEE% :

o

14
4

’

)
)
)

14

4

4

5s

10s
16s
228

o

27s
32s
37s
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#

iSync F&fii - Preserve-atime

iSync F&fd -s3.insecure
<<nfs_isync_estimate_endpoint,iSync F&{

-S3.Endpoint ; S3_Endpoint _URL>

<<nfs_isync_estimate_s3_profile,iSync -s3.profile ;
profile_name gt;

iSync F&fi -s3.noverify

iSync F&fi -nodata
{#H -nodata 28 isync estimate I5F

oy
oA/

xcp isync estimate -nodata -id <name>

g

[root@clientl linux]#

Job ID:
Index:
<destination ip address>:/fv}

isync _est {source:

Xcp command
Estimated Time : 0.6s
Job ID

Log Path

<source ip address>:/fqgl,

=RER
BAE EMFrERERERE FREFINAIEES -

1RMHEEIE « A1 S3 Bucket @FER HTTP MIE
HTTPS ©

LA S3 Bucket ®:IBYIEE URL BETE:5HY Amazon
Web Services (AWS ) IHEL URL o

€ AWS SBEIEFIEE AN S3 AFEEMRIREL

&S S3 Bucket @AY SSL V5 TERERET ©

TREER -

./xcp isync estimate -nodata -id <name>

Job 2023-11-23 23.19.45.648691 isync estimate

target:

XCp isync estimate -nodata -id <name>

Job 2023-11-23 23.19.45.648691 isync estimate
/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

23 23.19.45.648691 isync estimate.log

STATUS PASSED

iSync Fafi -noattis

f#H -noattrs 828 isync estimate IEEFMEEREM o

AEA

Xcp isync estimate -noattrs -id <name>
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[root@clientl linux]# ./xXcp isync estimate -noattrs -id <name>

Job ID: Job 2023-11-23 23.20.25.042500 isync estimate
Index: isync est {source: <source ip address>:/fgl, target:
<target ip address>:/fv}

Xcp command : xcp isync estimate -noattrs -id <name>
Estimated Time : 2.4s

Job ID : Job 2023-11-23 23.20.25.042500 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

23 23.20.25.042500 isync _estimate.log

STATUS : PASSED

iSync ¥&f& - nomods

{#H -nomods 8% isync estimate IEENMREIEHIELRR o

A

XCp isync estimate -nomods -id <name>
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[root@clientl linux]# ./xcp isync —-nomodes
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.56.48.571392 isync

13,897 scanned, 763 MiB in (152 MiB/s), 2.28 MiB out (463 KiB/s), b5s
21,393 scanned, 148 removed, 4.81 GiB in (739 MiB/s), 12.5 MiB out
(1.81 MiB/s), 1lls

28,517 scanned, 148 removed, 7.68 GiB in (578 MiB/s), 19.1 MiB out
(1.31 MiB/s), 16s

28,517 scanned, 148 removed, 10.7 GiB in (619 MiB/s), 26.3 MiB out
(1.43 MiB/s), 21s

29,167 scanned, 396 copied, 148 removed, 13.2 GiB in (434 MiB/s), 51.4
MiB out (4.33 MiB/s), 27s

42,790 scanned, 1,000 copied, 1,000 removed, 229 GiB in (641 MiB/s),
571 MiB out (1.40 MiB/s),

om42s

42,790 scanned, 1,000 copied, 1,000 removed, 232 GiB in (668 MiB/s),
578 MiB out (1.46 MiB/s),

omd7s

Xcp command : xcp isync -nomods <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,790 scanned, 1,000 copied

Speed : 234 GiB in (585 MiB/s), 583 MiB out (1.42 MiB/s)

Total Time : 6mb50s.

Job ID : Job 2023-11-16 22.56.48.571392 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.56.48.571392 isync.log

STATUS : PASSED

iSync {55 -mtimeWindow <s>
fEH -mtimewindow <s> 2% isync estimate 57 PIIEIMECREFREIZ B LUEITERES ©
B

XCp isync estimate -mtimewindow <s> -id <name>
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[root@clientl linux]# ./xXcp isync estimate -mtimewindow 10 -id <name>
Job ID: Job 2023-11-16 01.47.05.139847 isync estimate
Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}
Xcp command : xcp isync estimate -mtimewindow 10 -id <name>
Estimated Time : 2m42s
Job ID : Job 2023-11-16 01.47.05.139847 isync estimate
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 01.47.05.139847 isync estimate.log
Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 01.47.05.139847 isync estimate.error
STATUS : PASSED

iSync T&f& - fF& <filter>

f#A -match <filter> 2% isync estimate (ERIEHEEEIFERTIIEZMBEE o

sk

XCcp isync estimate -match <filter> -id <name>

ZE ]
[root@clientl linux]# ./xcp isync estimate -match <filter> -id <name>
Job ID: Job 2023-11-16 02.13.34.904794 isync estimate
Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}
Filtered: 0 matched, 6 did not match
Xcp command : Xcp isync estimate -match fnm('FILE *') -id <name>

Estimated Time : 0.8s

Job ID : Job 2023-11-16 02.13.34.904794 isync estimate
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 02.13.34.904794 isync _estimate.log

STATUS : PASSED

iSync T&f& -BS <n[k]>

f#H -bs <n[k]> 8% isync estimate IEEEE / BABIEK/) o FAREIRA/\A 64k ©
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xcp isync estimate -bs <n[k]> -id <name>

mEREf

[root@clientl linux]# ./xXcp isync estimate -bs 128k -id <name>

Job ID: Job 2023-11-16 02.14.21.263618 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -bs 128k -id <name>

Estimated Time : 6m48s

Job ID : Job 2023-11-16 02.14.21.263618 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.14.21.263618 isync estimate.log

STATUS : PASSED

iSync & - F47
M -parallel <n> 2% isync estimate IEEMITHREIEEFHRAHE - BREH T °
B0

xXCcp 1sync estimate -parallel <n> -id <name>

s

[root@clientl linux]# ./xcp isync estimate -parallel 10 -id <name>

Job ID: Job 2023-11-16 02.15.25.109554 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -parallel 10 -id <name>
Estimated Time : 8m3s

Job ID : Job 2023-11-16 02.15.25.109554 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.15.25.109554 isync estimate.log

STATUS : PASSED
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iSync F&f& -dircount <n[k]>
f#H -dircount <n[k]>Z8# isync estimate I5EBINBERFFAIER K/ o TERK(ES 64k ©
Bk

xcp isync estimate -dircount <n[k]> -id <name>

g

[root@clientl linux]# ./xcp isync estimate -dircount 128k -id <name>

Job ID: Job 2023-11-16 02.15.56.200697 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate —-dircount 128k -id <name>
Estimated Time : 8mé6s

Job ID : Job 2023-11-16 02.15.56.200697 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.15.56.200697 isync estimate.log

STATUS : PASSED

iSync Faf& - HEBR <filter>
{#H -exclude <filter>B# isync estimate AJPFMREIETEZCECAINHFIB &R ©
B0

XCcp isync estimate -exclude <filter> -id <name>
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[root@clientl linux]# ./xcp isync estimate -exclude "fnm('DIR1*')" -id
<name>

Job ID: Job 2023-11-16 02.16.30.449378 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Excluded: 60 excluded, 0 did not match exclude criteria

Xcp command : xcp isync estimate -exclude fnm('DIR1*') -id <name>
Estimated Time : 3m29s

Job ID : Job 2023-11-16 02.16.30.449378 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.16.30.449378 isync estimate.log

STATUS : PASSED

iSync T&f# -id <name>
fEH -id <name> 2% isync estimate 5 BI%HTE pf LEIBVEARIEZE o

=R
aa 7/

xXcp isync estimate -id <name>
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[root@clientl linux]# ./xXcp isync estimate -id <name>

Job ID: Job 2023-11-20 04.08.18.967541 isync estimate
Index: <name> {source: <source ip address>:/src, target:
<destination ip address>:/dest}

30,611 scanned, 786 MiB in (141 MiB/s), 3.60 MiB out (661 KiB/s), 5s

’
45,958 scanned, 1.92 GiB in (223 MiB/s), 8.48 MiB out (939 KiB/s), 10s
53,825 scanned, 3.11 GiB in (216 MiB/s), 13.5 MiB out (912 KiB/s), 1l6s
67,260 scanned, 4.33 GiB in (231 MiB/s), 18.6 MiB out (961 KiB/s), 22s
81,328 scanned, 5.57 GiB in (253 MiB/s), 23.8 MiB out (1.05 MiB/s), 27s
85,697 scanned, 6.85 GiB in (241 MiB/s), 29.2 MiB out (1005 KiB/s), 32s
85,697 scanned, 8.14 GiB in (262 MiB/s), 34.5 MiB out (1.06 MiB/s), 37s

Xcp command : xcp isync estimate -id <name>

Estimated Time : 45.1s

Job ID : Job 2023-11-20 04.08.18.967541 isync estimate
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
20 04.08.18.967541 isync estimate.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
20 04.08.18.967541 isync estimate.error

STATUS : PASSED

iSync 7&fd -logLevel <name>

fEF -loglevel <name> 8 isync estimate HERECIREAR ~ I HRIELRA info #1 debug ° TERRIE
% info o

A

xcp isync estimate -loglevel <name> -id <name>
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[root@clientl linux]# ./xXcp isync estimate -loglevel DEBUG -id <name>

Job ID: Job 2023-11-16 02.16.58.212518 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -loglevel DEBUG -id <name>
Estimated Time : 8ml8s

Job ID : Job 2023-11-16 02.16.58.212518 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.16.58.212518 isync estimate.log

STATUS : PASSED

iSync 7&1& - Preserve-atime

fEF -preserve-atime 2% isync estimate FFABAERERENRIEFE L ERFEEIEHER o
B0

XCp isync estimate -preserve-atime -id <name>

s

[root@clientl linux]# ./xXcp isync estimate -preserve-atime -id <name>

Job ID: Job 2023-11-16 02.17.32.085754 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xXcp isync estimate -preserve-atime -id <name>
Estimated Time : 8m26s

Job ID : Job 2023-11-16 02.17.32.085754 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.17.32.085754 isync _estimate.log

STATUS : PASSED

iSync & -s3.insecure

f#H -s3.insecure 8% isync estimate A HTTP BUY HTTPS 1T S3 {#F&E & ©
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XCp 1sync estimate -s3.insecure -id <name>

mEREf

[root@clientl linux]# ./xcp isync estimate -s3.insecure -id S3 index

Job ID: Job 2023-11-16 02.22.36.481539 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:
s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (86.1 KiB/s), 5.53 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.insecure -id S3 index

Estimated Time : 9.4s

Job ID : Job 2023-11-16 02.22.36.481539 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.22.36.481539 isync estimate.log

STATUS : PASSED

iSync &% -S3.Endpoint <s3_endpoint_url>

£ -s3.endpoint <s3 endpoint url> ¥ isync estimate MIEERI URL BETER AWS %k
URL LU&TT S3 & o

A

xcp isync estimate -s3.endpoint <S3 endpoint url> -id <name>
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[root@clientl linux]# ./xcp isync estimate -s3.endpoint
<S3 endpoint url> -id S3 indexl

Job ID: Job 2023-11-16 02.35.49.911194 isync estimate

Index: S3 indexl {source: <source ip address>:/source vol/USER5,
target: s3://isyncestimate/}

2,002 scanned, 432 KiB in (85.6 KiB/s), 5.54 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.54 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.endpoint <S3 endpoint url> -id
S3_index1

Estimated Time : 13.3s

Job ID : Job 2023-11-16 02.35.49.911194 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.35.49.911194 isync estimate.log

STATUS : PASSED

iSync & -s3.profile <name>
8 s3.profile B# isync estimate i AWS SREBERPIEEAN S3 HEEBEMNIIRERE
sk

XCcp 1sync estimate -s3.profile s3 profile -id <name>

267



&

[root@clientl linux]# ./xcp isync estimate -s3.profile s3 profile -id

S3 index

Job ID: Job 2023-11-16 02.25.57.045692 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:

s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (84.9 KiB/s), 5.53 KiB out (1.09 KiB/s),
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.profile s3 profile -id S3 index

Estimated Time : 9.7s

Job ID : Job 2023-11-16 02.25.57.045692 isync estimate
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 02.25.57.045692 isync estimate.log

STATUS : PASSED

iSync F&f& -s3.noverify
R -s3.noverify 2% isync estimate B8R S3 Bucket {51 SSL /RFETAKEREE ©
B0

xcp isync estimate -s3.noverify -id <name>

g

[root@clientl linux]# ./xcp isync estimate -s3.noverify -id S3 index

Job ID: Job 2023-11-16 02.23.36.515890 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:

s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (85.7 KiB/s), 5.53 KiB out (1.10 KiB/s),
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.noverify -id S3 index
Estimated Time : 9.3s

Job ID : Job 2023-11-16 02.23.36.515890 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.23.36.515890 isync estimate.log

STATUS : PASSED
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/B help ML ERTINLHE « ML2H » UIKEBESHBVERERA o ILar RN
BIiZAE XCP BWHIEEIFEER -

EIA

xcp ——help
FEEE

C:\Users\Administrator\Desktop\xcp>xcp --help
usage: xcp [-h] [-version]

{scan, show, listen,configure, copy, sync,verify,license,activate, help}
optional arguments:
-h, --help show this help message and exit

-version show program's version number and exit

XCP commands:

{scan, show,listen,configure, copy,sync,verify,license,activate,help}

scan Read all the files in a file tree

show Request information from host about SMB shares
listen Run xcp service

configure Configure xcp.ini file

copy Recursively copy everything from source to target
sync Sync target with source

verify Verify that the target is the same as the source
license Show xcp license info

activate Activate a license on the current host

help Show help for commands

Help <command>
BECER <command> help ZERIERE <command> BVEEHIFZEIEHAAE R} o
I

xcp help <command>
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C:\Users\Administrator\Desktop\xcp>xcp help sync

usage: xcp sync [-h] [-v] [-parallel <n>] [-match <filter>] [-preserve-
atime]

[-noatime] [-noctime] [-nomtime] [-noattrs]

[-noownership] [-atimewindow <float>] [-ctimewindow <float>]
[-mtimewindow <float>] [-acl] [-fallback-user FALLBACK USER]
[-fallback-group FALLBACK GROUP] [-1]

source target

Note: ONTAP does not let a SMB client modify COMPRESSED or ENCRYPTED
attributes.

XCP sync will ignore these file attributes.

positional arguments:

source
target
optional arguments:
-h, --help show this help message and exit
-V increase debug verbosity
-parallel <n> number of concurrent processes (default: <cpu-
count>)
-match <filter> only process files and directories that match the
filter
see “xcp help -match® for details)
-preserve-atime restore last accessed date on source
-noatime do not check file access time
-noctime do not check file creation time
-nomtime do not check file modification time
-noattrs do not check attributes
-noownership do not check ownership

-atimewindow <float> acceptable access time difference in seconds
-ctimewindow <float> acceptable creation time difference in seconds
-mtimewindow <float> acceptable modification time difference in
seconds
-acl copy security information
-fallback-user FALLBACK USER

a user on the target machine to receive the
permissions of local
(nondomain) source machine users (eg. domain\administrator)
—-fallback-group FALLBACK GROUP

a group on the target machine to receive the
permissions oflocal
(non-domain) source machine groups (eg. domain\administrators)
=1 increase output
-root sync acl for root directory
C:\Users\Administrator\Desktop\xcp>
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/B show SR EEH—HZEEFREMRESAI RPC ARF5H NFS L o IEar<th g5
HATABARBHEL « UWkESEELINEERMTARTE - UASEELNVRESREM -

SEIA

° show BRLHEE NFSv3 EEHRFRITLTES IP (it -

xcp show \\<IP address or hostname of SMB server>
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C:\Users\Administrator\Desktop\xcp>xcp show \\<IP address or hostname
of SMB server>

Shares Errors Server

7 0 <IP address or hostname of SMB server>

== SMB Shares ==

Space Space Current

Free Used Connections Share Path Folder Path

0 0 N/A \\<IP address or hostname of SMB server>\IPCS$ N/A

533GiB 4.72GiB 0 \\<IP address or hostname of SMB server>\ETCS$ C:\etc
533GiB 4.72GiB 0 \\<IP address or hostname of SMB server>\HOME
C:\vol\volO\home

533GiB 4.72GiB 0 \\<IP address or hostname of SMB server>\CS$ C:\
972MiB 376KiB 0 \\<IP address or hostname of SMB
server>\testsecureC:\vol\testsecure

12 XCP SMB v1.6 User Guide © 2020 NetApp, Inc. All rights reserved.
47.8GiB 167MiB 1 \\<IP address or hostname of SMB server>\volxcp
C:\vol\volxcp

9.50GiB 512KiB 1 \\<IP address or hostname of SMB server>\jl C:\vol\jl
== Attributes of SMB Shares ==

Share Types Remark

IPCS$S PRINTQ, IPC,SPECIAL,DEVICE Remote IPC

ETCS SPECIAL Remote Administration

HOME DISKTREE Default Share

C$ SPECIAL Remote Administration

testsecure DISKTREE for secure copy

volxcp DISKTREE for xcpSMB

J1 DISKTREE

== Permissions of SMB Shares ==

Share Entity Type

IPCS$ Everyone Allow/Full Control

ETCS Administrators Allow/FullControl

HOME Everyone Allow/Full Control

C$ Administrators Allow/Full Control

xcp show \\<IP address or hostname of SMB server>
0 errors

Total Time : Os

STATUS : PASSED

TRIIH show BEHEREA o

274



2% o
R v Eﬁﬁ IP {iht 5} 142 F85EN SMB {AARSS HUEHAmE
85 -h ~ —help T {AE S 2 BSAE o

PR

F/NE2E 1icense SR EHEM XCP RHEEHH ©

EIA

xcp license

FETEEH

C:\Users\Administrator\Desktop\xcp>xcp license
xcp license

XCP <version>; (c) yyyy NetApp, Inc.; Licensed to XXX [NetApp Inc]
until Mon Dec 31 00:00:00 yyyy

License type: SANDBOX

License status: ACTIVE

Customer name: N/A

Project number: N/A

Offline Host: Yes

Send statistics: No

Host activation date: N/A

License management URL: https://xcp.netapp.com

EXEN

F/NEEE activate BA S HRIE) XCP 121 - ITLLER < Z A0

FAERe O RIS SR

BRI XCP EHE AP imt%2sHI C © \NetApp\XCP Bk o IR ERIEEN FH LR

& o

EIA

xXCcp activate
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C:\Users\Administrator\Desktop\xcp>xcp activate
XCP activated

i

FUNEEE scan L BIREFHEEME SMB HAE - WELAERAITIHFABIEE scan

=3
aa v/

xcp scan \\<SMB share path>

e

A
AP

C:\Users\Administrator\Desktop\xcp>xcp scan \\<IP address or hostname

of SMB server>\volxcp

c:\netapp\xcp\xcp scan \\<IP address of SMB destination
server>\source_ share

volxcp\3333.txt

volxcp\SMB. txt

volxcp\SMB1.txt

volxcp\com.txt

volxcp\commands.txt

volxcp\console.txt

volxcp\linux.txt

volxcp\net use.txt

volxcp\newcom. txt

volxcp\notepad.txt

c:\netapp\xcp\xcp scan \\<IP address of SMB destination
server>\source share

60,345 scanned, 0 matched, 0 errors

Total Time : 8s

STATUS : PASSED
C:\Users\Administrator\Desktop\xcp>Parameters

TRIE scan BB EERAA o

W

4 Bkl
F# -h ~ —help

& -v HEONBREEBVSFARRE o
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#

<<smb_scan_parallel #F#F(T ; n>

<<smb_scan_match_filter,}@# - fI& ; Efikes >

<<smb_scan_exclude_filter 3T - HEb& ; EHgEss >

¥ -preserve-atime
<<smb_scan_depth iFHFE ; n>
=B - mEtEn

Rt -HTML

Rt -csv

i -
[FRiEERE]
Rt -du

<<smb_scan_fmt i -fmt ; EHI >

i -h ~ —help

sREA
;E/ﬁfjﬁﬁ%ﬁﬁf?ﬂ'ﬂﬁﬁ (¥B=&1& : <cpu-count>

ERENAMERMIERMEE -
EHHRENES TRIMESRM B SR o
BREREFIBHREEH ©

L ERERGIE n BEMR -

LUt B st R SR TSI LA EE o

DU AEE 4R 5T HTML SREAE T HIEEE -
LUgRAE 184St CSV IEMTTIHAIEEE -
MR FHHRT S -

HECKIR 2R B Epv A EEN
i o

BERAESERR (BEFER) NEBERE -

R4 Python BRI AENCIERBE (BB xcp
help -fmt MABVSEFAERL) o

FEEFHE(E SMB HAE - WHHFrEIERERERE
RRERERLR

fERA -h M ——help NBH scan epLERUAIERAREGN TRIFESEH ©

A

xcp scan —--help
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C:\netapp\xcp>xcp scan —--help

usage: xcp scan [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude
<filter>] [-preserve-atime] [-depth
<n>] [-loglevel <name>] [-stats] [-1] [-ownership] [-du]

[-fmt <expression>] [-html] [-csv] [-edupe] [-bs <n>]
[-ads]

source

positional arguments:
source
optional arguments:

-h, --help show this help message and exit

-V increase debug verbosity

-parallel <n> number of concurrent processes (default: <cpu-
count>)

-match <filter> only process files and directories that match
the filter (see “xcp help -match™ for details)

—exclude <filter> Exclude files and directories that match the

filter (see "xcp help -exclude for details)

-preserve-atime restore last accessed date on source

—-depth <n> limit the search depth

-loglevel <name> option to set log level filter (default:INFO)
-stats print tree statistics report

=1 detailed file listing output

-ownership retrieve ownership information

-du summarize space usage of each directory

including subdirectories
-fmt <expression> format file listing according to the python
expression (see “xcp help -fmt  for details)

-html Save HTML statistics report

-Ccsv Save CSV statistics report

—edupe Include dedupe and sparse data estimate in
reports (see documentation for details)

-bs <n> read/write block size for scans which read data
with -edupe (default: 64k)

-ads scan NTFS alternate data stream

Y
A -v 2 scan SLIRMFMNVGCHREN - UEEREHERNESRE TR BRI EEE -
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xcp scan -v \\<IP address or hostname of SMB server>\source share
efl

c:\netapp\xcp>xcp scan -v \\<IP address or hostname of SMB
server>\source share

xcp scan -v \\<IP address or hostname of SMB server>\source share
—-—--Truncated output----

source share\ASUP.pm

source share\ASUP REST.pm

source share\Allflavors v2.pm

source share\Armadillo.pm

source share\AsupExtractor.pm

source share\BTS Config.pm

source share\Backup.pm

source share\Aggregate.pm

source share\Burt.pm

source share\CConfig.pm

source share\CIFS.pm

source_ share\CR.pm

source share\CRC.pm

source share\CSHM.pm

source share\CSM.pm

source share\agnostic\SFXOD.pm

source sharelagnostic\Snapmirror.pm

source sharelagnostic\VolEfficiency.pm

source sharel\agnostic\flatfile.txt

source sharelagnostic

source_share

xcp scan \\<IP address or hostname of SMB server>\source share
317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

RHETAT <n>

£ -parallel <n> 2 scan L ARERSHBEHEN XCP LITEIERERF ©

() nwEAEARG -
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xXCp scan -parallel <n> \\<IP address or hostname of SMB

server>\source share
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c:\netapp\xcp>xcp scan -parallel 8 \\<IP address or hostname
server>\cifs share

xcp scan -parallel 8 \\<IP address or hostname of SMB
server>\cifs share

cifs share\ASUP.pm

cifs share\ASUP REST.pm

cifs share\Allflavors v2.pm

cifs share\Armadillo.pm

cifs share\AsupExtractor.pm

cifs share\BTS Config.pm

cifs share\Backup.pm

cifs share\Aggregate.pm

cifs sharelagnostic\CifsAccess.pm

cifs sharelagnostic\DU Cmode.pm

cifs sharelagnostic\Flexclone.pm

cifs sharelagnostic\HyA Clone Utils.pm
cifs sharelagnostic\Fileclone.pm

cifs sharelagnostic\Jobs.pm

cifs sharelagnostic\License.pm

cifs sharelagnostic\Panamax Clone Utils.pm
cifs sharelagnostic\LunCmds.pm

cifs sharelagnostic\ProtocolAccess.pm
cifs sharelagnostic\Qtree.pm

cifs sharelagnostic\Quota.pm

cifs sharelagnostic\RbacCmdFetcher.pm
cifs sharelagnostic\RbacCmdFetcher ReadMe
cifs sharelagnostic\SFXOD.pm

cifs sharelagnostic\Snapmirror.pm

cifs sharelagnostic\VolEfficiency.pm
cifs sharelagnostic\flatfile.txt

cifs share\agnostic

cifs share

xcp scan -parallel 8 \\<IP address or hostname of SMB
server>\cifs share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

o - LE¥ <filter>

fEF -match <filter> 2% scan EREMSEEREFNOERZMNBIENGS

i

of SMB
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xcp scan -match <filter> \\<IP address or hostname of SMB

server>\source share

FETFHEHFR » scan -match WEE—ER—FZHAELENFRBAIES « LHEREFNESERES « £XEZES
HIEN—1T - S HSEEFEEL L MELERER 1SO &3 ~ ASEAEINEREA/N « BRI ERRRE o

e

c:\netapp\xcp>xcp scan -match "l*month < modified < 1l*year" -fmt
"T{:>15) {:>7}{}

{}'.format (iso(mtime), humanize size(size), type, relpath)" \\<IP
address or hostname of SMB server>\source share

xcp scan -match "l*month < modified < l*year" —-fmt "'{:>15} {:>7} {}
{}'.format (iso(mtime), humanize size(size), type, relpath)" \\<IP
address or hostname of SMB server>\source share

xcp scan -match l1*month < modified < l*year —-fmt '{:>15} {:>7} {}
{}'.format (iso (mtime), humanize size(size), type, relpath) \\<IP
address or hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

FEFHEHF » scan -match it 3 EAULKRERBXRNKI 4 MB BIFEE ©
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c:\netapp\xcp>xcp scan -match "modified > 3*month and size > 4194304"

-fmt "' {},{},

{}'.format (iso(mtime), humanize size(size), relpath)" \\<IP address or
hostname of SMB

server>\source share

xcp scan -match "modified > 3*month and size > 4194304" -fmt "'{}, {1},
{}'.format (iso(mtime), humanize size(size), relpath)" \\<IP address or
hostname of SMB server>\source share

xcp scan -match modified > 3*month and size > 4194304 -fmt '{}, {},
{}'.format (iso (mtime), humanize size(size), relpath) \\<IP address or
hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

T MESGPRIE—EERSEE - MEETEH [ mtime 1 ~ [ Relative path 1 1 T depth 1 ZFE#E
—{EZ 5 °

B _ESEAHSRERNHEEHREQDZE name.csv | ©

e

c:\netapp\xcp>xcp scan -match "type is directory" -fmt

"', '.join(map (str, [iso(mtime), relpath, depth]))"™ \\<IP address or
hostname of SMB server>\source share

XCcp scan -match "type is directory" -fmt "','.join (map(str,
[iso(mtime), relpath, depth]))" \\<IP address or hostname of SMB

server>\source share

2013-03-07_15:41:40.376072, source_share\agnostic,1
2020-03-05 04:15:07.769268, source share, 0

xcp scan -match type is directory -fmt ','.Jjoin (map(str, [iso(mtime),
relpath, depth])) \\<IP address or hostname of SMB server>\source_share
317 scanned, 2 matched, 0 errors

Total Time : Os

STATUS : PASSED
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c:\netapp\xcp>xcp scan -match "type is directory" -fmt

"', '.join(map (str, [iso(mtime), relpath, depth]))"™ \\<IP address or
hostname of SMB server>\source share > name.csv

xcp scan -match "type is directory”" -fmt "','.join (map(str,
[iso(mtime), relpath, depth]))" \\<IP address or hostname of SMB

server>\source share > name.csv

THIEAEHIENTERERIEMFRIBRE ntine FE2EHAIFAAEERIE © © ntine EEMLE 70 BFTT ~ UFR
HEEEM EE SRS ©
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c:\netapp\xcp>xcp scan -match "type is not directory" -fmt

"' {}{:>70}'.format (abspath, mtime)" \\<IP address or hostname of SMB
server>\source_ share

xcp scan -match "type is not directory" -fmt "'{}

{:>70}'.format (abspath, mtime)" \\<IP address or hostname of SMB

server>\source_ share

-—-truncated output--

\\<IP address or hostname of SMB server>\source share\ASUP.pm
1362688899.238098

\\<IP address or hostname of SMB server>\source share\ASUP REST.pm
1362688899.264073

\\<IP address or hostname of SMB server>\source share\Allflavors v2.pm
1362688899.394938

\\<IP address or hostname of SMB server>\source share\Armadillo.pm
1362688899.402936

\\<IP address or hostname of SMB server>\source share\AsupExtractor.pm
1362688899.410922

\\<IP address or hostname of SMB server>\source share\BTS Config.pm
1362688899.443902

\\<IP address or hostname of SMB server>\source share\Backup.pm
1362688899.444905

\\<IP address or hostname of SMB server>\source share\Aggregate.pm
1362688899.322019

\\<IP address or hostname of SMB server>\source share\Burt.pm
1362688899.446889

\\<IP address or hostname of SMB server>\source share\CConfig.pm
1362688899.4479

\\<IP address or hostname of SMB server>\source share\CIFS.pm
1362688899.562795

\\<IP address or hostname of SMB

server>\source share\agnostic\ProtocolAccess.pm

1362688900.358093

\\<IP address or hostname of SMB server>\source sharel\agnostic\Qtree.pm
1362688900.359095

\\<IP address or hostname of SMB server>\source sharelagnostic\Quota.pm
1362688900.360094

\\<IP address or hostname of SMB

server>\source sharelagnostic\RbacCmdFetcher.pm

1362688900.3611

\\<IP address or hostname of SMB

server>\source sharel\agnostic\RbacCmdFetcher ReadMe

1362688900.362094
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\\<IP address or hostname of SMB server>\source share\agnostic\SFXOD.pm
1362688900.363094

\\<IP address or hostname of SMB
server>\source share\agnostic\Snapmirror.pm
1362688900.364092

\\<IP address or hostname of SMB
server>\source share\agnostic\VolEfficiency.pm
1362688900.375077

\\<IP address or hostname of SMB
server>\source_ sharelagnostic\flatfile.txt
1362688900.376076

xcp scan -match type is not directory -fmt '{} {:>70}'.format (abspath,
mtime) \\<IP address or hostname of SMB server>\source share

317 scanned, 315 matched, 0 errors

Total Time : Os

STATUS : PASSED

@it - BERR <filter>
fEM —exclude <filter> f£f scan RIFEERPRIRIIRERNERG S ©
A

xcp scan -exclude <filter> \\<IP address or hostname of SMB

server>\source share

FETFHEHF » scan -exclude FHFE—BR R —FZMEEREAIESE « WEHRIRHIBERER « £X
ERFIEN—1T o HEHSERERAFIENRFEERAE EIENFRRY 1SO 81 « IBRMAERIEA) « 1BHRE
RIS HARHERTE o

286



&

c:\netapp\xcp>xcp scan -exclude "l*month < modified < l*year" -fmt
"T{:>15} {:>7}{}
{}'.format (iso(mtime), humanize size(size), type, relpath)" \\<IP

address or hostname ofSMB server>\localtest\arch\win32\agnostic

xcp scan -exclude "l*month < modified < 1l*year" -fmt "'{:>15} {:>7}
{}{}'.format (iso(mtime), humanize size(size), type, relpath)" \\<IP
address or hostname of SMB server>\localtest\arch\win32\agnostic
2013-03-07_15:39:22.852698 46 regular agnostic\P4ENV

2013-03-07 15:40:27.093887 8.40KiB regular agnostic\Client outage.thpl
2013-03-07 15:40:38.381870 23.0KiB regular

agnostic\IPv6 RA Configuration Of LLA In SK BSD.thpl

2013-03-07 15:40:38.382876 12.0KiB regular
agnostic\IPv6 RA Default Route changes.thpl

2013-03-07 15:40:38.383870 25.8KiB regular
agnostic\IPv6 RA Port Role Change.thpl

2013-03-07_15:40:38.385863 28.6KiB regular

agnostic\IPv6 RA processing And Default Route Installation.thpl
2013-03-07 15:40:38.386865 21.8KiB regular
agnostic\IPv6 RA processing large No Prefix.thpl

2013-03-07 15:40:40.323163 225 regular agnostic\Makefile
2013-03-07 15:40:40.324160 165 regular
agnostic\Makefile.template

—-—-——-truncated output ----

2013-03-07 15:45:36.668516 0 directory
agnostic\tools\limits finder\vendor\symfony\src

2013-03-07 15:45:36.668514 0 directory
agnostic\tools\limits finder\vendor\symfony
2013-03-07_15:45:40.782881 0 directory
agnostic\tools\limits finder\vendor

2013-03-07 15:45:40.992685 0 directory
agnostic\tools\limits finder

2013-03-07 15:45:53.242817 0 directory agnostic\tools
2013-03-07 15:46:11.334815 0 directory agnostic

xcp scan -exclude l*month < modified < l*year —-fmt '{:>15} {:>7} {}
{}'.format (iso (mtime), humanize size(size), type, relpath) \\<IP
address or hostname of SMB server>\localtest\arch\win32\agnostic
140,856 scanned, 1 excluded, 0 errors

Total Time : 46s

STATUS : PASSED

ETHEBIR » scan -exclude FIHKEEB=EA BA/NEBE 5.5 KB BIKRHFIES - S EEEREZEFRY!
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T

c:\netapp\xcp>xcp scan -exclude "modified > 3*month and size > 5650"
-fmt "'{}, {}, {}'.format (iso(mtime), humanize size(size), relpath)"
\\<IP address or hostname of SMB
server>\localtest\arch\win32\agnostic\snapmirror

xcp scan -exclude "modified > 3*month and size > 5650" -fmt "'{}, {1},
{}'.format (iso(mtime), humanize size(size) relpath)" \\<IP address or

hostname of SMB server>\localtestlarch\win32\agnostic\snapmirror

2013-03-07 15:44:53.713279,
2013-03-07 15:44:53.714269,
2013-03-07_15:44:53.715270,
2013-03-07 15:44:53.716268,
2013-03-07 15:44:53.717263,
2013-03-07 15:44:53.718260,
2013-03-07 15:44:53.72025¢0,
2013-03-07 15:44:53.721258,
2013-03-07 15:44:53.724256,
2013-03-07 15:44:53.725254,
2013-03-07 15:44:53.727249,
2013-03-07 15:44:53.729250,

.31KiB, snapmirror\rsm abort.thpl
.80KiB, snapmirror\rsm break.thpl
.99KiB, snapmirror\rsm init.thpl
.41KiB, snapmirror\rsm quiesce.thpl
.70KiB, snapmirror\rsm release.thpl
.06KiB, snapmirror\rsm resume.thpl
.77KiB, snapmirror\rsm resync.thpl
.83KiB, snapmirror\rsm update.thpl
.74KiB, snapmirror\sm quiesce.thpl
.03KiB, snapmirror\sm resync.thpl
.30KiB, snapmirror\sm store complete.thpl

O b b Wb BN DND W W

, snapmirror

xcp scan -exclude modified > 3*month and size > 5650 -fmt '{}, {},
{}'.format (iso(mtime), humanize size(size), relpath) \\<IP address or
hostname of SMB server>\localtestlarch\win32\agnostic\snapmirror

18 scanned, 6 excluded, 0 errors Total Time : Os

STATUS : PASSED

UTHAREZEER - EGTIHKRBRIES - EPIRARE G TEH 2 EINE—EENR mtime »
relpath M “depthe
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c:\netapp\xcp>xcp scan -exclude "type is directory" -fmt

"', '.join(map (str, [iso(mtime), relpath, depth]))"™ \\<IP address or
hostname of SMB server>\localtest\arch\win32\agnostic\snapmirror
xcp scan -exclude "type is directory" -fmt "', '.Jjoin (map(str,
[iso(mtime), relpath,depth]))"

\\<IP address or hostname of
SMBserver>\localtest\arch\win32\agnostic\snapmirror

2013-03-07 15:44:53.712271,snapmirror\SMutils.pm, 1

2013-03-07 15:44:53.713279, snapmirror\rsm abort.pm,1

2013-03-07 15:44:53.714269, snapmirror\rsm break.pm, 1l

2013-03-07 15:44:53.715270, snapmirror\rsm init.thpl,1

2013-03-07 15:44:53.716268, snapmirror\rsm quiesce.thpl,1
2013-03-07_15:44:53.717263, snapmirror\rsm release.thpl,1
2013-03-07 15:44:53.718260, snapmirror\rsm resume.thpl,1
2013-03-07 15:44:53.720256, snapmirror\rsm resync.thpl,1
2013-03-07 _15:44:53.721258, snapmirror\rsm update.thpl,1
2013-03-07 15:44:53.722261,snapmirror\sm init.thpl,1

2013-03-07 15:44:53.723257,snapmirror\sm init complete.thpl,l
2013-03-07 15:44:53.724256,snapmirror\sm quiesce.thpl,1
2013-03-07 15:44:53.725254, snapmirror\sm resync.thpl,1
2013-03-07 15:44:53.726250, snapmirror\sm retrieve complete.thpl,l
2013-03-07_15:44:53.727249, snapmirror\sm store complete.thpl,l
2013-03-07 15:44:53.728256, snapmirror\sm update.thpl,1
2013-03-07 15:44:53.729260, snapmirror\sm update start.thpl,1

xcp scan -exclude type is directory -fmt ','.join (map(str, [iso(mtime),
relpath, depth])) \\<IP address or hostname of SMB
server>\localtest\arch\win32\agnostic\snapmirror

18 scanned, 1 excluded, 0 errors

Total Time : Os

STATUS : PASSED

T EEHIESENST R ERREHRIAEE ntinevalue FTEIEEHRAVEZR © © mtimevalue M 70 {EFITiE
7T HEREEESRS -
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c:\netapp\xcp>xcp scan -exclude "type is not directory" -fmt "'{}
{:>70}"'.format (abspath, mtime)"
SMBserver>\source share

\\<IP address or hostname of

xcp scan -exclude type is not directory -fmt
{:>70}"'.format (abspath, mtime)
server>\source share

'{}
\\<IP address or hostname of SMB
18 scanned, 17 excluded, Oerrors
Total Time : Os
STATUS : PASSED

f7#4 -preserve-atime

M -preserve-atime 88 scan tp L RIEERNRIELFIA
IS 2 Z RIIVIRYG(E ©

-
EES

B9 ERAFER A ~ A ER atime 2 XCP i
1R SMB $LAIR « R LIRS EEY (NRHERMERTAES) atine MIE) BB XCP EEE
—EUEE © XCP AEFGESE atine REHEIVER  MBEE LEHEH atine
Bk

XCp scan -preserve-atime \\<IP address or hostname of SMB
server>\source share
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c:\netapp\xcp>xcp scan -preserve-—-atime \\<IP address or hostname of SMB
server>\source share
xcp scan -preserve—atime \\<IP address or hostname of SMB

server>\source_ share

source share\ASUP.pm

source share\ASUP REST.pm

source share\Allflavors v2.pm

source share\Armadillo.pm

source share\AsupExtractor.pm

source share\BTS Config.pm

source share\Backup.pm
source_share\Aggregate.pm

source share\Burt.pm

source share\CConfig.pm

source_ share\agnostic\ProtocolAccess.pm
source sharelagnostic\Qtree.pm

source sharelagnostic\Quota.pm

source_ share\agnostic\RbacCmdFetcher.pm
source share\agnostic\RbacCmdFetcher ReadMe
source sharelagnostic\SFXOD.pm

source share\agnostic\Snapmirror.pm
source sharel\agnostic\VolEfficiency.pm
source sharelagnostic\flatfile.txt
source sharelagnostic

source_ share

xCcp scan -preserve-atime \\<IP address or hostname of
SMBserver>\source share

317 scanned, 0 matched, 0 errors

Total Time : 1s

STATUS : PASSED

fRiERE <n>

M -depth <n> 2% scan R SMB A BHESRENH T °

() o ceptn BIAIE XCP MR BRBHETE -
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xcp scan —-depth <2> \\<IP address or hostname of SMB server>\source share
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c:\netapp\xcp>xcp scan —-depth 2 \\<IP address or hostname of SMB
server>\source share

xcp scan -depth 2 \\<IP address or hostname of SMB server>\source share

source share\ASUP.pm

source_share\ASUP REST.pm

source share\Allflavors v2.pm

source share\Armadillo.pm

source share\AsupExtractor.pm

source share\BTS Config.pm

source share\Backup.pm

source share\Aggregate.pm

source share\Burt.pm

source share\CConfig.pm

source share\CIFS.pm

source_ share\CR.pm

source share\CRC.pm

source share\CSHM.pm

source sharelagnostic\Fileclone.pm
source share\agnostic\Jobs.pm

source sharelagnostic\License.pm

source sharelagnostic\Panamax Clone Utils.pm
source share\agnostic\LunCmds.pm

source share\agnostic\ProtocolAccess.pm
source sharelagnostic\Qtree.pm
source_share\agnostic\Quota.pm

source sharelagnostic\RbacCmdFetcher.pm
source share\agnostic\RbacCmdFetcher ReadMe
source sharel\agnostic\SFXOD.pm

source sharelagnostic\Snapmirror.pm
source sharelagnostic\VolEfficiency.pm
source sharelagnostic\flatfile.txt
source sharel\agnostic

source_share

xcp scan -depth 2 \\<IP address or hostname of SMB server>\source share
317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED
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xcp scan -stats \\<IP address or hostname of SMB server>\source share
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C:\netapp\xcp>xcp scan -stats \\<IP address or hostname of SMB
server>\cifs share

== Maximum Values ==
Size Depth Namelen Dirsize
88.2MiB 3 108 20

== Average Values ==
Size Depth Namelen Dirsize

4.74MiB 2 21 9

== Top File Extensions ==

no extension .PDF .exe .html .whl Py
other

22 2 2 2 2 1
9

20.0KiB 1.54MiB 88.4MiB 124KiB 1.47MiB 1.62KiB
98.3MiB

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
2 24 2 7 2 3

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
0 24.0KiB 124KiB 2.87MiB 2.91MiB 184MiB
0
== Directory entries ==
empty 1-10 10-100 100-1K 1K-10K >10K
4 1
== Depth ==
0-5 6-10 11-15 16-20 21-100 >100
45
== Modified ==
>1 year 9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-
24 hrs <1
hour <15 mins future <1970 invalid
44
1
190MiB
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Created
>1 year 9-12 months
24 hrs <1

hour

6-9 months

<15 mins future

Total count: 45

Directories: 5

Regular files: 40

Symbolic links:

Junctions:

Special files:

Total space for regular files:
Total space for directories: 0
190MiB
Dedupe estimate: N/A

N/A

Total space used:

Sparse data:

3-6 months

<1970

190MiB

1-3 months 1-31 days 1-
invalid
45
190MiB

xcp scan -stats \\<IP address or hostname of SMB server>\cifs share

45 scanned, 0 matched, 0 errors
Total Time : Os

STATUS PASSED

@48 -HTML

5 -html B scan Flt HTML #isHRS PERNHS o

®

SEIA

XCP #R% (.csv  .html) BHETETE XCP TEMERFIENHERNME - HRABERAE

<xcp_process_id> <time_stamp> ° & XCP # A 224 #AE (SID) HEEHEREERE
B TEFERAN SID R%E—E - ZBNREXREHFRAKREGE © U - B XCP &E#

SID S-1-5-21-1896871423-3211229150-3383017265-4854184 HEEZHHEAER - ©HEH

4854184 XREFE ©

xXCcp scan -stats -html -preserve-atime -ownership \\<IP address or hostname

of SMB server>\source share
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Z:\scripts\xcp\windows>xcp scan -stats -html -preserve-atime -ownership
\\<IP address or hostname of SMB server>\source share

1,972 scanned, 0 matched, 0 errors, 7s

4,768 scanned, 0 matched, 0 errors,12s

7,963 scanned, 0 matched, 0 errors,1l7s

10,532 scanned, 0 matched, 0 errors,22s

12,866 scanned, 0 matched, 0 errors,27s

15,770 scanned, 0 matched, 0 errors,32s

17,676 scanned, 0 matched, 0 errors,37s

== Maximum Values ==
Size Depth Namelen Dirsize
535KiB 16 33 45

== Average Values ==
Size Depth Namelen Dirsize
10.3KiB 7 11 6

== Top File SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150-3383017265-3403389

9318 8470 1

== Top Space SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150-3383017265-3403389

76.8MiB 69.8MiB 0

== Top File Extensions ==
123% .rst .html no extension txt
.png other
5418 3738 1974 1197 630 336
1344

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
168 11466 2709 294

== Space used ==
empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
0 24 .4MiB 55.3MiB 66.9MiB
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== Directory entries ==

empty 1-10 10-100
42 2690 420
== Depth ==
0-5 6-10 11-15
>100
3832 12527 1424
== Modified ==
>1 year >1 month 1-31 days
<15 mins future invalid
11718 2961
== (Created ==
>1 year >1 month 1-31 days
mins future invalid
== Accessed ==
>1 year >1 month 1-31 days
mins future invalid
3165
Total count: 17789
Directories: 3152
Regular files: 14637

Symbolic links:
Junctions:

Special files:

Total space for regular files:147MiB

Total space for directories: 0
147MiB
Dedupe estimate: N/A

N/A

Total space used:

Sparse data:

xCcp scan -stats -html -preserve-atime

hostname ofSMB
server>\source share
17,789 scanned, 0 matched,
Total Time 39s

STATUS PASSED

Oerrors

R -csv

100-1K 1K-10K >10K
16-20 21-100
6
1-24 hrs <1 hour
3110
1-24 hrs <1 hour <15
1 17788
1-24 hrs <1 hour <15
14624

-ownership \\<IP address or

M -csv 28 scan ARTYIH CSV BIEEARTEREREPIER
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XCp scan -stats -csv -preserve-atime -ownership \\<IP address or hostname
of SMB server>\source share
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Z:\scripts\xcp\windows>xcp scan -stats -csv -preserve-atime -ownership
\\<IP address or hostname of SMB server>\source_share

1,761 scanned, 0 matched, 0 errors, 6s
4,949 scanned, 0 matched, 0 errors,lls
7,500 scanned, 0 matched, 0 errors,l6s
10,175 scanned, 0 matched, 0 errors,21ls
12,371 scanned, 0 matched, 0 errors,26s
15,330 scanned, 0 matched, 0
0

17,501 scanned, 0 matched,

errors, 31ls

errors, 36s

== Maximum Values ==
Size Depth Namelen Dirsize
535KiB 16 33 45

== Average Values ==
Size Depth Namelen Dirsize
10.3KiB 7 11 6

== Top File SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150- 3383017265-3403389

9318 8470 1

== Top Space SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150- 3383017265-3403389

76.8MiB 69.8MiB 0

== Top File Extensions ==
.py .rst .html no extension .txt .png
other
5418 3738 1974 1197 630 336
1344

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
168 11466 2709 294

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
0 24 .4MiB 55.3MiB 66.9MiB 0



== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
42 2690 420
== Depth ==
0-5 6-10 11-15 16-20 21-100 >100
3832 12527 1424 6
== Modified ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins
future invalid
11718 2961 3110
== Created ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins
future invalid
17789
== Accessed ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins
future invalid
15754 2035

Total count: 17789

Directories: 3152

Regular files: 14637 Symbolic links:

Junctions:

Special files:

Total space for regular files: 147MiB Total space for directories: 0
Total space used: 147MiB

Dedupe estimate: N/A Sparse data: N/A

XCp scan -stats -csv -preserve-atime -ownership \\<IP address or
hostname of SMB server>\source share

17,789 scanned, 0 matched, 0 errors Total Time : 40s

STATUS : PASSED

B -l
fEM -1 B2 scan URFBEHILBATILIERG<

=R
aa 7/

xcp scan -1 \\<IP address or hostname of SMB server>\source share

301



&

c:\netapp\xcp>xcp scan -1 \\<IP address or hostname of SMB
server>\source share xcp scan -1 \\<IP address or hostname of SMB

server>\source_ share

195KiB 7y0d source share\ASUP.pm

34.7KiB 7y0d source share\ASUP REST.pm

4.11KiB 7y0d source share\Allflavors v2.pm

38.1KiB 7y0d source share\Armadillo.pm

3.83KiB 7y0d source share\AsupExtractor.pm

70.1KiB 7y0d source share\BTS Config.pm
2.65KiB 7y0d source share\Backup.pm

60.3KiB 7y0d source share\Aggregate.pm

36.9KiB 7y0d source share\Burt.pm

8.98KiB 7y0d source share\CConfig.pm

19.3KiB 7y0d source share\CIFS.pm
20.7KiB 7y0d source share\CR.pm
2.28KiB 7y0d source share\CRC.pm

18.7KiB 7y0d source share\CSHM.pm

43.0KiB 7y0d source share\CSM.pm

19.7KiB 7y0d source share\ChangeModel.pm

33.3KiB 7y0d source share\Checker.pm

3.47KiB 7y0d source share\Class.pm

37.8KiB 7y0d source share\Client.pm

188KiB 7y0d source sharelagnostic\Flexclone.pm
15.9KiB 7y0d source sharelagnostic\HyA Clone Utils.pm
13.4KiB 7y0d source sharelagnostic\Fileclone.pm
41.8KiB 7y0d source sharel\agnostic\Jobs.pm
24 .0KiB 7y0d source sharelagnostic\License.pm
34.8KiB 7y0d source sharel\agnostic\Panamax Clone Utils.pm
30.2KiB 7y0d source sharel\agnostic\LunCmds.pm
40.9KiB 7y0d source sharelagnostic\ProtocolAccess.pm
15.7KiB 7y0d source sharelagnostic\Qtree.pm
29.3KiB 7y0d source sharel\agnostic\Quota.pm

13.7KiB 7y0d source sharel\agnostic\RbacCmdFetcher.pm
5.55KiB 7y0d source sharelagnostic\RbacCmdFetcher ReadMe
3.92KiB 7y0d source sharel\agnostic\SFXOD.pm

35.8KiB 7y0d source sharel\agnostic\Snapmirror.pm
40.4KiB 7y0d source sharelagnostic\VolEfficiency.pm
6.22KiB 7y0d source sharelagnostic\flatfile.txt

0 7y0d source sharelagnostic

Q Q th Hh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Hh Fh Fh Fh Fh Fh Fh Fh Fh Hh Fh Fh Fh Fh Fh o Hh o Fh o b

0 19h17m source share

xcp scan -1 \\<IP address or hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors
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STATUS

PASSED
RiEEAE

fEF -ownership 28 scan HEEEZRZFAIEHENMNGS ©

®

CHBEER -ownership -1 v -match s -fmt '3 "-stats 8& o
a7
== 2

7
aneg

xcp scan -1 -ownership \\<IP address or hostname of SMB
server>\source_ share
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c:\netapp\xcp>xcp scan -1 -ownership \\<IP address or hostname of SMB

server>\source share xcp scan -1 -ownership \\<IP address or hostname

of SMB server>\source share

f BUILTIN\Administrators 195KiB 7y0d source share\ASUP.pm

f  BUILTIN\Administrators 34.7KiB 7y0d source_share\ASUP REST.pm

f BUILTIN\Administrators 4.11KiB 7y0d

source share\Allflavors v2.pm

f BUILTIN\Administrators 38.1KiB 7y0d source share\Armadillo.pm

f BUILTIN\Administrators 3.83KiB 7y0d

source share\AsupExtractor.pm

f BUILTIN\Administrators 70.1KiB 7y0d source share\BTS Config.pm
f BUILTIN\Administrators 2.65KiB 7y0d source share\Backup.pm

f BUILTIN\Administrators 60.3KiB 7y0d source share\Aggregate.pm

f BUILTIN\Administrators 36.9KiB 7y0d source share\Burt.pm

f BUILTIN\Administrators 8.98KiB 7y0d source share\CConfig.pm

f BUILTIN\Administrators 19.3KiB 7y0d source share\CIFS.pm

f BUILTIN\Administrators 20.7KiB 7y0d source share\CR.pm

f BUILTIN\Administrators 2.28KiB 7y0d source share\CRC.pm

f BUILTIN\Administrators 18.7KiB 7y0d source share\CSHM.pm

f BUILTIN\Administrators 43.0KiB 7y0d source share\CSM.pm

f BUILTIN\Administrators 19.7KiB 7y0d source share\ChangeModel.pm
f BUILTIN\Administrators 33.3KiB 7y0d source share\Checker.pm

f BUILTIN\Administrators 3.47KiB 7y0d source share\Class.pm

f BUILTIN\Administrators 37.8KiB 7y0d source share\Client.pm

f BUILTIN\Administrators 2.44KiB 7y0d source share\ClientInfo.pm
f BUILTIN\Administrators 37.2KiB 7y0d source share\ClientMgr.pm

f BUILTIN\Administrators 17.1KiB 7y0d source share\ClientRPC.pm

f BUILTIN\Administrators 9.21KiB 7y0d

source share\ClusterAgent.pm

f BUILTIN\Administrators 15.7KiB 7y0d source sharelagnostic\Qtree.pm
f BUILTIN\Administrators 29.3KiB 7y0d source sharelagnostic\Quota.pm
f BUILTIN\Administrators 13.7KiB 7y0d

source_ share\agnostic\RbacCmdFetcher.pm

f BUILTIN\Administrators 5.55KiB 7y0d

source share\agnostic\RbacCmdFetcher ReadMe

f BUILTIN\Administrators 3.92KiB 7y0d source sharelagnostic\SFXOD.pm
f BUILTIN\Administrators 35.8KiB 7y0d

source sharelagnostic\Snapmirror.pm
f BUILTIN\Administrators 40.4KiB

source sharelagnostic\VolEfficiency.

f BUILTIN\Administrators 6.22KiB
source sharelagnostic\flatfile.txt

7y0d
pm
7y0d



d BUILTIN\Administrators 7y0d source sharelagnostic
d BUILTIN\Administrators

xcp scan -1 -ownership \\<IP address or hostname of SMB
server>\source share

317 scanned, 0 matched, 0 errors Total Time : 1s

STATUS : PASSED

3 -du
£ -du 2# scan ARBEESERR (BEFER) NERERBERNGS o
EEp2

xcp scan -du \\<IP address or hostname of SMB server>\source share

e

c:\netapp\xcp>xcp scan -du \\<IP address or hostname of SMB
server>\source share xcp scan -du \\<IP address or hostname of SMB
server>\source_ share

569KiB source sharelagnostic
19.8MiB source_ share

xcp scan -du \\<IP address or hostname of SMB server>\source share
317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

B4 -fmt <expression>
fEF -fmt <expression> 8 scan RIBERNEEAERCIERBENGS o
BB

xcp scan —-fmt "', '.join(map(str, [relpath, name, size, depth]))"
\\<IPaddress or hostname of SMB server>\source share
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c:\netapp\xcp>xcp scan —-fmt "', '.join (map(str, [relpath, name, size,
depth]))" \\<IP address or hostname of SMB server>\source share
xcp scan —-fmt "', '.Jjoin (map(str, [relpath, name, size, depth]))"

\\<IP address or hostname of SMB server>\source share

source share\ASUP.pm, ASUP.pm, 199239, 1

source share\ASUP REST.pm, ASUP REST.pm, 35506, 1

source share\Allflavors v2.pm, Allflavors v2.pm, 4204, 1

source share\Armadillo.pm, Armadillo.pm, 39024, 1

source share\AsupExtractor.pm, AsupExtractor.pm, 3924, 1

source share\BTS Config.pm, BTS Config.pm, 71777, 1

source share\Backup.pm, Backup.pm, 2714, 1

source_ share\Aggregate.pm, Aggregate.pm, 61699, 1

source share\Burt.pm, Burt.pm, 37780, 1

source share\CConfig.pm, CConfig.pm, 9195, 1

source share\CIFS.pm, CIFS.pm, 19779, 1

source share\CR.pm, CR.pm, 21215, 1

source share\CRC.pm, CRC.pm, 2337, 1
source_sharelagnostic\LunCmds.pm, LunCmds.pm, 30962, 2

source sharel\agnostic\ProtocolAccess.pm, ProtocolAccess.pm, 41868, 2
source sharelagnostic\Qtree.pm, Qtree.pm, 16057,2

source_ sharelagnostic\Quota.pm, Quota.pm, 30018,2

source share\agnostic\RbacCmdFetcher.pm, RbacCmdFetcher.pm, 14067, 2
source sharelagnostic\RbacCmdFetcher ReadMe, RbacCmdFetcher ReadMe,
5685, 2

source share\agnostic\SFXOD.pm, SFXOD.pm, 4019, 2

source sharelagnostic\Snapmirror.pm, Snapmirror.pm, 36624, 2
source_ sharelagnostic\VolEfficiency.pm, VolEfficiency.pm, 41344, 2
source sharel\agnostic\flatfile.txt, flatfile.txt, 6366, 2

source sharelagnostic, agnostic, 0, 1

source_share, , 0, O

xcp scan —-fmt ', '.Jjoin(map(str, [relpath, name, size, depth])) \\<IP
address or hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

REES
£ -ads EMRREC 2 H scan InLLUEE S IURHEE(E SMB £AE « 5 BB RERKREAERIENER

TR
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xcp scan -—ads \\<source ip address>\source share\src
el

C:\netapp\xcp>xcp scan -ads \\<source ip address>\source share\src

src\filel.txt:adsl
src\filel.txt:ads filel.txt 1697037934.4154522.txt
src\filel.txt

src\file2.txt:adsl
src\file2.txt:ads file2.txt 1697037934.5873265.txt
src\file2.txt
src\testl.txt:ads testl.txt 1697037934.7435765.txt
src\testl.txt

src\dirl\dfilel.txt:adsl
src\dirl\dfilel.txt:ads dfilel.txt 1697037934.1185782.txt
src\dirl\dfilel.txt:ads xcp.exe
src\dirl\dfilel.txt:ads tar
src\dirl\dfilel.txt:java exe
src\dirl\dfilel.txt:cmdzip
src\dirl\dfilel.txt:adsl 2GB

src\dirl\dfilel.txt

src\dirl:adsl
src\dirl:ads dirl 1697038504.087317.txt

src\dirl

src:ads src 1697038504.7123322.txt

SrcC

xcp scan -ads \\<source ip address>\source share\src
6 scanned, 0 matched, 0 errors, 15 ads scanned

Total Time : 2s

STATUS : PASSED

RN

° copy BN G HEEERIRE RGN « Wk HEREIBRIM SMB A ° o copy B9 HE
2 3FM B Rt BRI AR - ETERIER « RIES/FENCERESFEER
BRVEIEN—REIEES ©

@ * MITPEEZECERIE#ETFE T C:\NetApp\XCP | T o
* 5& copy SR EERAFIUERIFE (ACL) WNIERTENER -
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xcp copy \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

e

c:\netapp\xcp>xcp copy \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp copy \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

317 scanned, 0 matched, 316 copied, 0 errors

Total Time : 2s

STATUS : PASSED

TRINIY copy BEHRA ©

2 s5ER

copy -h * --help BETRHUEEAHE T copy MR ©

B v IENNBREERVEEANE ©

<<smb_copy_parallel #E&F1T ; n> i'azil’lﬁﬁlﬁﬁﬁfiﬂ’ﬂ%ﬁﬁ (F85%{& . <cpu-count>

<<smb_copy_match,fE& - iF& ; BfiEss > ZREBEFSEEEGIERZMBE B2 xcp
help - match UBUSSEAER) o

<<smb_copy_exclude, #E5 - HEb& ; EFERS > EHEPRET RSP R B i%

B8 - R - atime ERE EXRERBIEERR

copy -acl BRLZE2ME -

<<smb_copy_acl, 8 - FIEREFERE ; SR EF 15T B1E1%23 LB Active Directory FREZ A (GF

BE > ) FRE - ZERETWEIAE GEMEE) RIFEHEK
SIEREREIR - FIU0 - 48\ RAEES o

<<smb_copy_acl,#8% -backback-group FeE BAZH423 Y Active Directory B¥4EE AN (FE4E

fallback_group> 15) B¥4E ~ DU (GRAEIE) ZRIRI&ASBEAEAVHRE
R o BI%0 ~ 4833 \ RAAEIES o

BHIRERR EHIREEAACL ©

# 3 -aclVerify {yes ~ no} IREEER -ACL /FEIRIBAR B S ACL BErERYEE
18 o

copy -nofFf B 1 RERFREHE o

8 -BS EE/ BAEMRA) (FERR D 1M)
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SoL)E]
2 5

s2ewy o s AR S - a4
[ERES] & NTFS B E R BRNRIRE SMB HAERE By

SMB #A -

copy -h + --help
A -h #fl ——help BB copy T UBETRERANEEMAE copy 8%
Bk

xcp copy —help
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C:\netapp\xcp>xcp copy —help

usage: xcp copy [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude
<filter>] [-preserve- atime] [-acl] [-fallback-user FALLBACK USER]
[-fallback-group FALLBACK GROUP] [-loglevel <name>] [-root] [-
noownership] [- aclverify {yes,no}] [-bs <n>] [-ads]

source target

positional arguments:

source

target

optional arguments:

-h, --help show this help message and exit

-V increase debug verbosity

-parallel <n> number of concurrent processes (default: <cpu-
count>)

-match <filter> only process files and directories that match the

filter (see "xcp help -match’ for details)

-exclude <filter> Exclude files and directories that match the

filter (see “xcp help - exclude  for details)

-preserve-atime restore last accessed date on source

-acl copy security information
-fallback-user FALLBACK USER

the name of the user on the target machine to

receive the permissions of local (non-domain) source machine users (eg.

domain\administrator)
-fallback-group FALLBACK GROUP

the name of the group on the target machine to

receive the permissions of local (non-domain) source machine groups

(eg. domain\administrators)

-loglevel <name> option to set log level filter (default:INFO)
-root copy acl for root directory
-noownership do not copy ownership
-aclverify {yes,no} choose whether you need to skip acl verification
-bs <n> read/write block size for copy (default: 1M)
-ads copy NTFS alternate data streams.

B v

£ -v 2 copy IRMFMAIRIEENNGS o
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xcp copy -v \\<IP address or

hostname of SMB server>\source share \\<IP

address of SMB destination server>\dest share

mEEE

c:\netapp\xcp>xcp copy -v \
\\<IP address of SMB destin

failed to set attributes for "d1": (5,
denied.")

failed to copy "fl.txt": (5, 'CreateFile',
failed to set attributes for "": (5,
denied.') error setting timestamps on "":
denied.

\<IP address of SMB destination server>\src
ation server>\dest\dl
'CreateDirectory', 'Access is
'Access is denied.')

'SetFileAttributesW',
S5)

'Access 1is

errno (code: Access is

H:\p 4\xcp latest\xcp cifs\xcp\ main .py copy -v \\<IP address of SMB

destination server>\src \\<

server>\dest\dl

0 matched,
3s

FATILED

3 scanned,
Total Time
STATUS

BRTT <n>

K

£ -parallel <n> B3 copy sn< A
2 CPU & °

®

A

n BERAER 61 °

0 skipped,

IP address of SMB destination

1 copied, 0 (0/s), 3 errors

EREHBEHERN XCP WiTRIEREF - WTER(E -parallel F

xcp copy —-parallel <n> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp copy -parallel 7 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp copy —-parallel 7 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

317 scanned, 0 matched, 316 copied, Oerrors

Total Time : 2s

STATUS : PASSED

BH - LL¥ <filter>
fEMA -match <filter> 8% copy % ~ EEENESMEEZSIBHIER o
Bk

xcp copy -match <filter> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

FETEEH

c:\netapp\xcp>xcp copy -match "'gx' in name" \\<IP address or hostname
of SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp copy -match 'gx' in name \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

317 scanned, 5 matched, 4 copied, 0 errors

Total Time : 1s

STATUS : PASSED

EH - HER <filter>
M —exclude <filter> B copy (BERBIFERMNGS o
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xcp copy -—-exclude <filter> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

TETHNEHIFR « BIBHPEFER [resync | MIEEFBEREHEFRUMIBHR o

g

c:\netapp\xcp>xcp copy -exclude "'resync' in name" \\<IP address or

hostname of SMB server>\source_share \\<IP address or hostname of SMB
server>\dest share

xcp copy -—exclude 'resync' in name \\<IP address or hostname of SMB
server>\source share \\\\<IP address or hostname of SMB
server>\dest share

18 scanned, 2 excluded, 0 skipped, 15 copied, 122KiB (50.5KiB/s), O
errors

Total Time : 2s
STATUS : PASSED

BH - RE - atime
fEF -preserve-atime 8% copy a8 % ~ £ XCP :BEUEZRE Z A -~ #F T atime 1| ERARKE

=HS
=)

xCcp copy —-preserve-atime \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp copy -preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp copy —-preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

317 scanned, 0 matched, 316 copied, 0 errors

Total Time : 2s

STATUS : PASSED

copy -acl -fallback-user <fallback_user> -fallback-group <fallback_group>
M -acl 2 copy ARMEIZ 2ttt (ACL) BERISR< o

fEF ~acl 2% -fallback-user # -fallback-group FARRTE B 1ZH233 Active Directory H35EFERE
BHAHRYEIE ~ DU AHE GRAEIS) RIFS A& B AERIERR © SRR E Active Directory BYRAETRF
fERE -

EIA

xcp copy —acl -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

#8 -aclVerify {yes * no}
i -aclverify {yes,no} 2 copy M<TIRMTE ACL B FXEIMBEANE S ACL BRsEHVEE ©

RABER —~aclverify {yes,no} 8% copy -acl i< ° {RIETER » ACL EREETEE ACL - R
SRIE —aclverify #EIE no » KA LABKE ACL Bg58H fallback-user M fallback-group AHEEEEIE o Ul

=

RIGEH/E -aclverify & yes » BE fallback-user #l fallback-group %18 « Y1 TFFIEHIFFT ©

A3
E=

xcp copy -acl -aclverify yes -fallback-user <fallback user> -fallback
-group <fallback group> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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C:\NetApp\xcp>xcp copy -acl -aclverify yes -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group"

\\<source IP address>\source share
\\<destination IP address>\dest share

12 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0O errors, 5s, O
acls copied

12 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 10s, O
acls copied

12 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 15s, O
acls copied xcp copy —-acl -aclverify yes -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<source IP address>\source share
\\<destination IP address>\dest share

12 scanned, 0 matched, 0 skipped, 11 copied, 10KiB (634/s), 0 errors,
11 acls copied

Total Time : 16s

STATUS : PASSED

C:\NetApp\xcp>xcp copy —-acl -aclverify no
\\<source IP address>\source share
\\<destination IP address>\dest share

xcp copy -acl -aclverify no \\<source IP address>\source share
\\<destination IP address>\dest share

12 scanned, 0 matched, 0 skipped, 11 copied, 10KiB (5.61KiB/s), 0
errors, 11 acls copied

Total Time : 1s

STATUS : PASSED

EHIE B
fEF -root 2% copy ANERIEBEX ACL VGRS ©

=h
CI=

xcp copy —-acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share \\<IP

address of SMB destination server>\dest share
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C:\NetApp\XCP>xcp copy -acl -root -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xCcp copy —-acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

6 scanned, 0 matched, 0 skipped, 5 copied, 200 (108/s), 0 errors, 6
acls copied

Total Time : 1s

STATUS : PASSED

copy -noffi G

£/ -noownership 2% copy i< ~ IEEARFAE RN KIFENEI B o N BEFH -noownership &
B -acl I8~ MBEEE fallback-user M fallback-group MANEREY o

EIA

xcp.exe copy -acl -noownership -fallback-user <fallback user> -fallback
—-group <fallback group> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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C:\Netapp\xcp>xcp.exe copy -acl -noownership -fallback-user
"DOMAIN\User" -fallback-group "DOMAIN\Group"
\\<source IP address>\source share
\\<destination IP address>\dest share

568 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 5s, O
acls copied

568 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 10s, O
acls copied

568 scanned, 0 matched, 0 skipped, 135 copied, 4.26MiB (872KiB/s), O
errors, 15s, 137 acls copied xcp.exe copy —-acl -noownership -fallback
-user "DOMAIN\User" -fallback-group "DOMAIN\Group"
\\<source IP address>\source_ share
\\<destination IP address>\dest share

568 scanned, 0 matched, 0 skipped, 567 copied, 17.7MiB (1.01MiB/s), O
errors, 567 acls copied

Total Time : 17s

STATUS : PASSED

Copy -BS <n>
A -bs <n> B copy RIEBREIRA/NNEGS  TARER 1M ©
Ep7

xcp.exe copy -bs <n> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

mEREEH

c:\Netapp\xcp>xcp.exe copy -bs 32k \\<source IP address>\source share
\\<destination IP address>\dest share

xcp.exe copy -bs 32k \\<source IP address>\source share
\\<destination IP address>\dest share

568 scanned, 0 matched, 0 skipped, 567 copied, 17.7MiB (6.75MiB/s), O
errors

Total Time : 2s

STATUS : PASSED
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fEF —ads B8 copy B < NTFS BERHERMNIRIR SMB HEHEREIBRYM SMB £ -
AEA

xcp copy -ads \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

g

c:\netapp\xcp>xcp copy -ads \\<source IP address>\source share\src
\\<dest IP address>\dest share

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (2.41/s), 0O errors, 5s,
10 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 10s, 11 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 15s, 12 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 20s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 25s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 30s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 35s, 13 ads copied

o scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 40s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 45s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 2mlbs, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 3mbs, 13 ads copied

xcp copy -ads \\<source IP address>\source share\src
\\<desination IP address>\dest share

6 scanned, 0 matched, 0 skipped, 5 copied, 26 (0.137/s), 0 errors, 14
ads copied

Total Time : 3m9s

STATUS : PASSED
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° sync SR FTREIRN EFTHANEENENR - TREENFERZEER - U
FEREREIRAER o o sync s GLEBRENAS « KERE « EEBIE - HEENR
EM4EH -

A3
E=

xcp sync \\<source SMB share> \\<IP address of SMB destination server>
A&

c:\netapp\xcp>xcp sync \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

xcp sync \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

TRIIE sync BERHERA o

2% 55

[@% -h ~ --help FERILERPAF S M AE 3R o

EF -v IENNPREERVSEARES o
<<smb_sync_parallel,[E% -parallel ; n> TITRIBIZEF 2 (FAEZ(E . <cpu-count>) o

<<smb_sync_match,[F% -Match (FTHD) ; EfiERs > EREMSEERGNERIBER GB2HE xcp
help - match UEUSEHMEER) o

<<smb_sync_exclude,[@#¥ - HEbk ; EfEss > EHEPRERESS P RIEZZAM B R o

[E#F -preserve-atime ER L3RR ERFERIEHA -

[B# -noatime AIEE R FEE o

EF IR - REEE AIEEAERR IR o

[E)2F - nomtime AIEEAERENERE o (ILEIERBR - AP FiEE
#1T ~ BRFERAILLEE )

Sync -noatt/s EMBEENE -

[5:5 -nodison BB EFREE o

<<sync_smb_atime,[F*¥ -atimeWindow ; ;%25 > AR NFEIREER « U AE(L -
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#

B -ctimeWindow
[E# -mtimeWindow
SYNC -ACL

<<sync_smb_acl,[5# -backbackback-user ;
fallback_user>

<<sync_smb_acl,[F# -backback-group ;
fallback_group>

Bz

Sync -root

ERL

[E% -aclVERIFY {yes ~ no}

<<smb_sync_bs,A¥ -BS () ; n>
[EF RIEES]

[E% -h ~ --help

=RER

AERHETREER - A -
AETHENEEERE (URAEM) -
BRLZE2E -

E#Rt%25 LAY Active Directory fEFRE A (FEAEIE
) fERE - AR GREED) RIRKSERAERE
IR (FUg0 : 488\ RREIESR) o

B 121423 1) Active Directory Bf4HEl 414 (FE4ELE)
B4R - mrimUAcHE GE4RIE) SRREEESEHAERVIEIR (41
i\ RREES) o

1 DN i ARED

FZREEBIACL °
ERNZEME -
I% ACL B 1EEHAMRE ~ R B S 5B8E ACL BRsERYEE

K

BE BABEMEAN (FEEE D IM) o

£ sync % -ads ARERKFEFBEIZ SMB A
EFZERERNREEIMENIERE - MRBEE « 3g
REFERAEERE

HEE BIZ8AEMER o

£ -h 1 ——help BB sync T URETBRANFMEEN sync <

A3
=9

xcp sync —-—help
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C:\Netapp\xcp>xcp sync —--help

usage: xcp sync [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude

<filter>] [-preserve-atime]
[-atimewindow <float>]

[-ctimewindow <float>] [-mtimewindow <float>] [-acl] [-fallback-user
FALLBACK USER] [-fallback-group FALLBACK GROUP] [-loglevel <name>] [-1]
[-root]

[-noownership] [-onlyacl] [-aclverify {yes,no}] [-bs <n>] [-ads] source
target

Note: ONTAP does not let a

[-noatime] [-noctime] [-nomtime] [-noattrs]

SMB client modify COMPRESSED or ENCRYPTED

attributes. XCP sync will ignore these file attributes.

positional arguments:
source
target

optional arguments:
-h, --help
-V
-parallel <n>
<cpu-count>)
-match <filter>
match the filter (see “xcp
-exclude <filter>

show this help message and exit
increase debug verbosity
number of concurrent processes (default:

only process files and directories that
help -match”™ for details)

Exclude files and directories that match the

filter (see “xcp help -exclude ™ for details)

-preserve-atime

-noatime

—-noctime

-nomtime

-noattrs

—atimewindow <float>

-ctimewindow <float>
seconds

-mtimewindow <float>
seconds

-acl

-fallback-user FALLBACK

to receive the permissions

(eg. domain\administrator)

restore last accessed date on source

do not check file access time

do not check file creation time

do not check file modification time

do not check attributes

acceptable access time difference in seconds
acceptable creation time difference in

acceptable modification time difference in

copy security information
USER
the name of the user on the target machine

of local (non-domain) source machine users

-fallback-group FALLBACK GROUP

to receive the permissions

the name of the group on the target machine

of local (non-domain) source machine groups
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(eg. domain\administrators)

—-loglevel <name> option to set log levelfilter

=1 increase output detail

-root sync acl for root directory

-noownership do not sync ownership

-onlyacl sync only acls

—aclverify {yes,no} choose whether you need to skip acl
verification

-bs <n> read/write block size for sync (default:

-ads sync ntfs alternate data stream

G2
R -v 2 sync IRIEFMAREEANG S ©
BBIA

xcp sync -v \\<IP address or hostname of SMB
server>\vol SMB source xxxxxx\warning \\<IP address of SMB destination
server>\vol SMB target xXxxxxx
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C:\XCP>xcp sync -v \\<IP address or hostname of SMB
server>\vol SMB source xxxxxx\warning \\<IP address of SMB destination
server>\vol SMB target XxxXXx

ERROR failed to remove from target

"assembly\GAC 32\Microsoft.CertificateServices.PKIClient.Cmdlets\v4.0 6
.3.0.0 31bf3856ad364e35\p ki.psdl": [Errno 13] Access is denied:
"\\\\?\\UNC\\<IP address of SMB destination server>\\vol SMB tar
shil\\assembly\\GAC 32\\Microsoft.CertificateServices.PKIClient.Cmdlets
\\v4.0 6.3.0.0 31bf3856ad 364e35\\pki.psdl’

ERROR failed to remove from target

"assembly\GAC 64\Microsoft.GroupPolicy.AdmTmplEditor\v4.0 6.3.0.0
31bf3856ad364e35\Microsoft.Gro upPolicy.AdmTmplEditor.dl1": [Errno 13]
Access 1is denied: "\\\\?\\UNC\\10.61.

\vol SMB target xxxxxx\\assembly\\GAC 64\\Microsoft.GroupPolicy.AdmTmpl
Editor\\v4.0 6.3.0.0 31bf
3856ad364e35\\Microsoft.GroupPolicy.AdmTmplEditor.d11l"

1,933 scanned, 1,361 compared, 2 errors, 0 skipped, 0 copied, 1,120
removed, 5s ERROR failed to remove from target

"assembly\GAC 64\System.Printing\v4.0 4.0.0.0
31bf3856ad364e35\System.Printing.dl1": [Errno 13] Access is denied:
"N\\A\?\\UNC\\<IP address of SMB destination
server>\\vol SMB target xxxxxx\\assembly\
4\\System.Printing\\v4.0 4.0.0.0 31bf3856ad364e35\\System.Printing.dll’
ERROR failed to remove from target

"assembly\GAC MSIL\Microsoft.PowerShell.Workflow.ServiceCore\v4.0 3.0.0
.0 31bf3856ad364e35\Micro soft.PowerShell.Workflow.ServiceCore.dll":
[Errno 13] Access 1s denied: '\\\\

\\<IP address of SMB destination

server>\\vol SMB target xxxxxx\\assembly\\GAC MSIL\\Microsoft.PowerShel
1.Workflow.ServiceCore\\v4

.0 3.0.0.0

31bf3856ad364e35\\Microsoft.PowerShell .Workflow.ServiceCore.dll' ERROR
failed to remove from target

"assembly\GAC MSIL\Microsoft.RightsManagementServices.ServerManager.Dep
loymentPlugin\v4.0 6.3.0.0
31bf3856ad364e35\Microsoft.RightsManagementServices.ServerManager.Deplo
ymen n.dl1l": [Errno 13] Access is denied: "\\\\?\\UNC\\<IP address of
SMB destination

server>\\vol SMB target xxxxxx\\assembly\\GAC MSIL\\Microsoft.RightsMan
agementServices.ServerMana ger.DeploymentPlugin\\v4.0 6.3.0.0
31bf3856ad364e35\\Mic
.RightsManagementServices.ServerManager.DeploymentPlugin.dll"'

ERROR failed to remove from target
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"assembly\GAC MSIL\Microsoft.WSMan.Management\v4.0 3.0.0.0
31bf3856ad364e35\Microsoft.WSMan.Mana gement.dll": [Errno 13] Access is
denied: "\\\\?\\UNC\\<IP address of SMB destination server>\\vol SMB
_xxxxxx\\assembly\\GAC MSIL\\Microsoft.WSMan.Management\\v4.0 3.0.0.0
31bf3856ad364e35\\Microsof t.WSMan.Management.dll'

ERROR failed to remove from target

"assembly\GAC MSIL\PresentationUI\v4.0 4.0.0.0
31bf3856ad364e35\PresentationUI.dl1l": [Errno 13] Access 1s denied:
"\\\\2\\UNC\\<IP address of SMB destination
server>\\vol SMB target xxxxxx\\assembly\
SIL\\PresentationUI\\v4.0 4.0.0.0 31bf3856ad364e35\\PresentationUI.dll"
ERROR failed to remove from target

"assembly\GAC MSIL\System.IO.Compression.FileSystem\v4.0 4.0.0.0
b77a5c561934e089\System.I0.Comp ression.FileSystem.dl1l": [Errno 13]
Access 1s denied: '"\\\\?\\UNC\\10.61.71.5

_SMB_ target xxxxxx\\assembly\\GAC MSIL\\System.IO.Compression.FileSyste
m\\v4.0 4.0.0.0 b77a5c561
934e089\\System.IO.Compression.FileSystem.dll"

ERROR failed to remove from target

"assembly\GAC MSIL\System.IdentityModel.Selectors\v4.0 4.0.0.0

b77a5c561934e089\System.IdentityM odel.Selectors.dl1l": [Errno 13]
Access is denied: '"\\\\?\\UNC\\<IP address of SMB destination
server>\\v

s_target xxxxxx\\assembly\\GAC MSIL\\System.IdentityModel.Selectors\\v4
.0 4.0.0.0 b77a5c561934e0 89\\System.IdentityModel.Selectors.dll"

2,747 scanned, 2,675 compared, 9 errors, 0 skipped, 0 copied, 2,624
removed, 10s ERROR failed to remove from target

"assembly\GAC MSIL\System.Web.DataVisualization\v4.0 4.0.0.0
31bf3856ad364e35\System.Web.DataVis ualization.dl1l": [Errno 13] Access
is denied: '"\\\\?\\UNC\\<IP address of SMB destination server>\\vol c
rget xxxxxx\\assembly\\GAC MSIL\\System.Web.DataVisualization\\v4.0 4.0
.0.0 31bf3856ad364e35\\Sy stem.Web.DataVisualization.dll'

cp sync -v \\<IP address or hostname of SMB
server>\vol SMB source xxxxxx\warning \\<IP address of SMB destination
server>\vol SMB target xXxxxXxx

2,831 scanned, 0 copied, 2,831 compared, 0 removed, 10 errors Total
Time : 10s

STATUS : PASSED

B4 1T <n>

A -parallel <n> 2% sync T ARERSHABBEHEN XCP M {THEIEFERF © © sync -parallel
<n> L EHETITRIBEFHES (FBRE : <cpu-count>) o

() nwEAEAG -
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xCcp sync -parallel <n>> \\<IP address or hostname of SMB
server>\volxcp\\<IP address of SMB destination server>\xcpl testl

mEEE

C:\xcp>xcp sync -parallel 5 \\<IP address or hostname of SMB
server>\volxcp\\<IP address of SMB destination server>\xcpl testl

658 scanned, 244 compared, 0 errors, 0O skipped, 0 copied, 0 removed, 5s
658 scanned, 606 compared, 0 errors, 0 skipped, 0 copied, 0 removed,
10s

658 scanned, 658 compared, 0 errors, 0 skipped, 0 copied, 0 removed,
10s

Sending statistics...

Sync -Match <filter>

fEMA -match <filter> ¥ sync 88 RFHMRMN BREAERE « LELBNSHESHIERNBER
MREEAER L EEERLERLENEE « LURKREY

A

xcp sync -match <filter> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

g

c:\netapp\xcp>xcp sync -match "'gx' in name" \\<IP address or hostname
of SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -match "'gx' in name" \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -match 'gx' in name \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

634 scanned, 0 copied, 10 compared, 0 removed, 0 errors

Total Time : 2s

STATUS : PASSED

325



B - BERR <filter>
£ —exclude <filter> B# sync ap<EBIRENERFRMERMBER o

H

SEIA

xcp sync —exclude <filter> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

g

C:\netapp\xcp>xcp sync -exclude "path ('*Exceptions*')" \\<IP address or
hostname of SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync —exclude path ('*Exceptions*') \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

451 scanned, 427 excluded, 0 copied, 24 compared, 0 skipped, 0 removed,
0 errors

Total Time : 2s

STATUS : PASSED

[F% -preserve-atime
fEF -preserve-atime 2% sync a8 % ~ £ XCP :BEUEZRE ZA ~ #F T atime | ERAFRIRE
B

xcp sync -preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp sync -preserve-—-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync —-preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors
Total Time : 4s

STATUS : PASSED

[E¥ -noatime
R -noatime 2% sync FRFREBEZHNFAEEERTENGS - FTEIEREENEBERIESR -
E7A

xcp sync —noatime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

FETEE R

c:\netapp\xcp>xcp sync -noatime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -noatime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

xcp sync -noatime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

EX R - REEE
£ -noctime 2# sync HRFEBRZBENAEEZRRSENGS - FREEIBRIUREEZRESE -

327



328

EA

xcp sync —noctime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
&

c:\netapp\xcp>xcp sync -noctime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -noctime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

0 copied, 634 compared,
Total Time : 3s
STATUS :

\\<IP address of SMB destination server>\dest share
PASSED

xcp sync -noctime \\<IP address or hostname of SMB server>\source share
634 scanned,

0 removed, 0 errors

B4 - nomtime

£ -nomtime ¥ sync HRFEBRZBENAAEEZRRTENG S « FEEIBEREELREER - (
HEEEIREIBET © ° sync SR RAEEMITIMAERALLER )
EIA

xcp sync -nomtime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
s

c:\netapp\xcp>xcp sync -nomtime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync —nomtime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

xcp sync —nomtime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
634 scanned, 0 copied, 634 compared, 0 removed, 0 errors
Total Time : 3s

STATUS : PASSED



Sync -noatt/s

fEMA -noattrs 8 sync HRFLEBRZENAMEZERTENGS - FTEEEZBIERIAEZENE
% o XCP AEEEZANBTTRR 1 SHERIER (ACLgEH) o

A

xcp sync —noattrs \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

RETEER

c:\netapp\xcp>xcp sync -noattrs \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

XCp sync -noattrs \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -noattrs \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

A4 -nodison
f£F -noownership 8% sync K EEBENMEERRPIENGS «- FTEERBEMBEEENER -
B

xcp sync -noownership \\<IP address or hostname of SMB
server>\vol SMB source xxxxxx \\<IP address of SMB destination
server>\vol SMB target xXxxxxx
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>xcp sync -acl -noownership -fallback-user "DOMAIN\User" -fallback
—group "DOMAIN\Group" \\<source IP address>\source share \\<IP address
of SMB destination server>\dest share

Truncated Output

302,909 scanned, 301, 365 compared, errors, skipped,
copied, O removed, 9m4d6s
307,632 scanned, 303,530 compared, errors, skipped,
copied, O removed, 9mbls
308,434 scanned, 305,462 compared, errors, skipped,
copied, O removed, 9mb56s
310,824 scanned, 307,328 compared, errors, skipped,
copied, O removed, 10mls
313,238 scanned, 310,083 compared, errors, skipped,
copied, O removed, 10m6s
314,867 scanned, 313,407 compared, errors, skipped,
copied, O removed, 10mlls
318,277 scanned, 315,856 compared, errors, skipped,
copied, O removed, 10ml7s
321,005 scanned, 318,384 compared, errors, skipped,
copied, O removed, 10m22s
322,189 scanned, 321,863 compared, errors, skipped,
copied, O removed, 10m27s
323,906 scanned, 323,906 compared, errors, skipped,
copied, O removed, 10m29s

xcp sync -acl -noownership -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<source IP address>\source share \\<IP address of SMB
destination server>\dest share

323,906 scanned, 0 copied, 323,906 compared,
Total Time 10m29s

STATUS PASSED

0 removed, 0 errors

[E% -atimeWindow <float>

fEF -atimewindow <float> 8% sync M%< > UM ABEMIEEERNFE BN ESEZE - IR
atime BYZER/\R <value> ~ B XCP A E A HEZELIIRARIE o

=

xcp sync —atimewindow <float> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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ELLT AP « XCP #HZRIFM BRIMIERZ BRZ 10 DiE atime =2 « MEAREEMHBZ LAY atime ©

e

c:\netapp\xcp>xcp sync —-atimewindow 600 \\<IP address or hostname of
SMB server>\source share \\<IP address of SMB destination
server>\source share

xcp sync —atimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\source share

xcp sync —-atimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\source share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors
Total Time : 3s

STATUS : PASSED

Sync -ctimeWindow <float>

£ -ctimewindow <float> 2 sync 8% > UMBEBEHIEERIRREIBRIMAIIERZ ctime BIRIHERE

B o & ctime AR/ <value> B + XCP A& EZRERATRE o

=h3
aa/

xcp sync -ctimewindow <float> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

TELLTEEHIF « XCP #ZKIFH BRIMIERZ BRZ 10 28R atime =& ~ MERGEMBR LAY ctime ©
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c:\netapp\xcp>xcp sync -ctimewindow 600 \\<IP address or hostname of
SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync —-ctimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync —-ctimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors
Total Time : 3s

STATUS : PASSED

[E% -mtimeWindow <float>

8/ -ntinewindow <float> B# sync W% » WBBIISEHATREIE M2 IR mtime HIATHERE
£ o HREERIR <value> B  XCP A ERERERATE -

A

xcp sync -mtimewindow <float> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

mEREEf

c:\netapp\xcp>xcp sync -mtimewindow 600 \\<IP address or hostname of
SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -mtimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync —mtimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors Total Time
3s

STATUS : PASSED
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SYNC -ACL-Fallback-user <fallback_user> -Fallback-group <fallback_group>
f#H -acl v -fallback-user # -fallback-group BB # sync i L RLEEKEMBIEZENERNZE

Bifl - WEBELERANEMNENE o -fallback-user M -fallback-group Zl8e BiEH#238L Active
Directory FR#zUAst (GEAEIR) ZRIRFERAE NEHAHERAE A& AT

@ 1G5 FER —acl I8 » A8 -fallback-user #l -fallback-group ¥ :
E2Y

xcp sync -acl -fallback-user <fallback user> -fallback-group

<fallback group> \\<IP address or hostname of SMB

server>\performance SMB home dirs \\<IP address of SMB destination
server>\performance SMB home dirs
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C:\xcp>xcp sync -acl -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

10,796 scanned, 4,002 compared, 0 errors, O skipped,
copied, O removed, ]

15,796 scanned, 8,038 compared, 0 errors, O skipped,
copied, O removed, Os

15,796 scanned, 8,505 compared, 0 errors, O skipped,
copied, 0 removed, 5s

15,796 scanned, 8,707 compared, 0 errors, O skipped,
copied, O removed, Os

15,796 scanned, 8,730 compared, 0 errors, O skipped,
copied, O removed, 5s

15,796 scanned, 8,749 compared, 0 errors, O skipped,
copied, 0 removed, Os

15,796 scanned, 8,765 compared, 0 errors, O skipped,
copied, O removed, 5s

15,796 scanned, 8,786 compared, 0 errors, O skipped,
copied, O removed, Os

15,796 scanned, 8,956 compared, 0 errors, O skipped,
copied, O removed, 5s

15,796 scanned, 9,320 compared, 0 errors, O skipped,
copied, 0 removed, Os

15,796 scanned, 9,339 compared, 0 errors, O skipped,
copied, O removed, 5s

15,796 scanned, 9,363 compared, 0 errors, O skipped,
copied, O removed, mOs

15,796 scanned, 10,019 compared, 0 errors, O skipped,
copied O removed, 1m5s

15,796 scanned, 10,042 compared, 0 errors, O skipped,
copied O removed, Iml0s

15,796 scanned, 10,059 compared, 0 errors, O skipped,
copied O removed, Iml5s

15,796 scanned, 10,075 compared, 0 errors, O skipped,
copied O removed, 1m20s

15,796 scanned, 10,091 compared, 0 errors, O skipped,
copied O removed, 1lm25s

15,796 scanned, 10,108 compared, 0 errors, 0 skipped,
copied O removed, Im30s

15,796 scanned, 10,929 compared, 0 errors, O skipped,
copied O removed, 1m35s

15,796 scanned, 12,443 compared, 0 errors, O skipped,
copied O removed, 1m40s
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15,796 scanned, 13,963 compared, 0 errors, O skipped, 0

copied O removed, 1m4d5s

15,796 scanned, 15,488 compared, 0 errors, O skipped, 0
copied O removed, 1m50s

15,796 scanned, 15,796 compared, 0 errors, O skipped, 0
copied O removed, Im51s

xcp sync -acl -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

15,796 scanned, 0 copied, 15,796 compared, 0 removed, 0 errors
Total Time : 1m51

STATUS : PASSED

B -l
£ -1 2# sync 3% ~ #¥ XCP ZB R LMITRFABENE « EREHR L PIRMHFAECEREN

=H 3

== P2
xcp sync -1 \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

T

c:\netapp\xcp>xcp sync -1 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -1 \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

File "atime" changed, timestamps set for "agnostic"

File "atime" changed, timestamps set for "<root>"

xcp sync -1 \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

Sync -root

R -root 2% sync AREFEBEX ACL FIar< ©
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xcp sync —-acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

T

C:\NetApp\XCP>xcp sync -acl -root -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

12 scanned, 0 copied, 12 compared, 0 skipped, 0 removed, 0 errors, 1
acls copied

Total Time : 2s

STATUS : PASSED

ERT IR - RIEREEAE <fallback_user> - REBEEF4H <fallback_group>

f#H -onlyacl » -fallback-user M “-fallback-group FZ# sync (PR RIEBIFREBIEZEZ BNZE
2HEN - TEBELERNEMNENE. o -fallback-user # -fallback-group & B 12285k Active
Directory AUzt (JEARIT) ZRRERE A AEEIRAVERE B -

@ REEFER -onlyacl AEMZB# -fallback-user Ml -fallback-group #H :
Ep7
xcp sync -onlyacl -fallback-user <fallback user> -fallback-group

<fallback group> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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C:\Users\ctladmin\Desktop>xcp sync -onlyacl -fallback-user
"DOMAIN\User" -fallback-group "DOMAIN\Group"

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

8,814 scanned,
removed, 0
9,294 scanned,
removed, 0
12,614 scanned,
removed, 0
13,034 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,

removed, 0

xcp sync -onlyacl -preserve-atime -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<source IP address>\source share \\<IP
address of SMB destination server>\dest share

14,282 scanned,

errors

0 copied,
errors, 6s

0 copied,
errors, 1lls
0 copied,
errors, 16s
0 copied,
errors, 21s
0 copied,
errors, 26s
0 copied,
errors, 3ls
0 copied,
errors, 36s
0 copied,
errors, 41s
0 copied,
errors, 46s
0 copied,
errors, 51s
0 copied,
errors, 56s
0 copied,
errors, 1ml

0 copied,

errors, 1m6s

0 copied, 14,282 compared,

Total Time : 1m7s

STATUS PASSED

620 compared,

2,064

3,729

5,136

7,241

8,101

8,801

9,681

10,405

11,431

12,471

13,495

14,282

compared,

compared,

compared,

compared,

compared,

compared,

compared,

compared,

compared,

compared,

compared,

compared,

0 skipped,

skipped, 0

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 removed,
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[E% -aclVERIFY {yes : no}

M -aclverify{yes,no} 8% sync i< » {I2t7E ACL BIF EX IR B 23 E&A ACL BRsERYIEIE o tEEE
TEHREEEACER sync -acl M sync -onlyacl @< o ACL BFFERZHIT ACL 5358 - MMRIERE

-—aclverify %18 no » EATLABKE ACL B858H] fallback-user # fallback-group AEEEEIE o NRIKE
BRI ~aclverify & yes » BE fallback-user Ml fallback-group 8 ~ 1 ~FIEHIFAR ©

AEA

xcp sync -acl -aclverify yes -fallback-user <fallback user> -fallback
—group <fallback group> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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C:\NetApp\xcp>xcp sync -acl -aclverify yes -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<source IP address>\source share \\<IP
address of SMB destination server>\dest share

25 scanned, 0
0 acls copied
25 scanned, 0
0 acls copied
25 scanned, O
0 acls copied

copied, 24 compared, 0 skipped, 0 removed, 0 errors, 5s,

copied, 24 compared, 0 skipped, 0 removed, 0 errors, 10s,

copied, 24 compared, 0 skipped, 0O removed, 0 errors, 15s,
xcp sync —-acl -aclverify yes -fallback-user "DOMAIN\User"

-fallback-group "DOMAIN\Group" \\<source IP address>\source share \\<IP

address of SMB destination server>\dest share

25 scanned, 1

copied, 25 compared, 0 skipped, 0 removed, 0 errors, 12

acls copied Total Time : 16s
STATUS : PASSED
C:\NetApp\xcp>xcp sync —-acl -aclverify no

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -acl

—aclverify no \\<source IP address>\source share \\<IP

address of SMB destination server>\dest share

27 scanned, 1

copied, 27 compared, 0 skipped, 0 removed, 0 errors, 13

acls copied Total Time : 2s
STATUS : PASSED
C:\NetApp\xcp>xcp sync -onlyacl -aclverify yes -fallback-user

"DOMAIN\User"

-fallback-group "DOMAIN\Group"

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

24 scanned, O
0 acls copied
24 scanned, 0
0 acls copied
24 scanned, O
0 acls copied
"DOMAIN\User"

copied, 24 compared, 0 skipped, 0 removed, 0 errors, 5s,
copied, 24 compared, 0 skipped, 0 removed, 0 errors, 10s,
copied, 24 compared, 0 skipped, 0 removed, 0 errors, 15s,

xcp sync -onlyacl -aclverify yes -fallback-user
-fallback-group "DOMAIN\Group"

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

C:\NetApp\xcp>xcp sync -onlyacl -aclverify no

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -onlyacl -aclverify no \\<source IP address>\source share

\\<IP address
24 scanned, O

acls copied

of SMB destination server>\dest share
copied, 24 compared, 0 skipped, 0 removed, 0 errors, 11
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Total Time : 2s
STATUS : PASSED

[E% -BS <n>

£/ -bs <n> B# sync RIEBRERA/NRBL o ARA/NS IM o

=R
aa /.

xcp.exe sync -bs <n> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

g

C:\Netapp\xcp>xcp.exe sync -bs 64k \\<source IP address>\source share
\\<IP address of SMB destination server>\dest share

1,136 scanned, 0 copied, 1,135 compared, 0 skipped, 95 removed, O
errors, 5s

xcp.exe sync -bs 64k \\<source IP address>\source share \\<IP address
of SMB destination server>\dest share 1,136 scanned, 283 copied, 1,136
compared, 0 skipped, 283 removed, 0 errors

Total Time : 10s

STATUS : PASSED

EYREES
R -ads 28 sync ARFEHEKFENEBR SMB £AEFENERNEENELN S S - MREEE
REEERAERRE - UHEERBEFEKIFER o

EIA

Uk

xcp sync -ads \\<IP address or hostname of SMB server>\source share \\<IP

address of SMB destination server>\dest share
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C:\netapp\xcp>xcp sync -ads \\<source IP address>\source share\src

\\<dest IP address>\dest share

13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,

removed,

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

1 copied, 12
5s,
1 copied, 12
10s, 1
1 copied, 12
15s, 1
1 copied, 12
20s, 1
1 copied, 12
25s, 1
1 copied, 12
30s, 1
1 copied, 12
ImOs, 1
1 copied, 12
2m50s,
1 copied, 12
2m55s,
1 copied, 12
3m0Os, 1
1 copied, 12
3m55s,
1 copied, 12
dmOs, 1
1 copied, 12
4m55s,
1 copied, 12
5mOs, 1
1 copied, 12
5mb5s, 1
1 copied, 12
5ml0s,
1 copied, 12
5mb55s,
1 copied, 12
om0Os, 1
1 copied, 12
om5s, 1

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

compared,

1 ads copied

compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,

1 ads copied
compared,

1 ads copied
compared,
ads copied
compared,

1 ads copied
compared,
ads copied
compared,

1 ads copied
compared,
ads copied
compared,
ads copied
compared,

1 ads copied
compared,

1 ads copied
compared,
ads copied
compared,
ads copied

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

xcp sync -ads \\<source IP address>\source share\src
\\<dest IP addess>\dest share



13 scanned, 1 copied, 13 compared, 0 skipped, 0 removed, 0 errors, 1
ads copied

Total Time : 6m9s

STATUS : PASSED

o verify PR EREAURILBIRIREM BRLA « WRHEARE Z ERERIE ST UUER
P EmARRITERIETEENITASRM -

. PN
verify m

272
== 2
xcp verify \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

e

c:\netapp\xcp>xcp verify \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify \\<IP address of SMB source server>\source share \\ <IP
address of SMB destination server>\dest share

xcp verify \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
xcp verify \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

Total Time : 3s

STATUS : PASSED

TRIY verify SEERAA o

2% =R AA

E&s5 -h ~ --help BEMIEEREAEA S A4S ER o

BREE -v YEANPREBAVEEAREE ©

<<smb_verify_parallel,5&3% -parallel ; n> T1TRRIEIERF 8 (FBE%1E © <cpu-count>) o

B335 -MATCH EERBERASEHERMIEZEMEERE GE2M xcp
help - match UEUSEHMEER) o

<<smb_verify_exclude B&:% - HEbk ; BFEas > EHERERESSPAVERMB R o
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E&:% -preserve-atime

ER5% -nodata
En3E -atime
ERsE - RREIEE
E®:% - nomtime
ER:8 -noattlt
E%:E -NoFf & 1
EwEE -ADS

B@Eg -noacls

E&2% -atimeWindow
E&2% -ctimeWindow

E&2% -mtimeWindow

E&sH -stats

NARBS 'l

555 -l

<<verify_smb_acl 588 -fallback-user ;

fallback_user>

<<verify_smb_acl,B&z8 -fallback-group ;

fallback_group>

E&z% -root

Buss - 2R

E%:% -h ~ --help

s ER

B LIERE ERIFERIEHR o
BEMEEER o

EOME SR TF AN ©
ANEBIEE R o
ANEEIE SRR o
HNEEEM
BENEEFRERE o

‘verify 28 -ads’ 2B FRE IR B89t ERY
HEBERERLR « TERRERER

A/ E ACL ©

AR HFIEEER « U BE -
AERRRURREZR « UIBE -
AERZERREER (UDAEM)

Eﬁﬁ?ﬁﬂ%iﬁ*ﬂ BIRMRAEE W LB B R ET E

YENEE L 4BED o
A (git ZERIL) o

B2t 25 LAY Active Directory fEFRE A (FEAEIE
) fERE - AR GEEED) RS ERERE
IR (FUg0 : 4B\ REESR) o

B 121423 F 1 Active Directory Bf4HE 414 (FE4ELR)
B4R ~ mrimUAcHE GE4RIE) SRREEESEHAERVIEIR (61
R\ RREES) o

BRsE R EEkAY ACL ©
EREREMER -

A -n fl ——help NBH verify mTUBETRBMANGHHEENR verify %

SEIA

xcp verify —help
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C:\Netapp\xcp>xcp verify —-help
usage: xcp verify [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude
<filter>] [-preserve-atime]

[-loglevel <name>] [-fallback-user FALLBACK USER]

[-fallback-group FALLBACK GROUP] [-noacls] [-nodata] [-stats] [-1] [-
root] [-noownership] [-onlyacl] [-noctime] [-nomtime] [-noattrs] [-
atime]

[-atimewindow <float>] [-ctimewindow <float>] [-mtimewindow <float>] [-

ads] source target

Note: ONTAP does not let a SMB client modify COMPRESSED or ENCRYPTED
attributes. XCP sync will ignore these file attributes.

positional arguments:
source

target

optional arguments:

-h, --help show this help message and exit

-v increase debug verbosity

-parallel <n> number of concurrent processes (default: <cpu-
count>)

-match <filter> only process files and directories that match

the filter (see "xcp help -match’™ for details)
-exclude <filter> Exclude files and directories that match the
filter (see “xcp help -exclude ™ for details)
-preserve-atime restore last accessed date on source
--help-diag Show all options including diag.The diag options
should be used only on recommendation by NetApp support.
-loglevel <name> option to set log level filter (default:INFO)
-fallback-user FALLBACK USER

a user on the target machine to translate the
permissions of local (non-domain) source machine users (eg.
domain\administrator)
-fallback-group FALLBACK GROUP

a group on the target machine to translate the
permissions of local (non- domain) source machine groups (eg.
domain\administrators)
-nodata do not check data
-stats scan source and target trees in parallel and
compare tree statistics

=1 detailed file listing output
-root verify acl for root directory
—-noacls do not check acls



-noownership do not check ownership

-onlyacl verify only acls

-noctime do not check file creation time
-nomtime do not check file modification time
-noattrs do not check attributes

-atime verify acess time as well

-atimewindow <float> acceptable access time difference in seconds
-ctimewindow <float> acceptable creation time difference in seconds

-mtimewindow <float> acceptable modification time difference in
seconds
—ads verify ntfs alternate data stream

E2EE v

/A -v B8 verify RMEFMFEERNNG S o
AEIA

xcp verify -v \\<IP address of SMB source server>\source share address of
SMB destination server>\dest share

g

c:\netapp\xcp> xcp verify -v \\<IP address of SMB source
server>\source share address of SMB destination server>\dest share
xcp verify -v  \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

xcp verify -v \\< IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

BRsE 1T <n>

fEF -parallel <n> B8 verify ML AURERSHREHEN XCP LITHRIEIERF © © verify
-parallel <n> MY EERIITHRIEEFNWEE (FB:RE : <cpu-count>) o

() nmmkmEBel -
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xcp verify -v -parallel <n> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share

mEEE

c:\netapp\xcp>xcp verify -v -parallel 8 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -v -parallel 8 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -v -parallel 8 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 4s

STATUS : PASSED

ESLE <filter> SH5HE™

M -match <filter> 2% verify < RIFHIRIBIRIRGER « WELLBAT S EHESHBE
B - MRBREMER « 9L EEBRLERVENSE - UFRERED -

u
i
£
il

=R
CI=

xcp verify -v -match <filter> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -v -match "'Microsoft' in name" \\<IP address
of SMB source server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -v -match "'Microsoft' in name" \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -v -match 'Microsoft' in name \\<IP address of SMB source
server> \source share \\<IP address of SMB destination

server>\dest share

374 scanned, 0 compared, 0 same, 0 different, 0 missing, 0 errors
Total Time : 1s

STATUS : PASSED

ER5E - HEBR <filter>
B -exclude <filter> 8% verify i< 1EHIPRETEHRIERFIBE LR o
E7A

xcp verify -—-exclude <filter> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share

347



&

C:\netapp\xcp>xcp verify -exclude "path ('*Exceptions*')" \\<IP address
of SMB sourceserver>\source share \\<IP address of SMB destination
server>\dest share

210 scanned, 99 excluded, 6 compared, 5 same, 1 different, 0 missing, O
errors, 5s

210 scanned, 107 excluded, 13 compared, 12 same, 1 different, O
missing, 0 errors, 10s

210 scanned, 107 excluded, 13 compared, 12 same, 1 different, O
missing, 0 errors, 15s

210 scanned, 107 excluded, 13 compared, 12 same, 1 different, O
missing, 0 errors, 20s

335 scanned, 253 excluded, 13 compared, 12 same, 1 different, O
missing, O errors, 25s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, 0
missing, O errors, 30s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, 0
missing, 0 errors, 35s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, O
missing, O errors, 40s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, 0
missing, O errors, 45s

445 scanned, 427 excluded, 16 compared, 15 same, 1 different, 0
missing, 0 errors, 50s

xcp verify -exclude path('*Exceptions*') \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share

445 scanned, 427 excluded, 17 compared, 17 same, 0 different, 0
missing, 0 errors

Total Time : 1mlls

STATUS : PASSED

ER:E -preserve-atime
£ -preserve-atime 2 verify BXRMT atime E XCP :BEUER 2 IRERE
Ep7

xcp verify -preserve-atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -preserve-atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -preserve-atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 179 compared, 179 same, 0 different, 0 missing, 0 errors,
5s

xcp verify -preserve-atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 8s

STATUS : PASSED

§3:8 -nodata
fEH -nodata B verify FEERERMGS ©

el

==2
xcp verify -nodata \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

g

c:\netapp\xcp>xcp verify -nodata \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -nodata \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -nodata \\<IP address of SMB source server> \source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED
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E&z5 -atime
fEF -atime 2% verify AR LERIRE B/ > FRERFEE EEECARS ©

=R

AaQ /.
xcp verify -11 -atime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

g

c:\Netapp\xcp> xcp verify -11 -atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

WARNING: your license will expire in less than one week! You can renew
your license at https://xcp.netapp.com
dirl: Changed (atime)
atime
- 2023-04-14 10:28:47 (1681482527.564423)
+ 2023-04-14 10:24:40 (1681482280.366317)
dir2: Changed (atime)
atime
- 2023-04-14 10:28:47 (1681482527.564424)
+ 2023-04-14 10:24:40 (1681482280.366318)
<root>: Changed (atime)
atime
- 2023-04-14 10:28:47 (1681482527.054403)
+ 2023-04-14 10:28:35 (1681482515.538801)
xcp verify -11 -atime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share
14 scanned, 13 compared, 10 same, 3 different, 0 missing, 0 errors
Total Time : 1s
STATUS : FAILED

BesE - REEE
M -noctime B verify fi% » RLLBIRIRE B 2 BRER R IR BB ©

=H S
ae /.

xcp verify -noctime \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -noctime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -noctime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -noctime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

E%:% - nomtime
{EF -nomtime B# veri fy AEEE AR EL B Y~ g B RS REBEC < ©
B

xcp verify -nomtime \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

e

c:\netapp\xcp>xcp verify -nomtime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -nomtime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -nomtime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

E#:% -noattit

B -noattrs B verify PMEEBMMERST ©
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xcp verify -noattrs \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

mEEE

c:\netapp\xcp>xcp verify -noattrs \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -noattrs \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -noattrs \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

E3:8 -NoFn a1
fEF -noownership 2% verify FEEFMBENGS ©

A

xcp verify -noownership \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -noownership \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -noownership \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -noownership \\<IP address of SMB source

server>\source share \\<IP address of SMB destination

server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

E&zE -ADS
fEMA "-ads’ BEIEEC “verify 2 ~ RERFMENM EREEEMAERERNER - TEREAER o
8k

xcp verify -ads \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -ads \\<source IP address>\source share\src
\\<dest IP address>\dest share

354

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, b5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 10s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 1mOs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 1mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 2m0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 2mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 2mbb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 3m0Os

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 3mbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 3mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 4mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 5m0Os

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, b5mbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, b5mbb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 6m0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 6bmbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 6ml0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 7m0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 7mbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 7/mb55s



7 scanned, 5 compared, 5 same, 0 different, O
missing, 0 errors, 8m0Os

xcp verify -ads \\source Ip address>\source share\src

\\<dest IP address>\dest share

7 scanned, 6 compared, 6 same, 0 different, 0 missing, 0 errors
Total Time : 8més

STATUS : PASSED

E3:8 -noacls
fEH -noacls B verify FIEE ACL BIE< ©
B

xcp verify -noacls -noownership \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share

g

c:\netapp\xcp>xcp verify -noacls -noownership \\<IP address or hostname
of SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -noacls -noownership \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -noacls -noownership \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

318 scanned, 317 compared, 317 same, 0 different, 0 missing, 0 errors
Total Time : 1s

STATUS : PASSED

E%:% -noacls -nodisoon
fEF -noownership 82# verify -noacls AEEWIIERI BRI ACL SFFEH ©

=R
aa 7/

xcp verify -noacls -noownership <source> <target>
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E&:% -atimeWindow <float>

fEF -atimewindow <float> 8% verify tp% ~ UM ABEMIEEIEZTER atime KRR BHIHAY
FEZE o NRAR[E ~ XCP AEREZREEFHRATIE atime {EHL <value> ° ° verify - atimewindow 83 % RBE
BECER -atime FEAZ ©

=R
CI=

xcp verify -atimewindow <float> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share

e

c:\Netapp\xcp> xcp verify -atimewindow 600 —-atime \\<IP address of SMB
source server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -atimewindow 600 -atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

14 scanned, 13 compared, 13 same, 0 different, 0 missing, 0 errors

E#:% -ctimeWindow <float>

fEF -ctimewindow <float> B verify fi% ~ UM AEBMIEETIETNER ctine KR BHIHAY
T2 o XCP A EEARENER FERIERETE ctime KL <value> °

HIA

xcp verify -ctimewindow <float> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -ctimewindow 600 \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -ctimewindow 600 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -ctimewindow 600 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

E&#5 -mtimeWindow <float>

f#H -mtimewindow <float> B# verify mp% » UM ABMISERIETHEE ntime KRR BRI
TEZE o XCP AEEAERER FTEHREZARE mtime KL <value>

A

xcp verify -mtimewindow <float> \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share

mETEE

c:\netapp\xcp>xcp verify -mtimewindow 600 \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -mtimewindow 600 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -mtimewindow 600 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED
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ExsE -stats

R -stats 28 verify ARFHEIIEN BRSNS < « LTENEHEBRE RS - BrmEHAEZER
LR ESR

EIA

xcp verify -stats \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -stats \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -stats \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

== Number of files ==

empty <8KiB
100MiB >100MiB
81
on-target same
on-source same
== Directory entries ==
empty 1-10
>10K
on-target
on-source
== Depth ==
0-5 6-10
>100
317
on-target same
on-source same
== Modified ==
>1 year >1 month
<15 mins future invalid
315
on-target same
on-source same

Total count: 317 / same / same

Directories: 2 / same / same
Regular files: 315 / same / same
Symbolic links:

Junctions:

Special files:

8-64KiB

170
same

same

10-100

same

same

11-15

1-31 days

64KiB-1MiB 1-10MiB
62 2
same same
same same
100-1K 1K-10K
1
same
same
16-20 21-100
1-24 hrs <1 hour
2
same
same

10-

xcp verify -stats \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

635 scanned, 0 errors Total Time

STATUS PASSED

1s



EREE -l
A -1 28 verify % FIHARENB M LIEREER I ENER o
B

xcp verify -1 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

£ T3 EEHP « BRI R EHFIAEEN « KRB HHHENER -

e

c:\netapp\xcp>xcp verify -1 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -1 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

xcp verify -1 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

AR %a_'\:'f '"

£/ -11 B verify i LF|HERNBERARKIFN BRZ MRFAZER - BIVELL git diff - AT BERRIRA
EE - BEIRRMIE -

SEIA

xcp verify -11 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -11 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -11 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

xcp verify -11 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

VERIF-Fallback-user <fallback_user> -Fallback-group <fallback_group>

£ -fallback-user Ml -fallback-group MB¥ verify < FH IR B AV EEZMN B itz EH
ACL B HEER o

MNREFER fallback-user M fallback-group HHITEAKEFEZE - NetApp BRIt
{#M fallback-user # fallback-group ERssEEASEL o

AEA

xcp verify -fallback-user <fallback user> -fallback-group <fallback group>
\\<IP address of SMB source server>\source share \\<IP address of SMB
destination server>\dest share

E%3% -nodise-fallback-user <fallback_user> -fallback-group <fallback_group>

f#F -noownership, -fallback-user M ‘-fallback-group FIB# verify ap<HIH ACLZE -~ I
BB SRR L B Yt _EAE 220 B i 2 IRV A REEREE o

EIA

xcp verify -noownership -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

B85 -noacls-fallback-user <fallback_user> -fallback-group <fallback_group>

f#H -noacls v -fallback-user #M ‘-fallback-group MZB# verify in <L RIB&E ACL 5% - W EREE
RIREA B Ry I E Bk 2 MPREHE -
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xcp verify -noacls -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

E&:% -root

fEEF -root REIBHC “verify < RERER B ERAY ACL ©

=
xcp verify -root -fallback-user <fallback user> -fallback- group
<fallback group> \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

RETEER

C:\NetApp\XCP>xcp verify -root -fallback-user "DOMAIN\User" -fallback
—group "DOMAIN\Group" \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -1 -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

7 scanned, 6 compared, 6 same, 0 different, 0 missing, 0 errors

Total Time : 1s

STATUS : PASSED

E%2% -lacl -fallback-user <fallback_user> -fallback- group <fallback_group>

5 -onlyacl ~» -fallback-user 0 -fallback-group 28 verify ZLEBERRE Bt 2 B Z 2
MEERBIHS o

=

xcp verify -onlyacl -preserve-atime -fallback-user <fallback user>
-fallback- group <fallback group> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share

363



&

C:\Users\ctladmin\Desktop>xcp verify -onlyacl -preserve-atime -fallback
-user "DOMAIN\User" -fallback- group "DOMAIN\Group" -11
\\<source IP address>\source_share \\<IP address of SMB destination
server>\dest share

4,722 scanned, 0 compared, 0 same, 0 different, 0 missing, 0
errors, 5s

7,142 scanned, 120 compared, 120 same, 0 different, 0 missing, O
errors, 10s

7,142 scanned, 856 compared, 856 same, 0 different, 0 missing, O
errors, 15s

7,142 scanned, 1,374 compared, 1,374 same, 0 different, 0 missing,
0 errors, 20s

7,142 scanned, 2,168 compared, 2,168 same, 0 different, 0 missing,
0 errors, 25s

7,142 scanned, 2,910 compared, 2,910 same, 0 different, 0 missing,
0 errors, 30s

7,142 scanned, 3,629 compared, 3,629 same, 0 different, 0 missing,
0 errors, 35s

7,142 scanned, 4,190 compared, 4,190 same, 0 different, 0 missing,
0O errors, 40s

7,142 scanned, 4,842 compared, 4,842 same, 0 different, 0 missing,
0 errors, 45s

7,142 scanned, 5,622 compared, 5,622 same, 0 different, 0 missing,
0 errors, 50s

7,142 scanned, 6,402 compared, 6,402 same, 0 different, 0 missing,
0 errors, 55s

7,142 scanned, 7,019 compared, 7,019 same, 0 different, 0 missing,
0 errors, ImOs

xcp verify -onlyacl -preserve-atime -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" -11 \\<source IP address>\source_ share
\\<IP address of SMB destination server>\dest share

7,142 scanned, 7,141 compared, 7,141 same, 0 different, 0 missing, O
errors

Total Time : 1m2s

STATUS : PASSED

e
X AE

° configure MY ERE SMB R4 - MIELRE PostgreSQL BERIEMITHIRAR ©
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xcp.exe configure

mEREf

C:\NetApp\XCP>xcp.exe configure

Please choose the menu you want to start:
1.

Configure xcp.ini file
0. Quit

EEE
o listen ARS EEEN XCP E(IFEZEN B S XCP BRFS
N

Xcp.exe listen

s

c:\NetApp\XCP>xcp.exe listen
* Serving Flask app "xcp rest smb app" (lazy loading)
* Environment: production

WARNING: This is a development server.
deployment.

Do not use it in a production
Use a production WSGI server instead.
* Debug mode: off

XCP A%

R XCP NFS #1 SMB BY{# FHZ 4

BEARZE R NetApp XCP B9 XCP RRE)E RIS ERZEG)
"EEHE7-ModefZEEE ONTAP VMware"

"EBACLIE R #TFMETZECIFSERIEONTAP IisEE"
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XCP 2%

_)'Ll—‘—l

7€ logconfig #EIE

BEAZR Y logeonfig 3818 xcpLogConfig. json f@AARY XCP NFS #1 SMB #Y JSON #B8&
= -

AT EE5IEETER "logconfig" EEIER ERY JSON AHRRAE

. g

{

"level" :"INFO",
"maxBytes":"52428800",
"name" :"xcp.log"

}

* {EFILLARRE ~ AT AREERNE BB ARE ~ RIFAE B E 4 KEFES CRITICAL ~ ERROR ©
WARNING > INFO'# ‘Debug °

* ° maxBytes RAE FJiRIGE BN EHMERIIER K/ o TAR A 50MB ° RHERA 0 SIS LN « WAFRA
SCERERILEE—EEE o

* © name EIHAIRECEHERNBTE

* MRFMEAZRERY - ARG EATERE - MREHERMISEIRA SRR  AERERSMNE
iR MR AR ERANEFESARRMINEE

=1

=2 € eventlog 318

XCP Z1EEHAE ~ BRI LUFERABIA eventlog FAYEEIE xcpLogConfig. json JSON

ZHRBEFE o
nexTEeE

HHCNFS ~ FIESEHAEEHEEA xcp _event. log BREAUNE—TERNLE /opt/NetApp/xFiles/xcp/
FER T IRIEEHMRENETUE -

XCP_CONFIG_DIR
() EWEMEHREFH  xcp_L0G_DIR B ©
52 SMB ~ FIESEHNEMETEAER xcp_event.log 11 IFAFEERIE C: \NetApp\XCP\ ©

R NFS #] SMB B9E M2 H) JSON 4HR&
£ F5IEEHIF « JSON AHREAEZER]Z NFS 1 SMB BUASEMHEAE ©
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EXF eventlog #EIEHY JSON #HAERE S

{

"eventlog": {
"isEnabled": true,
"level": "INFO"

b

"sanitize": false

}

ESF eventlog FIELfIEIER) JSON ABAEIEEI

{

"logConfig": {
"level": "INFO",
"maxBytes": 52428800,
"name": "xcp.log"

by

"eventlog": {
"isEnabled": true,

"level": "INFO"

by

"syslog": {

"isEnabled": true,

"level": "info",

"serverIp": "10.101.101.10",
"port": 514

I

"sanitize": false

}

TRETECEFREEREGRA -

FiEIR JsonEiRHER!  FERE =RER

isEnabled mME &5 HEAMEERRE B EGNE c MREA false ~ BIF
FELETMEHANE - R EREHLREMESHC
BRAE ©

level F&H &s EHEBREEESELR c EHNEERAEREN
R RBEHERIEFSY RE SR -EE B
SiFLEE

NFS EfFacirsfl S BvEEA
TRET NFS B4 SRS AFEER)
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LR

<Time stamp> - <Severity level> {"Event
ID": <ID>, "Event

Category":<category of xcp event log>,
"Event Type": <type of event

log>, "ExecutionId": < unique ID for
each xcp command execution >,
"Event Source": <host name>,

"Description": <XCP event log message>}

Eventlog ;{23518
LUFEIER AR eventlog FE .

* Event ID : BESFMACHEENSRIME—HRIES o

il

2020-07-14 07:07:07,286 - ERROR {"Event
ID": 51, "Event Category":
"Application failure", "Event Type":
"No space left on destination
" ExecutionId ": 408252316712,
"NETAPP-01",
"Target volume is left
with no free space while executing
copy {}. Please increase the size of
target volume
10.101.101.101:/cat vol"}

error",
"Event Source":
"Description":

* Event Category . sRPASEHERMEHCERASBVEER
* Event Type : Sl EGMENEEFE - SESHERIUBR—ELER -

Description

D REARNIE S XCP EERNEMHEHAR ©

* ExecutionId ! BME#ITE XCP fp S RIME— KBRS o

EA Syslog APk

XCP 3Z4% Syslog AR ~ A% XCP FEHECEE X ZE NFS M SMB BYi&is Syslog #
W gs - EXIRERTARERIE 514 #Y UDP FE#IHIE °

47 NFS #1 SMB 1 Syslog FIF i

EERA Syslog ARIR ~ MERRTE syslog HBYEEIE xcpLogConfig. json NFS 1 SMB HY4HAERE o

LUF NFS £1 SMB 89 Syslog B Fim#BAREEH

{

"syslog":{
"isEnabled":true,
"level":"INFO",
"serverIp":"10.101.101.4",
"port":514

by

"sanitize":false

}
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A iR
TFREET Syslog FiRIBR EHERAA :

T JsonEHIEER!  FERME s5tRH

isEnabled HME iz} ILEFRMEIER] 7 XCP FERF Syslog BB R © sE 4
False #& 2 BE MR SCERAHRE ©

level ¥ &s EHNEREMNEERELR $T¢uﬂ$§$§£@ﬁ§|§
Eih - RBREWIERIEFEE - BE - i85 “E
AN(EEE

serverIp ¥ # IEEIE® 5 350 Syslog {AIARSS IP firikay 1458 o

port Integar 514 ItEBEIE A3 s Syslog 1ZUNEEIFIE o n] LAE A b3

1 ~ 1% Syslog #MIARERTE R R FIRYEIEE HEST
Syslog BHIER o TERAY UDP EiFiEA 514 o

° sanitize FFETE T Syslog | #HREFPISEEIS o ILEIBAAEZINEE « METE JSON 4HREA
(D) s BURSNAGRSDRER < BILESS [ tue ) PAIABRAEE Sysiog AR
Syslog sHEFHIBRE ©

RAsCEREN S

3B UDP 53X E 2% Syslog {afR2s8I=1E Syslog 12 ~ #PZ KR NFS #1 SMB BY RFC 5424 FRVEITHE
1E o

TEREET XCP Riftsc ks S Fis<ZAY RFC 5424 BREMFR :

BEME BEM LR

3. fHeR | BRI

4, THIEERR

7 as8 | REEERAS

7£ NFS #1 SMB By Syslog 128 ~ lRASBY(E# 1 ~ XCP FrAAENRMERRSA 1 (EREERAS)

<PRI> = syslog facility * 8 + severity value

XCP FEFTET{ Syslog :lEMET « & NFS #Y Syslog 1Z58 :
TEREET Syslog EMSNAIEASFIEER ~ LA NFS B9 Syslog 1258 :
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LRI il

<PRI><version> <Time stamp> <hostname> <14>1 2020-07-08T06:30:34.3417Z netapp

xcp nfs - - - <XCP message> xcp nfs - - - INFO {"Event ID": 14,
"Event Category": "XCP job status",
"Event Type": "XCP scan completion",
"Event Source": "netapp",
"Description": "XCP scan is completed
by scanning 8
items"}

XCP FEFETEILEIE ~ R NFS Y Syslog 1258
TRETAE NFS Z Syslog 1288/ Syslog A2 EAFEEF

LRI L

<message severity level i.e CRITICAL, INFO {"Event ID": 14, "Event Category":

ERROR, WARNING, INFO, DEBUG> <XCP event "XCP job status", "Event Type": "XCP

log message> scan completion", "Event Source":
"netapp", "Description": "XCP scan is

completed by scanning 8 items"}

XCP FEFTE3( Syslog slE4&= « & SMB 1) Syslog 1558
FFREER Syslog s EMENAIEEAFNEEH ~ LUK SMB #Y Syslog 1258 :

RN et

<PRI><version> <Time stamp> <hostname> <14>1 2020-07-10T10:37:18.452Z

xcp _smb - - - <XCP message bansalall xcp smb - - - INFO {"Event
ID": 14, "Event Category": "XCP job
status", "Event Type": "XCP scan
completion", "Event Source": "NETAPP-
01", "Description": "XCP scan is

completed by scanning 17 items"}

& SMB Z Syslog 1258/ XCP FEARZXAE
TFREETRA S SMB Z Syslog 12889 Syslog s EME N EEAFEEF) -

RN 0]

<message severity level i.e CRITICAL, NFO {"Event ID": 14, "Event Category":

ERROR, WARNING, INFO, DEBUG> <XCP event "XCP job status", "Event Type": "XCP

log message> scan completion", "Event Source":
"NETAPP-01", "Description": "XCP scan

is completed by scanning 17items"}
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XCP H1{45CE%
XCP NFS E4:08%
1R XCP NFS RS 4508864 o

TEREET XCP NFS BSE4aCet o

E4ID
401

181

EHEE

Mounted on NFS export <mount
path> with maximum read block
size <read block size> bytes,
maximum write block size <write
block size> bytes. Mount point
has mode value<mode bits> and
type: <fattr3 type>.

This license is issued to
<username>of <company

name>, license type is <license
type> with <license status>
status, license willexpire on
<expire date>

EER)

2020-07-14 03:53:59,811 - INFO
{"Event ID":401, "Event
Category": "Mounting unmounting
file system", "Event Type":
"Mount file system
information", "ExecutionId":
408249379415, "Event Source":
"NETAPP-01", "Description":
"Mounted on NFS export
<IPaddress of NFS
server>:/testl with maximum
read block size 65536 bytes,
maximum write block size 65536
bytes. Mount point has mode
value 493 and type

Directory"}

2020-07-14 03:53:59,463 - INFO
{"Event ID": 181, "Event
Category": "Authentication and
authorization”™, "Event Type":
"License information",
"ExecutionId": 408249379415,
"Event Source": "NETAPP-01",
"Description”: "This license is
issued to NetApp User of
Network Appliance, Inc, license
type is SANDBOX with ACTIVE
status, license will expire on
Thu Jul 1 00:00:00 2021"}
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EID
183

581

582

372

EHEE

The license issued to
<username> of <company name>
will expire in less than one
week

Catalog path <catalog volume
path> to store catalog
directory is not accessible.
Refer user guide for
configuring catalog volume.

Failed creating catalog
directory in catalog volume
path <catalog volume

path>

ErEf)

2020-07-14 04:02:55,151 -
WARNING {"Event ID": 183,
"Event Category":
"Authentication and
authorisation”, "Event Type":
"License warning",
"ExecutionId": 408249519540,
"Event Source": "NETAPP-01",
"Description”: "The license
issued to NetApp User of
Network Appliance, Inc will
expire in less than one week"}

2020-07-14 04:05:00,857 - ERROR
{"Event ID": 581, "Event
Category": "Catalog and
indexing", "Event Type":
"Catalog exporting error",
"ExecutionId": 408249552351,
"Event Source": "NETAPP-01",
"Description": "Catalog path
<IP address of NFS
server>:/testll to store
catalog directory is not
accessible. Refer user guide
for configuring catalog
volume."}

2020-07-14 04:10:12,895 - ERROR
{"Event ID": 582, "Event
Category": "Catalog and
indexing", "Event Type":
"Catalog directory creation
error", "ExecutionId":
408249630498, "Event Source":
"NETAPP-01", "Description":
"Failed creating catalog
directory in catalogvolume path
10.234.104.250:/cat _vol"}



EID
584

586

351

EHEE

Error in creating index
directory <index id> for
<command>

Failed to create index <index
id> in catalog volume while
executing command

<command>

System resources available
while executing xcp command:
<command>, are : <CPU info>,
<memory info>

ErEf)

2020-07-14 04:52:15,918 - ERROR
{"Event ID":584, "Event
Category": "Catalog and
indexing", "Event Type": "Error
in index creation",
"ExecutionId": 408250278214,
"Event Source": "NETAPP-01",
"Description”: "Error in
creating index directory abc7
for scan"}

2020-07-14 04:45:46,275 - ERROR
{"Event ID": 586, "Event
Category": "Catalog and
indexing", "Event Type": "Error
in index creation",
"ExecutionId": 408250177021,
"Event Source": "NETAPP-01",
"Description": "Failed to
create index abc6 in catalog
volume while executing command
scan {- newid: 'abco6'}"}

2020-07-14 05:08:35,393 - INFO
{"Event ID":351, "Event
Category": "System resource
utilization”™, "Event Type":
"Resources available for scan",
"ExecutionId": 408250529264,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command : scan ,
are : CPU: count 4, load avg
(1/5/15m) 0.0, 0.0, 0.0, System
memory (GiB): avail 7.3, total
7.8, free 6.6, buffer 0.1,
cache 0.5"}
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=1FID
13.

14.

354

374

EHEE

XCP <command> is running on
platform <platform info> for
source <source info>

XCP scan completed successfully
after scanning <scan item
count> items. Source : <source
scanned>

System resources available
while executing xcp command:
<command>, are : <CPU info>,
<memory info>

ErEf)

2020-07-14 05:08:35,478 - INFO
{"Event ID": 13, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
scan operation", "ExecutionId":
408250529264, "Event Source":
"NETAPP-01", "Description":
"XCP command : scan {-newid:
'abc7'} is running on platform
Linux-2.6.26-2-amd64-x86 64-
with-debian- 5.0.10 for source
10.234.104.250:/testl"}

2020-07-14 05:08:35,653 - INFO
{"Event ID": 14, "Event
Category": "XCP job status",
"Event Type": "XCP scan
completion", "ExecutionId":
408250529264, "Event Source":
"NETAPP-01", "Description":
"XCP scan completed
successfully after scanning 479
items. Source
10.234.104.250:/testl"}

2020-07-14 05:15:13,562 - INFO
{"Event ID": 354, "Event
Category": "System resource
utilization”, "Event Type":
"Resources available for copy",
"ExecutionId": 408250596708,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command : copy ,
are : CPU: count 4, load avg
(1/5/15m) 0.0, 0.0, 0.0, System
memory (GiB): avail 7.3, total
7.8, free 6.6, buffer 0.1,
cache 0.5"}



=1FID
25.

26

EHEE

XCP <command> is running on
platform <platform info> for
source <copy source> and
destination <copy
destination/target>

XCP copy completed successfully
after scanning <scanned item
count> of which <matched item
count> are matched and <copied
item count> items are copied to
the destination. Source : <copy
source>, destination :<copy
destination/target

ErEf)

2020-07-14 05:15:13,647 - INFO
{"Event ID": 25, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
copy operation", "ExecutionId":
408250596708, "Event Source":
"NETAPP-01", "Description":
"XCP command : copy {} 1is
running on platform Linux-
2.6.26- 2-amd64-x86 64-with-
debian-5.0.10 for source <IP
address of NFS
server>:/source vol and
destination <NFS destination
source>:/testl"}

2020-07-14 05:15:13,885 - INFO
{"Event ID":26, "Event
Category": "XCP job status",
"Event Type": "XCP copy
completion", "ExecutionId":
408250596708, "Event Source":
"NETAPP-01", "Description":
"XCP copy completed
successfully after scanning 3
of which 0 are matched and 2
items are copied to the
destination. Source : <IP
address of NFS
server>:/source vol,
destination : <NFS destination
source>:/testl"}
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=1FID
16.

352

376

EHEE

XCP <command> is running on
platform <platform info> for
source <sync source> and
destination <sync destination>

System resources available
while executing xcp command:
<command>, are : <CPU info>,
<memory info>

ErEf)

2020-07-14 06:41:20,145 - INFO
{"Event ID":

16, "Event Category": "XCP job
status", "Event Type":
"Starting xcp sync operation",
"ExecutionId": 408251920146,
"Event Source": "NETAPP-01",
"Description”: "XCP command
sync {-id: 'autoname copy 2020-
07- 14 06.22.07.233271"} is
running on platform Linux-
2.6.26-2-amd64-x86 64-with-
debian-5.0.10 for source <IP
address of NFS server>:/src vol
and destination <NFS
destination source>:/dest_vol"}

2020-07-14 06:41:28,728 - INFO
{"Event ID": 352, "Event
Category": "System resource
utilization", "Event Type":
"Resource available for sync",
"ExecutionId": 408251920140,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command : sync {-
id: 'autoname copy 2020-07-

14 06.22.07.233271"'} , are

CPU: count 4, load avg
(1/5/15m) 0.1, 0.0, 0.0, System
memory (GiB): avail 7.2, total
7.8, free 6.6, buffer 0.1,
cache 0.5"}



=1FID
17.

19

353

EHEE

XCP sync is completed. Total
scanned <scanned item count>,
copied

<copied item count>,
modification <modification item
count>, new file <new file
count>, delete item <delete
item count>. Command executed
<command>

XCP <command> is running on
platform <platform info> for
source <verify source> and
destination <verify
destination>

System resources available
while executing xcp command:
<command>, are : <CPU info>,
<memory info>

ErEf)

2020-07-14 06:41:29,245 - INFO
{"Event ID":17, "Event
Category": "XCP job status",
"Event Type": "XCP sync
completion", "ExecutionId":
408251920146, "Event Source":
"NETAPP-01", "Description":
"XCP sync is completed. Total
scanned 66, copied O,
modification 1, new file O,
delete item 0. Command executed
sync {-id:
'autoname copy 2020-07-
14 06.22.07.233271"}"}

2020-07-14 06:54:59,084 - INFO
{"Event ID": 19, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
verify operation",
"ExecutionId": 408252130477,
"Event Source": "NETAPP-01",
"Description": "XCP command
verify {} is running on
platform Linux-2.6.26-2-amd6c4-
x86 64-with- debian-5.0.10 for
source <IP address of NFS
server>:/src_vol and
destination <IP address of NFS
destination server>:/dest vol"}

2020-07-14 06:54:59,085 - INFO
{"Event ID": 353, "Event
Category": "System resource
utilization"™, "Event Type":
"Resources available for
verify", "ExecutionId":
408252130477, "Event Source":
"NETAPP-01", "Description":
"System resources available
while executing xcp command
verify , are : CPU: count 4,
load avg (1/5/15m) 0.0, 0.0,
0.0, System memory (GiB): avail
7.3, total 7.8, free 6.6,
buffer 0.1, cache 0.5"}
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EHEE

log file path : <file path> ,
severity filter level <severity
level>, log message
sanitization is set as
<sanitization value>

Event file path: <file path>,
severity filter level <severity
level>, event message
sanitization is set as
<sanitization value>

Catalog volume is left with no
free space please increase the
size of catalog volume <catalog
volume running out of space>

ErEf)

2020-07-14 06:40:59,104 - INFO
{"Event ID": 211, "Event
Category": "Logging and
supportability", "Event Type":
"XCP logging information",
"ExecutionId": 408251920146,
"Event Source": "NETAPP-01",
"Description": "Log file path
/opt/NetApp/xFiles/xcp/xcplogs/
xcp.log, severity filter level
INFO, log message sanitization
is set as False"}

2020-07-14 06:40:59,105 - INFO
{"Event ID": 215, "Event
Category": "Logging and
supportability", "Event Type":
"XCP event information",
"ExecutionId": 408251920140,
"Event Source": "NETAPP-01",
"Description": "Event file path
:/opt/NetApp/xFiles/xcp/xcplogs
/xcp_event.log, severity filter
level INFO, event message
sanitization is set as False"}

2020-07-14 04:10:12,897 - ERROR
{"Event ID":54, "Event
Category": "Application
failure", "Event Type": "No
space left on Catalog volume
error", "ExecutionId":
408249630498, "Event Source":
"NETAPP-01", "Description":
"Catalog volume is left with no
free space. Please increase the
size of catalog volume<IP
address of NFS destination
server>:/cat _vol"}



EID
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61.

71

EHEE

Catalog volume <catalog volume>
is left with no free space to
store index <index id> while
executing <command>. Please
increase the size of the
catalog volume <catalog volume
running out of space>

NEFS LIF <LIF IP> is not
reachable for path <volume path
without IP> while executing
<command>. Please check volume
is not offline and is
reachable.

TCP connection could not be
established for IP address
<IP>. Check network setting and
configuration.

ErEf)

2020-07-14 04:52:15,922 - ERROR
{"Event ID": 53, "Event
Category": "Application
failure", "Event Type": "No
space left for catalog volume
error", "ExecutionId":
408250278214, "Event Source":
"NETAPP-01", "Description":
"Catalog volume
10.234.104.250:/cat_vol is left
with no free space to store
index abc7 while executing

scan {-newid: 'abc7'}. Please
increase the size of the
catalog volume <IP address of
NFS destination

server>:/cat vol"}

2020-07-14 07:38:20,100 - ERROR
{"Event ID":61, "Event
Category": "Application
failure", "Event Type": "NFS
mount has failed",
"ExecutionId": 408252799101,
"Event Source": "NETAPP-01",
"Description": "NFS LIF <IP
address of NFS destination
server> is not reachable for
path /testll while executing
scan {}. Please check volume is
not offline and is reachable"}

2020-07-14 07:44:44,578 - ERROR
{"Event ID": 71, "Event
Category": "Application
failure", "Event Type": "IP is
not active", "ExecutionId":
408252889541, "Event Source":
"NETAPP-01", "Description":
"TCP connection could not be
established to the address <IP
address of NFS destination
server>. Check network setting
and configuration."} (UT done)

379



=1FID
51

76

363.62

363

380

EHEE

Target volume is left with no
free space while executing:
<command>. Please increase the
size of target volume <volume
running out of space>.

Index id {} is already present
Use new index id and rerun
command

<command>

CPU usage has crossed
<percentage CPU used>%

Memory Usage has crossed
<percentage memory used>%

ErEf)

2020-07-14 07:07:07,286 - ERROR
{"Event ID": 51, "Event
Category": "Application
failure", "Event Type": "No
space left on destination
error", "ExecutionId":
408252316712, "Event Source":
"NETAPP-01", "Description":
"Target volume is left with no
free space while executing
copy {}. Please increase the
size of target volume <IP
address of NFS destination
server>:/cat vol"}

2020-07-14 09:18:41,441 - ERROR
{"Event ID": 76, "Event
Category": "Application
failure", "Event Type": "Index
ID problem", "ExecutionId":
null, "Event Source": "NETAPP-
01", "Description": "Index id
asd is already present . Use
new index id and rerun command:
scan {-newid: 'asd'} "}

2020-06-16 00:17:28,294 - ERROR
{"Event ID": 362, "Event
Category": "System resource
utilization"™, "Event Type":
"resources available for xcp",
"Event Source": "NETAPP- 01 ",
"Description": "CPU Usage has
crossed 90.07%"}

2020-06-16 00:17:28,300 - ERROR
{"Event ID": 363, "Event
Category": "System resource
utilization"™, "Event Type":
"resources available for xcp",
"Event Source": "NETAPP- 01",
"Description": "Memory Usage
has crossed 95%"}
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XCP <command> is running on
platform <platform information>
for source <resume source> and
destination <resume
destination>

System resources available
while executing xcp command:
<command> , are : <CPU info>,
<memory information>

ErEf)

2020-07-14 06:24:26,768 - INFO
{"Event ID": 22, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
resume operation",
"ExecutionId": 408251663404,
"Event Source": "NETAPP-01",
"Description”: "XCP command
resume {-id:
'autoname copy 2020-07-

14 06.22.07.233271"'} is running
on platform Linux-2.6.26-2-
amd64- x86 64-with-debian-
5.0.10 for source <IP address
for NFS sever>:/src_vol and
destination <IP address of NFS
destination server>:/dest vol"}

2020-07-14 06:24:26,837 - INFO
{"Event ID": 356, "Event
Category": "System resource
utilization", "Event Type":
"Resource available for
resume", "ExecutionId":
408251663404, "Event Source":
"NETAPP-01","Description":
"System resources available
while executing xcp command
resume {-id:
'autoname copy 2020-07-

14 06.22.07.233271"} , are
CPU: count 4, load avg
(1/5/15m) 0.1, 0.1, 0.0, System
memory (GiB): avail 7.2,total
7.8, free 6.6, buffer 0.1,
cache 0.5"}
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XCP resume is completed. Total
scanned items <scanned item
count>, total copied items
<copied item count>. Command
executed :<command>

Index id <index id> is already
present. Use new index id and
rerun command : <command>

Index id <index id> used while
executing sync is incomplete.
Try resume on the existing
index id <index id>

ErEf)

2020-07-14 06:26:15,608 - INFO
{"Event ID": 23, "Event
Category": "XCP job status",
"Event Type": "XCP resume
completion", "ExecutionId":
408251663404, "Event Source":
"NETAPP-01", "Description":
"XCP resume is completed. Total
scanned items 5982, total
copied items 5973. Command
executed : resume {-id:
'autoname copy 2020-07-

14 06.22.07.233271"} "}

2020-07-14 09:43:08,381 - ERROR
{"Event ID": 76, "Event
Category": "Application
failure", "Event Type": "Index
ID problem", "ExecutionId":
null, "Event Source": "NETAPP-
01", "Description": "Index id
asd is already present . Use
new index id and rerun command
scan {-newid: 'asd'} "}

2020-07-14 10:33:09,307 - ERROR
{"Event ID": 82, "Event
Category": "Application
failure", "Event Type":
"Incomplete index used for
sync", "ExecutionId": null,
"Event Source": "NETAPP-01",
"Description": "Index id
autoname copy 2020-07-

14 10.28.22.323897 used while
executing sync is incomplete.
Try resume on the existing
index id autoname copy 2020-07-
14 10.28.22.323897."}



EM4ID EEL

365 CPU utilization reduced to <CPU
percentage used>%

364 Memory utilization reduced to
<CPU percentage used>%

10. XCP command <command> has
failed
XCP SMB E14:08%

13ET XCP SMB B 48R &E 4 o
F&EET XCP SMB {2285 o

EM4ID EEL

355 CPU usage has crossed <CPU
percentage use>%

ErEf)

2020-07-14 09:43:08 381 - ERROR
{"Event ID": 364, "Event
Category": "System resource
utilization", "Event Type":
"Resources available for xcp",
"ExecutionId": 408251663404,
"Event Source": "NETAPP-01",
"Description™: " CPU
utilization reduced to 26%}

2020-07-14 09:43:08,381 - INFO
{"Event ID": 364, "Event
Category": " Resources
available for xcp", "Event
Type": "Resources available for
xcp", "ExecutionId":
408351663478, "Event Source":
"NETAPP-01", "Description": "
Memory utilization reduced to
16.2%"}

2020-07-14 09:43:08,381 - INFO
{"Event ID": 10, "Event

Category": " Xcp job status",
"Event Type": "XCP command
failure",
"ExecutionId":4082516634500,
"Event Source": "NETAPP-01",
"Description": " XCP command

verify has failed”

ErEf)

2020-06-23 12:42:02,705 - INFO
{"Event ID": 355, "Event
Category": "System resource
utilization", "Event Type":
"CPU usage for xcp", "Event
Source": "NETAPP-01",
"Description™: "CPU usage has
crossed 96%"}
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Memory usage has crossed
<memory percentage use>%

Address was not found:
<complete address over which
command is fired>

Interface cannot be found: <
complete address over which
command is fired >

Invalid Address. Please make
sure that the Address starts
with "\\'

ErEf)

2020-06-23 12:42:02,705 - INFO
{"Event ID": 356, "Event
Category": "System resource
utilization", "Event Type":
"Memory usage for xcp", "Event
Source": "NETAPP-01",
"Description™: "CPU usage has
crossed92.5%"}

2020-07-15 02:57:06,466 - ERROR
{"Event ID": 61, "Event
Category": "Application
Failure", "Event Type":
"Address was not found",
"ExecutionId": 408264113690,
"Event Source": "NETAPP-01",
"Description": "Address was not
found: \"\\\\<IP address of SMB
server>\\cifsl\""}

2020-07-15 02:52:00,603 - ERROR
{"Event ID": 62, "Event
Category": "Application
Failure", "Event Type":
"Interface was not found",
"ExecutionId": 4082640716l6,
"Event Source": "NETAPP-01",
"Description": "Interface
cannot be found: \"\\\\<IP
address of SMB
server>\\cifsl1l\""}

2020-07-15 03:00:10,422 - ERROR
{"Event ID": 63, "Event
Category": "Application
Failure", "Event Type":
"Invalid Address",
"ExecutionId": 408264197308,
"Event Source": "NETAPP-01",
"Description™: "Invalid
Address. Please make sure that
the Address starts with "\\'"}
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Destination volume is left with
no free space please increase
the size target
volume:<destination volume>

Log file path : <file path>,
severity filter level <severity
level>, log message
sanitization is set as <value
of sanitization option>

Event file path : <file path>,
severity filter level <severity
level>, Event message
sanitization is set as
<sanitization option>

ErEf)

2020-06-15 17:12:46,413 - ERROR
{"Event ID": 41, "Event
Category": "Application
Failure", "Event Type": "No
space left on destination
error", "Event Source":
"NETAPP-01", "Description":
"Destination volume is left
with no free space please
increase the size of target
volume: <IP address of SMB
server>\\to"}

{"Event ID": 211, "Event
Category": "Logging and
supportability", "Event Type":
"XCP logging information",
"ExecutionId": 408252673852,
"Event Source": "NETAPP-01",
"Description": "Log file path
C:\\NetApp\\XCP\\Logs\\xcp.log,
severity filter level DEBUG,
log message sanitization is set
as False"}

{"Event ID": 215, "Event
Category": "Logging and
supportability", "Event Type":
"XCP event information",
"ExecutionId": 408252673852,
"Event Source": "NETAPP-01",
"Description": "Event file path

C:\\NetApp\\XCP\\Logs\\xcp_ even
t.log, severity filter level
INFO, Event message
sanitization is set as False"}
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This license is issued to <user
name> of <company name>,
license type is <license type>
with <status> status, license
will expire expires on
<expiration date>

XCP <command> is running on
platform <platform information>
for source <scan source>

System resources available wile
command : <command>, are : cpu
<CPU information>, total memory
<total memory on system>,
available memory

ESLS il
{"Event ID": 181, "Event
Category": "Authentication and

authorization”™, "Event Type":
"license information",
"ExecutionId": 408252673852,
"Event Source": "NETAPP-01",
"Description™: "This license is
issued to calin of NetApp Inc,
license type 1s SANDBOX with
ACTIVE status, license will
expire on Mon Dec 31 00:00:00
2029"}

2020-07-15 02:12:56,917 - INFO
{"Event ID": 13, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
scan operation", "ExecutionId":
408263470688, "Event Source":
"NETAPP-01", "Description":
"XCP {scan} is running on
platform Windows- 8.1-6.3.9600-
SPO for source \\\\<IP address
of SMB server>\\cifs"}

2020-07-15 02:12:56,917 - INFO
{"Event ID": 351, "Event
Category": "System resource
utilization”, "Event Type":
"Resources available for scan",
"ExecutionId": 408263470688,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command : scan,
are : cpu 4, total memory
8.00GiB, available memory
6.81GiB"}
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XCP scan completed successfully
after scanning <scanned items
count> items. Source :<scan
source>

XCP <command> is running on
platform <platform information>
for source <copy source> and
destination <copy destination>

System resources available
while executing command
:<command>, are : cpu

<CPU information>, total memory
<Total memory>, available
memory <memory available for
execution>

ErEf)

2020-07-15 02:12:57,932 - INFO
{"Event ID": 14, "Event
Category": "XCP job status",
"Event Type": "XCP scan
completion", "ExecutionId":
408263470688, "Event Source":
"NETAPP-01", "Description":
"XCP scan completed
successfully after scanning 29
items. Source \\\\<IP address
of SMB server>\\cifs"}

2020-07-15 02:19:06,562 - INFO
{"Event ID": 25, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
copy operation", "ExecutionId":
408263563552, "Event Source":
"NETAPP-01", "Description":
"XCP {copy} is running on
platform Windows- 8.1-6.3.9600-
SPO0 for source \\\\<IP address
of SMB server>\\cifs and
destination \\\\<IP address of
SMB destination
server>\\source vol"}

2020-07-15 02:19:06,562 - INFO
{"Event ID": 352, "Event
Category": "System resource
utilization"™, "Event Type":
"Resources available for copy",
"ExecutionId": 408263563552,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command : copy,
are : cpu 4, total memory
8.00GiB, available memory
6.82GiB"}
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XCP copy completed successfully
after copying <copied items
count> items. Source :<copy
source>, destination : <copy
destination>

XCP <command> is running on
platform <platform> for source
<sync source> and destination
<sync destination>

System resources available
while executing xcp command:
<command>, are : cpu <CPU
information>, total memory
<total memory>, available
memory <available memory>

ErEf)

2020-07-15 02:19:14,500 - INFO
{"Event ID": 26, "Event
Category": "XCP job status",
"Event Type": "XCP copy
completion", "ExecutionId":
408263563552, "Event Source":
"NETAPP-01", "Description":
"XCP copy completed
successfully after copying 0
items. Source

2020-07-15 02:27:10,490 - INFO
{"Event ID": 16, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
sync operation", "ExecutionId":
408263688308, "Event Source":
"NETAPP-01", "Description":
"XCP {sync} is running on
platform Windows- 8.1-6.3.9600-
SPO for source \\\\<IP address
of SMB server>\\cifs and
destination \\\\<IP address of
SMB destination
server>\\source vol"}

2020-07-15 02:27:10,490 - INFO
{"Event ID": 353, "Event
Category": "System resource
utilization"™, "Event Type":
"Resources available for sync",
"ExecutionId": 408263688308,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command : sync,
are : cpu 4, total memory
8.00GiB, available memory
6.83GiB"}
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XCP sync completed successfully
after scanning <scanned item
count> items, copying <copied
item count> items, comparing
<compared item count> items,
removing <removed item count>
items. Source : <sync source>,
destination : <sync
destination>

XCP <command> is running on
platform <platform information>
for source <verify source> and
destination <verify
destination>

System resources available for
command : <command>, are : cpu
<CPU information>, total memory
<total memory>, available
memory <available memory for
execution>

ErEf)

2020-07-15 03:04:14,269 - INFO
{"Event ID": 17, "Event
Category": "XCP job status",
"Event Type": "XCP sync
completion", "ExecutionId":
408264256392, "Event Source":
"NETAPP-01", "Description":
"XCP sync completed
successfully after scanning30
items, copying 20 items,
comparing 30 items, removing O
items. Source \\\\<IP address
of SMB server>\\cifs,
destination :\\\\<IP address of
SMB destination
server>\\source vol"}

2020-07-15 03:14:04,854 - INFO
{"Event ID": 19, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
verify operation",
"ExecutionId": 408264409944,
"Event Source": "NETAPP-01",
"Description": "XCP {verify
-noacl} is running on platform
Windows-8.1-6.3.9600-SP0 for
source \\\\<IP address of SMB
server>\\cifs and destination
\\\\<IP address of SMB
destination
server>\\source vol"}

2020-07-15 03:14:04,854 - INFO
{"Event ID": 354, "Event
Category": "System resource
utilization", "Event Type":
"Resources available for
verify", "ExecutionId":
408264409944, "Event Source":
"NETAPP-01", "Description":
"System resources available
while executing xcp command
verify, are : cpu 4, total
memory 8.00GiB, available
memory 6.80GiB"}
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XCP verify is completed by
scanning <scanned item count>
items, comparing <compared item
count> items

CPU utilization reduced to <CPU
utilization percentage>%

Memory utilization reduced to
<memory utilization
percentage>%

XCP command <command> has
failed

ESLS il

{"Event ID": 20, "Event
Category": "XCP job status",
"Event Type": "XCP verify

completion”, "command Id":
408227440800, "Event Source":
"NETAPP-01", "Description":
"XCP verify is completed by
scanning 59 items, comparing 0
items"}

{"Event ID": 357, "Event
Category": "System resource
utilization", "Event Type":
"CPU usage for xcp", "Event
Source": "NETAPP- 01",
"Description": "CPU utilization
reduced to 8.2%"}

{"Event ID": 358, "Event
Category": "System resource
utilization", "Event Type":
"Memory usage for xcp", "Event
Source": "NETAPP-01",
"Description": "Memory
utilization reduced to 19%"}

2020-07-14 09:43:08,381 - INFO
{"Event ID": 10, "Event

Category": " Xcp job status",
"Event Type": "XCP command
failure", "Event Source":

"NETAPP-01", "Description": "
XCP command

H:\\console msg\\xcp cifs\\xcp\
\ main .py verify \\\\<IP
address of SMB server>\\cifs
\\\\<IP address of SMB
destination server>\\source vol
has failed”
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