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[root@clientl linux]# ./xcp help

USAGE:

xcp [[help] [command]| -version]

optional arguments:

help Show XCP help message and exit

-version Show XCP version number and exit

To see help text, you can run:

xcp help Display this content

xcp help info Step by step usage of all commands

xcp help <command> Individual command help

command:

activate Activate an XCP license on the current host

license Show XCP license information

show Request information from host about NFS exports

scan Read all the files from export path

copy Recursively copy everything from source to target

resume Resume copy operation from the point it was halted

sync Synchronize increment changes on source to target after copy

isync Sync changes on target without index

verify Verify that the target is the same as the source

delete Delete data on the NFS exported volume

chown Change the ownership on the NFS exported volume

chmod Change the permissions on the NFS exported volume

logdump Collect all logs related to the XCP job and dump those into
a zipped folder named <ID>.zip under the current dir

estimate Estimate the time taken for the copy command to complete

indexdelete Remove indexes from catalog
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[root@clientl linux]# ./xcp help info
COMMAND

info

USAGE
help info

DESCRIPTION
Step by step usage of the XCP command. Follow these steps after you
copy the binary and license

1. Download the XCP license and XCP binary to the Linux machine. Run
XCP activate: xcp activate

2. On a fresh system, the above command will fail when looking for a
license in

/opt/NetApp/xFiles/xcp.

Copy the XCP license to /opt/NetApp/xFiles/xcp and run the activate

command again: xcp activate

3. Check the validity of the license: xcp license

4. Configure the ini file located at /opt/NetApp/xFiles/xcp/xcp.ini
with catalog details: add catalog = catalog nfs server:/catalog path

5. List all the exports and details from the NFS server: xcp show
server

6. Pick up one of the exports and run a scan of the export: xcp scan
server: /exportl

7. Initiate baseline copy:
xcp copy -newid idl server:/exportl server2:/e

8. If the copy is halted for some reason, you can use the "xcp resume"
command to resume the copy operation:

xXCcp resume -id idl



9. Start with incremental sync after the baseline is completed:
xcp sync -id idl

10. After copy or after every sync, you can verify to check data
integrity:
xcp verify server:/exportl server2:/export?2

SUPPORTED COMMANDS

help: Display information about commands and options

—exclude: Display examples of filters

-fmt: Display examples of filters

-match: Display examples of filters
help info: Display documentation, examples, and tuning
recommendations

show: Request information from hosts about NFS and other RPC services
-v: Show more detailed information about servers

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

scan: Read all the directories in a file tree or a saved index

-1, -g: File listing output formats

-stats, -csv, -html: Tree statistics report formats

-nonames: Do not look up user and group names for file listings or
reports

-newid <name>: Catalog name for a new index

-id <name>: Catalog name of a previous copy or scan index

-match <filter>: Only process files and directories that match the
filter

-fmt <string expression>: Formatted output

—-du: Summarize space usage of each directory, including
subdirectories

-md5: Checksum the files (also save the checksum files when indexing)
(default: False)

—-duk: Summarize space usage of directory, include subdirectories, with
output in kilobytes

-acl4: Process NFSv4 access control lists (ACLs)

—acl4d.threads <n>: Per-process thread pool size (default: 100)

—-depth <n>: Limit the search depth

—-dircount <n[k]>: Request size for reading directories (default: 64k)
—edupe: Include deduplication estimate in reports (see documentation
for details)

-bs <n[k]>: Read/write block size for scans that read data with -mdb
or -edupe (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

-nolId: Disable the creation of a default index (default: False)
—exclude <filter>: Exclude the files and directories that match the



filter

-preserve-atime: preserve atime of the file/dir (default: False)
-nodes <name>: comma-separated list of worker nodes

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

copy: Recursively copy everything from source to target

-newid <name>: Catalog name for a new index

-md5: Checksum the files (also save the checksum files when indexing)
(default: False)

—edupe: Include deduplication estimate in reports (see documentation
for details)

-nonames: Do not look up user and group names for file listings or
reports

—-acld4: Process NFSv4 access control lists (ACLs)

—acld.threads <n>: Per-process thread pool size (default: 100)
—acl4.alwaysset: call "setacl" for all ACL-capable files and
directories

-bs <n[k]>: read/write blocksize (default: 64k)

—dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)

-noId: Disable the creation of a default index (default: False)
-match <filter>: Only process files and directories that match the
filter

—exclude <filter>: Exclude the files and directories that match the
filter

—-copybatch <filename [args]>: custom batch processing module

—-chown: set destination uid and gid when copying as non-root user
(default: False)

-preserve—-atime: preserve atime of the file/dir (default: False)
-nodes <name>: comma-separated list of worker nodes

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)
verify: Verify that the target is the same as the source

[no options]: Full verification of target structure, names, attributes,
and data

-stats, -csv: Scan source and target trees in parallel and compare tree
statistics

-nodata: Do not check data

-noattrs: Do not check attributes (default: False)



-noown: Do not check ownership (uid and gid) (default: False)
-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

-newid <name>: Catalog name for a new index

-v, -1l: Output formats to list any differences found

-acl4: Process NFSv4 access control lists (ACLs)

-—acl4.threads <n>: Per-process thread pool size (default: 100)
-nonames: Do not look up user and group names for file listings or
reports

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)
—-dircount <n[k]>: Request size for reading directories (default: 64k)
-noId: Disable the creation of a default index (default: False)
—exclude <filter>: Exclude the files and directories that match the
filter

-preserve-atime: preserve atime of the file/dir (default: False)
-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

sync: Find all source changes and apply them to the target

-id <name>: Catalog name of a previous copy index

—-snap <name or path>: Access a Snapshot copy of the source tree
-nonames: Do not look up user and group names for file listings or
reports

-bs <n[k]>: read/write blocksize (default: 64k)

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
-acl4.threads <n>: Per-process thread pool size (default: 100)
-exclude <filter>: Exclude the files and directories that match the
filter

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

sync dry-run: Find source changes but don't apply them to the target
-id <name>: Catalog name of a previous copy index

-snap <name or path>: Access a Snapshot copy of the source tree

-stats: Deep scan the modified directories and report on everything new
-nonames: Do not look up user and group names for file listings or



reports

-v, -1, -gq: File listing output formats

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
-target: Check that the target files match the index

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

isync: Sync changes on target without index

-nodata: Do not check data

-noattrs: Do not check attributes

-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

—-acld4: Process NFSv4 access control lists (ACLs)

—acl4.threads <n>: Per-process thread pool size (default: 100)

-—acl4.alwaysset: call "setacl" for all ACL-capable files and
directories

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

—-dircount <n[k]>: Request size for reading directories (default: 64k)

—-exclude <filter>: Exclude the files and directories that match the
filter

-newid <name>: Catalog name for a new index

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

-preserve-atime: preserve atime of the file/dir (default: False)

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as
https://10.10.10.101:1010

-s3.profile <profile-name>: config/cred profile to be used

isync estimate: Find the estimated time to complete the next isync
command

-nodata: Do not check data

-noattrs: Do not check attributes

-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

-acl4: Process NFSv4 access control lists (ACLs)

—acl4.threads <n>: Per-process thread pool size (default: 100)

-—acl4.alwaysset: call "setacl" for all ACL-capable files and



directories

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

—-dircount <n[k]>: Request size for reading directories (default: 64k)

-exclude <filter>: Exclude the files and directories that match the
filter

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

-preserve-atime: preserve atime of the file/dir (default: False)

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as
https://10.10.10.101:1010

-s3.profile <profile-name>: config/cred profile to be used

-id <name>: Catalog name of a previous copy index

resume: Restart an interrupted copy

-id <name>: Catalog name of a previous copy index

-bs <n[k]>: read/write

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

delete: Delete everything recursively

-match <filter>: Only process files and directories that match the
filter

-force: Delete without confirmation

-removetopdir: remove directory including children

—exclude <filter>: Exclude the files and directories that match the
filter

-parallel <n>: Maximum concurrent batch processes (default: 7)
-preserve-atime: preserve atime of the file/dir (default: False)
-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)



activate: Activate a license on the current host
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

license: Show xcp license info

license update: Retrieve the latest license from the XCP server

chown: changing ownership of a file object

exclude <filter>: Exclude the files and directories that match the
filter

-match <filter>: Only process files and directories that match the
filter

-group <group>: linux gid to be set at source

-user <user>: linux uid to be set at source

—user—-from <userFrom>: user to be changed

—-group-from <groupFrom>: group to be changed

-reference <reference>: referenced file or directory point

-v: reports output for every object processed

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

chmod: changing permissions of a file object

—exclude <filter>: Exclude the files and directories that match the
filter

-match <filter>: Only process files and directories that match the
filter

-reference <reference>: referenced file or directory point

-v: reports output for every object processed

-mode <mode>: mode to be set

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

logdump: Collect all logs related to the XCP job and dump those into a
zipped folder named <ID>.zip under current dir

-m <migration ID>: Filter logs by migration ID

-j <job ID>: Filter logs by job ID

estimate: Use a saved scan index to estimate copy time
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-id <name>: Catalog name of a previous copy or scan index

-gbit <n>: Gigabits of bandwidth to estimate best-case time (default:
1)

-target <path>: Target to use for live test copy

-t <n[s|m|h]>: Duration of live test copy (default: 5m)

-bs <n[k]>: read/write blocksize (default: 64k)

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
preserve-atime:

preserve atime of the file/dir (default: False)

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

indexdelete: delete catalog indexes

-match <filter>: Only process files and directories that match the
filter

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

OUTPUT

In the -1 output, the size, space used, and modification time are all
shown in human- readable format. Time is relative to the current time,
so it is time zone independent. For example, "14dlh" means that the
file was modified 14 days and one hour ago. Note: "current time" is the
time XCP started. The timestamp is saved in the index metadata
(catalog:/xFiles/indexes/*.json) and is used for reports against the
index.

The -stats option prints a human-readable report to the console. Other
report format options are -html or -csv. The comma-separated values
(CSV) format has exact values. CSV and HTML reports are automatically
saved in the catalog, if there is one.

The histograms for modified, accessed, and changed only count regular
files.

FILTERS

A filter expression should evaluate to True or False in Python. Filters
are used in XCP for the -match and -exclude options. See below for some
examples of the filters. Use "xcp help <command>" to check which
options are supported for commands.

Variables and file attributes currently available to use in a filter:
modified, accessed, changed: Floats representing age in hours depth,
size, used, uid, gid, type, nlinks, mode, fileid: Integers name, base,



ext: Strings (if name is "demo.sqgl" then base is =="demo" and ext is
=="_.sgl") owner, group: Strings size units: k, m, g, t, p =K, M, G, T,
P = 1024, 1048576, 2**30, 2**40, 2**50 file types: f, d, b, ¢, 1, s, g
=F%, D, B, C, L, S, Q=1, 2, 3, 4, 5, 6, 7

Functions available to use in a filter:

rxm(pattern) : Regular expression match for each file name fnm(pattern):
Unix-style wildcard match for each file name load(path): List of lines
from a local (external) file rand(N): Match one out of every N files at
random path (pattern): Wildcard match for the full path

paths (<full file path>): Match or exclude all NFS export paths listed
in the file Note: unlike most shell wildcards, pattern "/a/*" will
match path /a/b/c

The rxm() function only runs Python re.compile (pattern) once.
Similarly, load() only reads its file once.

Filter examples:
Match files modified less than half an hour ago "type == f and modified
< 5"

Find anything with "core" in the name ("in" is a Python operator):

"'core' in name"

Same match using regular expressions: "rxm('.*core.*')"
Same match using wildcards: "fnm('*core*')"
Match files that are not regular files, directories, or links: "type

not in (£,d,1)"

Find jpg files over 500 megabytes (M is a variable): "fnm('*.Jjpg') and
size > 500*M"

Find files with "/demo/smith" in the path (x is the file; str(x) is its
full path): "'/demo/smith' in str(x)"

Exclude copying anything with "f" in its name: "fnm('*f*')"

Exclude multiple export paths specified in "/root/excludePaths.txt".
"paths ('/root/excludePaths.txt"')"

The file "excludePaths.txt" may contain multiple export paths where
each path is listed on a new line.

The export paths may contain wildcards.

11
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For example, 10.10.1.10:/source vol/*.txt in file excludePaths.txt will
exclude all files having ".txt" extension

If there are incremental changes in previously included directories and
you want to exclude anything that has "dir40" as a substring in its
name, you can specify the new exclude filter with the sync. This
overrides the exclude filter used previously with the copy command and
applies the new exclude filter.

Note that if there are incremental changes on the source after the copy
operation and there are files with "f" in their name, then these are
copied on to the target when the sync operation is performed. If you
want to avoid copying such files or directories, you can use the
following command: xcp sync -exclude "'f' in name" -id <id>

PERFORMANCE
On Linux, please set the following in /etc/sysctl.conf and run "sysctl

_pn:

net.core.rmem default = 1342177
net.core.rmem max = 16777216
net.core.wmem default = 1342177

16777216

4096 1342177 16777216
4096 1342177 16777216
net.core.netdev _max backlog = 300000

net.core.wmem max

net.ipvé4.tcp rmem

net.ipvé4.tcp wmem
net.ipv4.tcp fin timeout = 10

Make sure that your system has multiple CPUs and at least a few
gigabytes (GBs) of free memory.

Searching, checksumming or copying hundreds of thousands or millions of
files should be many times faster with XCP than with standard tools
such cp, find, du, rsync, or OS drag-and-drop.

For the case of a single file, reading or copying with XCP is usually
faster with

a faster host CPU. When processing many files, reading or copying is
faster with more cores or CPUs.

The main performance throttle option is -parallel for the maximum
number of concurrent processes as the number of concurrent directories
being read and files being processed. For small numbers of files and/or
when there is a network quality of service (QoS) limiter, you might
also be able to increase performance by opening multiple channels. The
usage section above shows how to use multiple host target addresses.

The same syntax also opens more channels to a single target.



For example: "hostl,hostl:/vol/src" makes each XCP process open two
channels to hostl. In some WAN environments, this can improve
performance. Within a datacenter, if there are only 1 GbE network
interface cards (NICs) on the host with XCP it usually helps to use the
multipath syntax to leverage more than one NIC.

To verify that you are running I/0 over multiple paths, use OS tools to
monitor network I/O. For example, on Linux, try "sar -n DEV 2 200".

ENVIRONMENT VARIABLES

XCP_CONFIG DIR: Override the default location /opt/NetApp/xFiles/xcp
If set, the value should be an 0S filesystem path, possibly a mounted
NFS directory. When XCP CONFIG DIR is set, a new directory with name
same as hostname is created inside the custom configuration directory

path wherein new logs will be stored

XCP_LOG DIR: Override the default, which stores the XCP log in the
configuration directory. If set, the value should be an 0S filesystem
path, possibly a mounted NFS directory.

When XCP LOG DIR is set, a new directory with name same as hostname is
created inside the custom log directory path wherein new logs will be
stored

XCP CATALOG PATH: Override the setting in xcp.ini. If set, the value
should be in the XCP path format, server:export[:subdirectory].

SECURITY

All the files and directories in the catalog are world readable except
for the index files, which have a ".index" suffix and are located in
subdirectories under the top-level catalog "indexes" directory.
Because each index file is essentially an archive of metadata of an
entire file tree, the catalog should be stored on a NetApp volume with
export permissions matching the the actual sources and targets. Note

that file data is not stored in the index, only metadata.

SUPPORT
https://www.netapp.com/us/contact-us/support.aspx

VI
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xcp show <ip address or host name>
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[root@localhost linux]# ./xcp show <IP address or hostname of NFS

server>

getting pmap dump from <IP address or hostname of NFS server> port
111... getting export list from <IP address or hostname of NFS
server>. ..

sending 3 mounts and 12 nfs requests to <IP address or hostname of NFS

server>...

== RPC Services ==

'<IP address or hostname of NFS server>': UDP rpc services: MNT v1/2/3,
NFS v3, NLM v4, PMAP v2/3/4, STATUS vl

'<IP address or hostname of NFS server>': TCP rpc services: MNT v1/2/3,
NFS v3/4, NLM v4, PMAP v2/3/4, STATUS vl

== NFS Exports == Mounts Errors Server

3 0 <IP address or hostname of NFS server>

Space Files Space Files

Free Free Used Used Export

93.9 MiB 19,886 1.10 MiB 104 <IP address or hostname of NFS
server>:/

9.44 GiB 2.49M 65.7 MiB 276 <IP address or hostname of NFS
server>:/catalog vol

84.9 GiB 22 .4M 593 MiB 115 <IP address or hostname of NFS

server>:/source vol

== Attributes of NFS Exports ==

drwxr-xr-x —--- root root 4KiB 4KiB 6d2h <IP address or hostname of
NFSserver>:/

drwxr-xr-x —--- root root 4KiB 4KiB 6d2h <IP address or hostname of NFS
server>:/catalog vol

drwxr-xr-x —--- root root 4KiB 4KiB 1h30m <IP address or hostname of NFS

server>:/source vol

Xcp command : xcp show <IP address or hostname of NFS server>

0 error

Speed : 3.62 KiB in (17.9 KiB/s), 6.28 KiB out (31.1 KiB/s) Total
Time : Os.

STATUS : PASSED
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AT -v

£/ -v 2% show Sp T UEEIfER IP Iuts F 1 HFBAY NFS RARSIFMEER] o

2R
E=

xcp show -v

SHE
NFS license fiS BEET XCP IZEEH o

HMATILAR < Z A1 , BT E THIREERL R HERE] /opt /NetApp/xFiles/xcp/ XCP Linux AR iR
BB -

2R
E=

xcp license
ZEp ]

[root@localhost /1# ./xcp license

Licensed to "XXX, NetApp Inc, XXX@netapp.com" until Sun Mar 31 00:00:00
2029 License type: SANDBOX

License status: ACTIVE

Customer name: N/A

Project number: N/A

Offline Host: Yes

Send statistics: No

Host activation date: N/A

License management URL: https://xcp.netapp.com

REEER
{#H update 2% license {t XCP EIARSSHEENRFIFHEMNIR L ©
Bk

xcp license update

16
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[root@localhost /1# ./xcp license update

XCP <version>; (c) yyyy NetApp, Inc.; Licensed to XXX [NetApp Inc]
until Sun Mar 31 00:00:00 yyyy

S

NFS activate TS ZEE) XCP #Z#E o

(D BTS2 A1) , sRMESRE THIREER TG HERE| opt /NetApp/xFiles/xcp/ XCP Linux
BRiHEH B

B2

XCcp activate
e ]

[root@localhost linux]# ./xcp activate

XCP activated

ke

XCP NFS scan < ZiRERHEENRE NFSv3 BEHHIERE « MEEIEREERTE
NetApp S EIERHTER AR - H700R NFS FEHEEMAR AN o

ok

xCcp scan <source nfs export path>
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[root@localhost linux]# ./xcp scan <IP address of NFS server>:/

source vol

source vol

source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xXcp scan <IP address of NFS server>:/source vol

TRIIY scan B8R HRA

2% sRPA

o - MURF|RE BT HESE -

f®it -q BETIRHRERYE o

o - metEn Mk E AR st IR SR T HIEE -

B -csv LURHREEREATET CSV IERNTIHAEE -
B -HTML Mk &4t st HTML SRER T HER o
1## -nonames AERBENREPHPREREMN B AL -
<<nfs_scan_newid,}## -nevid ; %&#& > FEEMERS I B %5 o
<<nfs_scan_id,}### -id ; catalog_name> e SeRE ARSI HERS I B iR HE
<<nfs_scan_match }#{f - fI 5 ; EhiEss > BEREMSEERGIIERTERR o
<<nfs_scan_fmt #F# -fmt ; string_expression> EEREMERIAIERZRMBER -

B -du RERPASERR (8FEFER) NZERERE -

18
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#

<<nfs_scan_md5,}&# -md5 ; string_expression>

<<nfs_scan_depth FHiFE ; n>
<<nfs_scan_dircount,}& -dircount ; n[k]>
FHREEERMR

<<nfs_scan_bs & -BS ; n[k]>

<<nfs_scan_parallel {##F1T ; n>
¥4 -nold

#### -subdir-names

¥R -preserve-atime

&4 -s3.insecure

<<nfs_scan_endpoint,}F# -S3.Endpoint ;
S3 Endpoint URL>

<<nfs_scan_s3_profile,#F -s3.profile ; profile %1%

>

1#1 -s3.noverify

= -l
R -1 8% scan UARBEHHELY HIERZNGS
sk

Sk
EHEZE_EEY checksum ~ MRS |BHEHTE

checksum (¥8s% : false) ©
IREIESRE o

15 7E BN B SR E R AN ©
EREPESEEERMPRTE®E

15E AGEINE F R HRYEEE / RABRA/ -md5

8 -edupe (FESRME @ 64K) ©

IEELITHREERFNEABE FERE: 7) -
(SATERRS VB (FERAE -
HEE R IEE T BRI %TE o
R ERFARERERE ERFRMA o

$RHI5ETE « BJ7E S3 Bucket 3B\ FP{ER HTTP MIE
HTTPS o

LA S3 Bucket #®:1BY35E URL B EE:%HY Amazon
Web Services (AWS ) =25 URL o

EEMAN S3 H#FEE

false ) o

it AWS sUE1ES BRI ERE o

%% S3 Bucket @:MAY SSL sPs5TERERET ©

xcp scan -1 <ip address or hostname>:/source vol
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root@localhost linux]# ./xcp scan -1 <IP address or hostname of
NFSserver>:/source vol

drwxr-xr-x —--- root root 4KiB 4KiB 6s source vol

drwxr-xr-x --- root root 4KiB 4KiB 42s source vol/USER.1
drwxr-xr-x --- root root 4KiB 4KiB 42s source vol/USER.2
rw-r--r-— -—-- root root 1KiB 4KiB 42s source vol/USER.1/FILE 1
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.1/FILE 2
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.1/FILE 3
rw-r--r-- --- root root 1KiB 4KiB 42ssource vol/USER.1/FILE 4
rw-r--r-- -—-- root root 1KiB 4KiB 42s source vol/USER.1/FILE 5
rw-r--r-— —--- root root 1KiB 4KiB 42s source vol/USER.2/FILE 1
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 5
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 2
rw-r--r-— —-- root root 1KiB 4KiB 42s source vol/USER.2/FILE 3
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 4

Xcp command : xcp scan -1 <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.89 KiB/s), 756 out (989/s)

Total Time : Os.

STATUS : PASSED

Rt -q
A -q 2% scan BTIRHERANG S o
E=p

xcp scan —q <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan —-gq <IP address or hostname of
NFSserver>:/source vol

Xcp command : xcp scan —-gq <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (3.96 KiB/s), 756 out(801/s)

Total Time : Os.

STATUS : PASSED

1748 -stats ~ @A -csv FiFH -HTML
f#H -stats v -csv M “-html BB scan UBIREBA TR SR EIERZNGS ©
* IEBETEE -stats G AFEAENRESIENEFEZES - HMRERKXBEEEIE -htnl
‘—csv o LUESEAIRAIE (CSV) 1RXNERRHELNE - MMRBREFE > CSV M HTML 3RS
(:) ZEHMFEFEEERRP o
* XCP#RE (.csv > .html) ZREEFEEEZPIEEHERAE xcp.ini - ERFRHEFEERK

F <catalog path>/catalog/indexes/1/reports ° &R LATEFIEIREFIER
£"NetApp XCP 1.9.3 2EEH|" -

A

xcp scan -stats <ip address>:/source vol

21


https://library.netapp.com/ecm/ecm_download_file/ECMLP2886872
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886872
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886872
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886872
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886872
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886872
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886872
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886872
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886872

&

root@clientl linux]# ./xcp scan -stats <ip address>:/fgl

Job ID: Job 2023-11-23 23.23.33.930501 scan
== Maximum Values ==

Size Used Depth File Path Namelen Dirsize
50.4 MiB 50.6 MiB 1 24 20 33

== Average Values ==

Size Depth Namelen Dirsize

15.3 MiB 0 6 33

== Top Space Users ==

root

107 MiB

== Top File Owners ==

root

34

== Top File Extensions ==

.sh .out .py .shl other

8 2 2 1 20

16.0 KiB 3.09 MiB 448 1.48 KiB 502 MiB

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
20 1 2 10

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
76 KiB 12 KiB 5.16 MiB 102 MiB

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
34

== Accessed ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs
<1 hour <15 mins

future

33

505 MiB

== Modified ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs
<1 hour <15 mins

future

16

17

400 MiB 105

22
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== Changed ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs

<1 hour <15 mins
future

16

17

400 MiB 105

MiB

== Path ==

0-1024 >1024

33

Total count: 34
Directories: 1
Regular files: 33
Symbolic links: None
Special files: None
Hard links: None
Multilink files: None
Space Saved by Hard links (KB): 0
Sparse data: N/A
Dedupe estimate: N/A

Total space for regular files: size: 505 MiB, used:

Total space for symlinks: size: 0, used: O

Total space for directories: size: 8 KiB, used: 8 KiB

Total space used: 107 MiB

Xcp command : xcp scan -stats <ip address>:/fgl
Stats : 34 scanned

Speed : 6.35 KiB in (7.23 KiB/s), 444 out (506/s)
Total Time : Os.

Job ID : Job 2023-11-23 23.23.33.930501 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/

Job 2023-11-23 23.23.33.930501 scan.log

STATUS : PASSED
[root@client 1 linux]#

A

xcp scan -csv <ip address or hostname>:/source vol
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root@localhost linux]# ./xcp scan -csv <IP address or hostname of NFS

server>:/source vol

scan <IP address or hostname of NFS server>:/source vol
options,"{'-csv': True}l"

summary, "13 scanned, 3.73 KiB in (11.3 KiB/s), 756 out (2.23 KiB/s),
O0s."

Maximum Values,Size,Used,Depth,Namelen,Dirsize

Maximum Values,1024,4096,2,10,5

Average Values,Namelen, Size,Depth,Dirsize

Average Values,6,1024,1,4

Top Space Users,root

Top Space Users, 53248

Top File Owners, root

Top File Owners, 13

Top File Extensions,other

Top File Extensions, 10

Number of files,empty,<8KiB, 8-64KiB, 64KiB-1MiB,1-10MiB, 10-

100MiB, >100MiB

Number of files,0,10,0,0,0,0,0

Space used,empty,<8KiB,8-64KiB, 64KiB-1MiB,1-10MiB,10-100MiB,>100MiB
Space used, 0,40960,0,0,0,0,0

Directory entries,empty,1-10,10-100,100-1K, 1K-10K,>10K

Directory entries,0,3,0,0,0,0

Depth,0-5,6-10,11-15,16-20,21-100,>100

Depth,13,0,0,0,0,0

Accessed,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Accessed,0,0,0,0,0,10,0

Modified,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Modified,0,0,0,0,0,10,0

Changed,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Changed, 0,0,0,0,0,10,0

Total count,13

Directories, 3

Regular files, 10

Symbolic links, O

Special files,O

Hard links, O,

multilink files, O,

Space Saved by Hard links (KB),O0
Sparse data,N/A

Dedupe estimate,N/A

Total space for regular files,size,10240,used, 40960



Total space for symlinks,size,0,used,0

Total space for directories,size,12288,used, 12288

Total space used, 53248

Xcp command : xcp scan -csv <IP address or hostname of NF'S
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (11.2 KiB/s), 756 out (2.22 KiB/s)
Total Time : Os.
STATUS : PASSED

EIA

xcp scan -html <ip address or hostname>:/source vol

e

root@localhost linux]# ./xcp scan -html <IP address or hostname of NFS
server>:/source_vol

<!DOCTYPE html PUBLIC "-//W3C//DTD HTML

4.01//EN""http://www.w3.0rg/TR/html4/strict.dtd">
<html><head>

[redacted HTML contents]

</body></html>

Xcp command : xcp scan —html <IP address or hostname of
NFSserver>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.31 KiB/s), 756 out(873/s)
Total Time : Os.

STATUS : PASSED

[root@localhost source voll#

2# -nonames

8/ -nonames S scan HIEEABRIREPHIERETBHELBNDS -
() B scan #% nonames SHIBHAI EABENEREE -1 B8 o
LT

xcp scan —nonames <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan —-nonames <IP address or hostname of
NFS server>:/source vol

source vol

source vol/USER.1

source vol/USER.2

source vol/USER.1/FILE 1

source vol/USER.1/FILE 2

source vol/USER.1/FILE 3

source vol/USER.1/FILE 4

source vol/USER.1/FILE 5

source vol/USER.2/FILE 1

source vol/USER.2/FILE 5

source vol/USER.2/FILE 2

source vol/USER.2/FILE 3

source vol/USER.2/FILE 4

Xcp command : xcp scan -—-nonames <IP address or hostname of
NFSserver>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.66 KiB/s), 756 out(944/s)
Total Time : Os.

STATUS : PASSED

1#H -newid <name>
#H -newid <name> 8% scan 1% ° ANEHITIREFRHSEMRSINBEIZGTE o
Eit

xcp scan -newid <name> <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -newid ID001 <IP address or hostname
of NFS server>:/source vol

Xcp command : xcp scan -newid ID001 <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 13.8 KiB in (17.7 KiB/s), 53.1 KiB out (68.0 KiB/s)

Total Time : Os.

STATUS : PASSED

17 -id <catalog_name>
M -1d B¥ scan (A PIEEAIEARNIFHERS I NERGE o
B

xcp scan -id <catalog name>
ZE ]

[root@localhost linux]# ./xcp scan -id 3

xcp: Index: {source: 10.10.1.10:/vol/ex sOl/etc/keymgr, target: None}
keymgr/root/cacert.pem

keymgr/cert/secureadmin.pem

keymgr/key/secureadmin.pem

keymgr/csr/secureadmin.pem

keymgr/root

keymgr/csr

keymgr/key

keymgr/cert

keymgr

9 reviewed, 11.4 KiB in (11.7 KiB/s), 1.33 KiB out (1.37 KiB/s), O0s.

¥R - th¥ <filter>

£ -match <filter> 2% scan % » 15 REEIREARESBFTAMERM B &R o
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xcp scan -match <filter> <ip address or hostname>:/source vol
mamE

root@localhost linux]# ./xcp scan -match bin <IP address or hostname of
NFS server>:/source vol

source vol

source vol/USER.1/FILE 1

source vol/USER.1/FILE 2

source vol/USER.1/FILE 3

source vol/USER.1/FILE 4

source vol/USER.1/FILE 5

source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1

source vol/USER.2/FILE 5

source vol/USER.2/FILE 2

source vol/USER.2/FILE 3

source vol/USER.2/FILE 4
Filtered: 0 did not match

Xcp command : xcp scan -match bin <IP address or hostname of
NFSserver>:/source vol

18 scanned, 18 matched, 0 error
Speed : 4.59 KiB in (6.94 KiB/s), 756 out (1.12KiB/s)
Total Time : Os.

STATUS : PASSED

#F#4 -fmt <string_expression>
M -fmt B scan L IEERBENSIEERINNERIBEER
B0

xcp scan —-fmt <string expression> <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan —-fmt "'{}, {}, {}, {},
{}'.format (name, x, ctime, atime, mtime)"

<IP address or hostname of NFS server>:/source vol

source vol, <IP address or hostname of NFS server>:/source vol,
1583294484.46, 1583294492.63,

1583294484 .46

ILE 1, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 1, 1583293637.88,
1583293637.83, 1583293637.83

FILE 2, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 2, 1583293637.88,
1583293637.83, 1583293637.84

FILE 3, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 3, 1583293637.88,
1583293637.84, 1583293637.84

FILE 4, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 4, 1583293637.88,
1583293637.84, 1583293637.84

FILE 5, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 5, 1583293637.88,
1583293637.84, 1583293637.84

filel.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/filel.txt, 1583294284.78,
1583294284.78, 1583294284.78

file2.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/file2.txt, 1583294284.78,
1583294284.78, 1583294284.78

logfile.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/logfile.txt,

1583294295.79, 1583294295.79, 1583294295.79

logl.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/logl.txt, 1583294295.8,
1583294295.8, 1583294295.8

rl.txt, <IP address or hostname of NFS server>:/source vol/rl.txt,
1583294484.46, 1583294484.45,

1583294484.45

USER.1, <IP address or hostname of NFS server>:/source vol/USER.1,
1583294295.8, 1583294492.63,

1583294295.8

USER.2, <IP address or hostname of NFS server>:/Source_vol/USER.Z,
1583293637.95, 1583294492.63,

1583293637.95
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FILE 1, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 1, 1583293637.95,
1583293637.94, 1583293637.94

FILE 5, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 5, 1583293637.96,
1583293637.94, 1583293637.94

FILE 2, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 2, 1583293637.96,
1583293637.95, 1583293637.95

FILE 3, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 3, 1583293637.96,
1583293637.95, 1583293637.95

FILE 4, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 4, 1583293637.96,
1583293637.95, 1583293637.96

Xcp command : xcp scan -fmt '{}, {}, {}, {}, {}'.format (name, x,
atime, mtime) <IP address

or hostname of NFS server>:/source vol

18 scanned, 0 matched, 0 error

Speed : 4.59 KiB in (4.14 KiB/s), 756 out (683/s)
Total Time : 1s.

STATUS : PASSED

1B -du
5/ -du B¥ scan BREESERR (QETER) NWEHERERNSS o

=P

xcp scan -du <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -du <IP address or hostname of
NFSserver>:/source vol

24KiB source vol/USER.1

24KiB source vol/USER.?2

52KiB source vol

Xcp command : xcp scan —-du <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error

Speed : 4.59 KiB in (12.9 KiB/s), 756 out (2.07KiB/s)
Total Time : Os.

STATUS : PASSED

%44 -MD5 <string_expression>

87 -nds BY scan HLRELHIEBNRERT « BIERITZE RHIFREN - BRERS false o
()  BBRATERIERRS ; CRERRAREERNMEEE .

s

xcp scan -md5 <ip address or hostname>:/source vol
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root@localhost linux]# ./xcp scan -md5 <IP address or hostname of
NFSserver>:/source vol

source vol

d47b127bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 1
d47b127bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 2
d47b127bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 3
d47b127bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 4
d47bl27bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 5
d41d8cd98f00b204e9800998ecf8427e source vol/USER.1/filel.txt
d41d8cd98£f00b204e9800998ecf8427e source vol/USER.1/file2.txt
d41d8cd98£f00b204e9800998ecf8427esource vol/USER.1/logfile.txt
d41d8cd98f00b204e9800998ecf8427e source vol/USER.1/logl.txt
e894f234422a92289fb57bc8£f597ffa9 source vol/rl.txt

source vol/USER.1

source vol/USER.?2

d47b127bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 1
d47bl27bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 5
d47b127bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 2
d47b127bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 3
d47bl127bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 4
Xcp command : xcp scan —-mdb <IP address or hostname of NFS
server>:/source vol

18 scanned, 0 matched, 0 error

Speed : 16.0 KiB in (34.5 KiB/s), 2.29 KiB out (4.92 KiB/s)
Total Time : Os.

STATUS : PASSED

AR <n>

£/ -depth <n> 2% scan ANRREIGHIESRENGR S © © -depth <n> 2FIETE XCP AJLURHERER
FEERE © Il « MFIEEHF 2 ~ B XCP REgFHaImEFBrE4

E2p

xcp scan -depth <n> <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan —-depth 2 <IP address or hostname of
NFS server>:/source vol

source vol

source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan -depth 2 <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (6.94 KiB/s), 756 out (1.12KiB/s)
Total Time : Os.

STATUS : PASSED

### -dircount <n[k]>
M -dircount <n[k]> 88 scan ANISEERMPHEIEHIFHNERANNHS o HRES 64k
sk

xcp scan -dircount <n[k]> <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -dircount 64k <IP address or
hostname of NFS server>:/source_vol

source vol

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1
source vol/USER.2/FILE 5

R ERE R
5/ ~edupe B scan HEWERMBTAGAARSRHH L o

@ Simple Storage Service (S3) AZRGEIERE  FLL - 351F S3 REEBIEEANBIREMNM
scan -edupe BoHEERNE M o

A

xcp scan —edupe <ip address or hostname>:/source vol
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root@localhost linux]# ./xcp scan —-edupe <IP address or hostname of

NFSserver>:/source vol

== Maximum Values ==

Size Used Depth Namelen Dirsize
1 KiB 4 KiB 2 11 9

== Average Values ==
Namelen Size Depth Dirsize
6 682 1 5

== Top Space Users ==

root

52 KiB

== Top File Owners ==

root

18

== Top File Extensions ==
.txt other

5 10

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

4 11
== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

40 KiB

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
3

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100

18

== Accessed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour
4

<15 mins

11

future

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future

15
== Changed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future

15
Total count: 18



Directories: 3

Regular files: 15

Symbolic links: None

Special files: None

Hard links: None,

multilink files: None,

Space Saved by Hard links (KB): 0

Sparse data: None

Dedupe estimate: N/A

Total space for regular files: size: 10.0 KiB, used: 40 KiB
Total space for symlinks: size: 0, used: O

Total space for directories: size: 12 KiB, used: 12 KiB
Total space used: 52 KiB

Xcp command : xcp scan —-edupe <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error

Speed : 16.0 KiB in (52.7 KiB/s), 2.29 KiB out (7.52 KiB/s)
Total Time : Os.

STATUS : PASSED

#F14 -BS <n[k]>

fEF -bs <n[k]> B# scan IEFEEREIRA/NNHS - EERAREAENERAEHE -nd5 3 -edupe &
B o TEREIRA/NA 64k ©

=

xcp scan -bs <n[k]> <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -bs 32 <IP address or hostname of
NFS server>:/source vol

source vol

source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan -bs 32 <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (19.0 KiB/s), 756 out (3.06KiB/s)
Total Time : Os.

STATUS : PASSED

RHTAT <n>
{#H -parallel 8% scan L LUEEN TN BIERFHNRAME - FEREAT °
B

xcp scan -parallel <n> <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -parallel 5 <IP address or hostname
of NFS server>:/source vol

source vol

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan -parallel 5 <IP address or hostname of NFS
server>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (7.36 KiB/s), 756 out (1.19 KiB/s)
Total Time : Os.

STATUS : PASSED

¥&f# -nold
fEF -noId 8% scan MLLUERETERZFRS VR - FEREAR ©
sBYE

xcp scan -nold <ip address or hostname>:/source vol
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[root@localhost

server>:/source

source vol

source vol/USER

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

linux]# ./xcp scan -nold <IP address or hostname of NFS
vol

.1/FILE 1
1/FILE_2
1/FILE_3
1/FILE 4
1/FILE_5S
1/filel.txt
1/file2.txt
1/logfile.txt
1/1logl.txt

source vol/rl.txt

source vol/USER.
source vol/USER.

source vol/USER
source vol/USER
source vol/USER
source vol/USER
source vol/USER

1

2

.2/FILE 1
.2/FILE 5
.2/FILE_ 2
.2/FILE 3
.2/FILE 4

Xcp command : xcp scan -nold <IP address or hostname of

NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (5.84 KiB/s), 756 out (963/s)
Total Time : Os.

STATUS : PASSED

171 -subdir-names

fEF -subdir-names 2% scan AR B T IERE FHBLBNGS ©

ik

xcp scan -subdir-names <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -subdir-names <IP address or
hostname of NFS server>:/source_vol

source vol

Xcp command : xcp scan -subdir-names <IP address or hostname of NFS
server>:/source vol

7 scanned, 0 matched, 0 error

Speed : 1.30 KiB in (1.21 KiB/s), 444 out (414/s)

Total Time : 1s.

STATUS : PASSED

1544 -preserve-atime

8 -preserve-atime ¥ scan L HRFABEERERERIE L ERFEHIEE -

#1E NFS HAR - IR RBERARRTEAEUGENFFNEFIRR « IEEEERNEZERR - XCP A2 ERERE
FENEFE o XCP 8% —BEER - E LB FIEEMNER o o -preserve-atime EIEERENFHEERA
XCP sBEUEXEZ AR ERNIRIAE o

A

XCcp scan -preserve-atime <ip address or hostname>:/source_vol
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[root@client 1 linux]# ./xcp scan -preserve-atime
101.10.10.10:/source_vol

xcp: Job ID: Job 2022-06-30 14.14.15.334173 scan
source vol/USER2/DIR1 4/FILE DIR1 4 1024 1
source vol/USER2/DIR1 4/FILE DIR1 4 13926 4
source vol/USER2/DIR1 4/FILE DIR1 4 65536 2
source vol/USER2/DIR1 4/FILE DIR1 4 7475 3
source vol/USER2/DIR1 4/FILE DIR1 4 20377 5
source vol/USER2/DIR1 4/FILE DIR1 4 26828 6
source vol/USER2/DIRl 4/FILE DIR1 4 33279 7
source vol/USER2/DIR1 4/FILE DIR1 4 39730 8
source vol/USERL

source vol/USER2
source_vol/USER1/FILE_USER1_1024_1

source vol/USER1/FILE USER1 65536 2

source vol/USERL1/FILE USER1 7475 3

source vol/USER1/FILE USER1 13926 4

source vol/USER1/FILE USER1 20377 5

source vol/USER1/FILE USER1 26828 6

source vol/USER1/FILE USER1 33279 7

source vol/USER1/FILE USER1 39730 8

source vol/USER1/DIR1 2

source vol/USER1/DIR1 3

source vol/USER2/FILE USER2 1024 1

source vol/USER2/FILE USER2 65536 2

source vol/USER2/FILE USER2 7475 3

source vol/USER2/FILE USER2 13926 4

source vol/USER2/FILE _USER2 20377 5

source vol/USER2/FILE USER2 26828 6

source vol/USER2/FILE USER2 33279 7

source vol/USER2/FILE_USER2 39730 8

source vol/USER2/DIR1 3

source vol/USER2/DIR1 4

source vol/USER1/DIR1 2/FILE DIR1 2 1024 1
source vol/USER1/DIR1 2/FILE DIR1 2 7475 3
source vol/USER1/DIRl 2/FILE DIRl 2 33279 7
source vol/USER1/DIR1 2/FILE DIR1 2 26828 6
source vol/USER1/DIR1 2/FILE DIR1l 2 65536 2
source vol/USER1/DIR1 2/FILE DIR1 2 39730 8
source vol/USER1/DIR1 2/FILE DIR1 2 13926 4
source vol/USER1/DIR1 2/FILE DIR1 2 20377 5
source vol/USER1/DIR1 3/FILE DIR1 3 1024 1



source vol/USER1/DIRl1 3/FILE DIR1 3 7475 3

source vol/USER1/DIR1 3/FILE DIR1 3 65536 2

source vol/USER1/DIR1 3/FILE DIR1 3 13926 4

source vol/USER1/DIR1 3/FILE DIR1 3 20377 5

source vol/USER1/DIR1 3/FILE DIR1 3 26828 6

source vol/USER1/DIRl1 3/FILE DIRl 3 33279 7

source vol/USER1/DIR1 3/FILE DIR1 3 39730 8

source vol/USER2/DIR1 3/FILE DIR1 3 1024 1

source vol/USER2/DIR1 3/FILE DIR1 3 65536 2

source vol/USER2/DIR1 3/FILE DIR1 3 7475 3

source vol/USER2/DIR1 3/FILE DIR1 3 13926 4

source vol/USER2/DIR1 3/FILE DIR1 3 20377 5

source vol/USER2/DIR1 3/FILE DIR1 3 26828 6

source vol/USER2/DIR1 3/FILE DIR1 3 33279 7

source vol/USER2/DIR1 3/FILE DIR1 3 39730 8

source vol

Xcp command : xcp scan -preserve-atime 101.10.10.10:/source vol
Stats : 55 scanned

Speed : 14.1 KiB in (21.2 KiB/s), 2.33 KiB out (3.51 KiB/s)
Total Time : Os.

Job ID : Job 2022-06-30 14.14.15.334173 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-
30 14.14.15.334173 scan.log

STATUS : PASSED

1744 -s3.insecure
f#H -s3.insecure 8% scan (< ER HTTP B HTTPS %17 S3 #F&&E
7

xcp scan -s3.insecure s3://<bucket name>
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[root@clientl linux]# ./xcp scan -s3.insecure s3://bucketl

Job ID: Job 2023-06-08 08.16.31.345201 scan
file5g 1

USER1/FILE _USER1 1024 1

USER1/FILE USER1 1024 2

USER1/FILE USER1 1024 3

USER1/FILE USER1 1024 4

USER1/FILE USER1 1024 5

Xcp command : xcp scan -s3.insecure s3:// -bucketl
Stats : 8 scanned, 6 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 2s.

Job ID : Job 2023-06-08 08.16.31.345201 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.16.31.345201 scan.log

STATUS : PASSED

%14 -S3.Endpoint <s3_endpoint_url>

M -s3.endpoint <s3 endpoint url> 2% scan fFTLIEEN URL BULTEER AWS imEs URL ~ LUE

17 S3 BPERIEHT -
ok

xcp scan -s3.endpoint https://<endpoint url>: s3://<bucket name>
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[root@clientl linux]# ./xcp scan -s3.endpoint https://<endpoint url>:
s3://xcp-testing

Job ID: Job 2023-06-13 11.23.06.029137 scan

aws files/USER1/FILE USER1 1024 1

aws files/USER1/FILE USER1 1024 2

aws files/USER1/FILE USER1 1024 3

aws files/USER1/FILE USER1 1024 4

aws _files/USER1/FILE USERL 1024 5

Xcp command : xcp scan -s3.endpoint https://<endpoint url>: s3://xcp-
testing

Stats : 8 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2023-06-13 11.23.06.029137 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
13 11.23.06.029137 scan.log

STATUS : PASSED

153 -s3.profile <name>
88 o3.protile B8 scan % « # AWS RIBMETISEAN S3 HEEEMEER -
i

xcp scan -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>
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[root@clientl linux]# ./xcp scan -s3.profile sg -s3.endpoint
https://<endpoint url>:
s3://bucketl

Job ID: Job 2023-06-08 08.47.11.963479 scan
1 scanned, 0 in (0/s), 0 out (0/s), 5s
USERL/FILE USER1 1024 1

USERL/FILE USER1 1024 2

USER1/FILE_USER1 1024 3

USERL/FILE USER1 1024 4

USERL/FILE USER1 1024 5

Xcp command : xcp scan -s3.profile sg -s3.endpoint
https://<endpoint url>: s3://bucketl
Stats : 7 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 6s.

Job ID : Job 2023-06-08 08.47.11.963479 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.47.11.963479 scan.log

STATUS : PASSED

[root@clientl linux]#

17 -s3.noverify
£/ -s3.noverify 8% scan ARER S3 fFEEMNZ SSL /RETAREENM T o
B

xcp scan -s3.noverify s3://<bucket name>
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root@clientl linux]# ./xcp scan -s3.noverify s3:// bucketl

Job ID: Job 2023-06-13 11.00.59.742237 scan

aws files/USER1/FILE USER1 1024 1
aws_files/USER1/FILE USER1 1024 2
aws_files/USER1/FILE USER1 1024 3

aws files/USER1/FILE USER1 1024 4
aws_files/USER1/FILE USER1 1024 5

Xcp command : xcp scan -s3.noverify s3://bucketl
Stats : 8 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 2s.

Job ID : Job 2023-06-13 11.00.59.742237 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
13 11.00.59.742237 scan.log

STATUS : PASSED

RN
XCP NFS copy % B B (EAR B 8RA5H « I HATRBI B M0 NFSV3 B o

° copy AL HRERIIRM B RSB EMALH - FHAERER « RIEE8 - BENEBREFAEFRER
ERRMERERE o

* FITPEERSCERIENIY /opt /NethApp/xFiles/xcp/xcp.log ILRERAIHRTEN - HIITEE
(D =B} 721§ Eﬁ:’:EPT%HjEEEfmnEﬁ:’: °

* WNRKRIFEZ 7-Mode RAE ~ IERILUEER Snapshot BZAERZKIR o A4 :

<ip address>:/vol/ex s01/.snapshot/<snapshot name>
ik

XCcp copy <source nfs export path> <destination nfs export path>
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root@localhost linux]#

server>:/source_vol < IP address of
destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified,

autoname copy 2020-03-
03 23.46.33.153705

Xcp command :
address of destination NF'S
server>:/dest vol

18 scanned, 0 matched,
Speed : 38.9 KiB in
Total Time : Os.

STATUS PASSED

TRINIE copy BB HRA ©

W

#
B - JERE
<<copy_match, 8% - Ff& ; BHsEss >

<<copy_md5,#8% -md5 ; string_expression>

<<copy_dircount, % -dircount ; n[k]>
BEREEE LR

<<copy_bs,#8& -BS ; n[k]>
<<copy_parallel #RFT ; n>

BH - R - atime

38 -s3.insecure

<<copy_s3_endpoint,#85 -S3.Endpoint ;
S3 Endpoint URL>

<<copy_s3_profile,#8%! -s3.profile ; profile_name>

#E 8 -s3.noverify

B - IR

17 copied,
(51.2 KiB/s),

./xcp copy <IP address of NFS

xcp copy <IP address of NFS server>:/source vol <IP

0 error
81.2 KiB out

(107KiB/s)

=RER
AR B EMIRE PR ERE B E LT o
FRIEBERFSEERMIERMB R o

TS _FEY checksum ~ YRR 25 |BHE#TE

checksum (¥B:% : false) °

1S TEEEN B SRRV E R KN ©
EREPEIEEERMIRTRGE -
IEEEREIRA/)N (FARME © 64K) ©

BELITHREEEFNEAHE FERE: 7)

IR LB ERERE ERFHRAAE -

creating one with name:

o

1R1LIETE « BI1E S3 Bucket B EA HTTP MJE

HTTPS

L S3 Bucket #@:NAYEE URL BE 857 Amazon

Web Services (AWS ) 24 URL o

% AWS REBIERIEERR S3 #FREMNRERE

B S3 Bucket #B:MAY SSL U5 TRRAREE ©

£ -nonames 2# copy IEFBENRE THIREREMEHELEN S

[e}
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xcp copy -—nonames <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol

mEEE

[root@localhost linux]# ./xcp copy —-nonames <IP address or hostname of
NFS server>:/source vol <IP

address of destination NFS server>:/dest_vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.48.48.147261

Xcp command : xcp copy —-nonames <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (53.5 KiB/s), 81.3 KiB out (112 KiB/s)
Total Time : Os.

STATUS : PASSED

B - tE¥ <filter>
fEF -match <filter> 8% copy 8% ’ FEE R RIBHEEHEIFETAVERZMNBEE o

E=p

xcp copy -match <filter> <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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[root@localhost linux]# ./xcp copy -match bin <IP address or hostname
of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname copy 2020-03-

04 00.00.07.125990

Xcp command : xcp copy -match bin <IP address or hostname of NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

18 scanned, 18 matched, 17 copied, 0 error

Speed : 39.1 KiB in (52.6 KiB/s), 81.7 KiB out (110 KiB/s)

Total Time : Os.

STATUS : PASSED

£ 5 -MD5 <string_expression>
£ -md5 ¥ copy MLRELEIBENREE  WMERILRS|FHEEFERERH o FE:RERS false ©

=R
CI=

xcp copy -md5 <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol

e

[root@Rlocalhost linux]# ./xcp copy —-md5 <IP address or hostname of NFS
server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname copy 2020-03-

03 23.47.41.137615

Xcp command : xcp copy -mdb <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (52.1 KiB/s), 81.3 KiB out (109 KiB/s)
Total Time : Os.

STATUS : PASSED
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Copy -dircount <n[k]>

€A -dircount <n[k]> 28 copy AIRIEERMBHRFHIERA/NEIML o FRERIER 64k ©

bk
xcp copy -dircount <n[k]> <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol

e

[root@localhost linux]# ./xcp copy —-dircount 32k <IP address or
hostname of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname copy 2020-03-

03 23.58.01.094460

Xcp command : xcp copy —-dircount 32k <IP address or hostname of NFS
server>:/source vol <IP

address of destination NFS server >:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (56.7 KiB/s), 81.6 KiB out (119 KiB/s)

Total Time : Os.

STATUS : PASSED

B EEE MR
559 —edupe B copy IS ERERMISTEAARSFHHS o

@ Simple Storage Service (S3) RAZRHEMESRE o HIL - 551F S3 REEBIEEANBIZREMNM

copy -edupe EEIHHRERIE M, o
B2

xcp copy -edupe <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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[root@localhost linux]# ./xcp copy —-edupe <IP address or hostname of
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.48.10.436325

== Maximum Values ==

Size Used Depth Namelen Dirsize

1 KiB 4 KiB 2 11 9

== Average Values ==

Namelen Size Depth Dirsize

6 682 1 5

== Top Space Users ==

root

52 KiB

== Top File Owners ==

root

18

== Top File Extensions ==

.txt other

5 10

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

4 11

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

40 KiB

== Directory entries ==

empty 1-10

3

10-100 100-1K 1K-10K >10K

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100

18

== Accessed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
4 11

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
10 5

== Changed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
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Total count: 18
Directories: 3
Regular files: 15
Symbolic links: None
Special files: None
Hard links: None,
multilink files: None,
Space Saved by Hard links (KB): 0
Sparse data: None
Dedupe estimate: N/A

Total space for regular files: size: 10.0 KiB, used: 40 KiB

Total space for symlinks: size: 0, used: 0
Total space for directories: size: 12 KiB, used: 12 KiB
Total space used: 52 KiB

Xcp command : xXcp copy -—-edupe <IP address or hostname of NFS

server>:/source vol <destination NFS
export path>:/dest vol
18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (36.7 KiB/s), 81.3 KiB out (76.7 KiB/s)

Total Time : 1s.
STATUS : PASSED

Copy -BS <n[k]>

fEMA -bs <n[k]> 2% copy IEEEBREIRA/NRIGNS  FRREIRA/NA 64k ©

=P

xcp copy -bs <n[k]> <ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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[root@localhost linux]# ./xcp copy -bs 32k <IP address or hostname of
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname copy 2020-03-

03 23.57.04.742145

Xcp command : xcp copy —-bs 32k <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (115 KiB/s), 81.6 KiB out (241 KiB/s)
Total Time : Os.

STATUS : PASSED

EEFELT <n>
B -parallel <n> 8 copy BSLUSELITIHNEREFNEAKE o BRMEE 7T o

=R
CI=

xcp copy -parallel <n> <ip address or hostname>:/source vol
destination ip address or hostname:/<dest vol>

e

[root@Rlocalhost linux]# ./xcp copy -parallel 4 <IP address or hostname
of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname copy 2020-03-

03 23.59.41.477783

Xcp command : xcp copy -parallel 4 <IP address or hostname of NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (35.6 KiB/s), 81.6 KiB out (74.4 KiB/s)

Total Time : 1s.

STATUS : PASSED
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EH - {8 - atime

f#M -preserve-atime B copy ML BFIAREERERE L FRFRMELH
o —preserve-atime EIESTFIIAIERA XCP MEVEE Y AR EHIBIAME o
sk

XCp copy -preserve-atime <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol

RETEEH

[root@client]l linux]# ./xcp copy -preserve-atime
101.10.10.10:/source vol 10.102.102.10:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
XCP copy 2022-06-

30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-
30 14.22.53.742272 copy

Xcp command : xcp copy -preserve-atime 101.10.10.10:/source vol
10.102.102.10:/dest_vol

Stats : 55 scanned, 54 copied, 55 indexed

Speed : 1.26 MiB in (852 KiB/s), 1.32 MiB out (896 KiB/s)

Total Time : 1s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30_14.22.53.742272 2022-06-

30 14.22.53.742272 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2022-06-
30 14.22.53.742272 2022-06-

30 14.22.53.7422772 copy.log

STATUS : PASSED

[root@clientl linux]#

#E 84 -s3.insecure
f#F -s3. insecure B# copy %A HTTP BU HTTPS 317 S3 FEEH -
sk

xCcp copy -s3.insecure s3://<bucket name>
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[root@clientl linux]# ./xXcp copy —-s3.insecure hdfs:///user/test
s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

08 09.01.47.581599

Job ID: Job XCP copy 2023-06-08 09.01.47.581599 copy

Xcp command : Xcp copy -s3.insecure hdfs:///user/test s3://bucketl
Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.86 KiB/s), 83.3 KiB out (22.9 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-08 09.01.47.581599

Job ID : Job XCP copy 2023-06-08 09.01.47.581599 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-

08 09.01.47.581599 copy.log

STATUS : PASSED

[rootQclientl linux]# ./xcp copy -s3.insecure hdfs:///user/demo
s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP copy 2023-06-

08 09.15.58.807485

Job ID: Job XCP copy 2023-06-08 09.15.58.807485 copy

Xcp command : XCp copy -s3.insecure hdfs:///user/demo s3://bucketl
Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 10.4 KiB in (3.60 KiB/s), 85.3 KiB out (29.6 KiB/s)

Total Time : 2s.

Migration ID: XCP copy 2023-06-08 09.15.58.807485

Job ID : Job XCP copy 2023-06-08 09.15.58.807485 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

08 09.15.58.807485 copy.log

STATUS : PASSED

copy -s3.Endpoint <s3_endpoint_url>

M -s3.endpoint <s3 endpoint url> 2% copy FTLIEEN URL BUMLTEER AWS imEs URL ~ LUE
17 S3 BTASa@st ©
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root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/test
s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:

XCP copy 2023-06-

13 11.20.32.571348

Job ID: Job XCP copy 2023-06-13 11.20.32.571348 copy

Xcp command : xcp copy -s3.endpoint https://<endpoint url>
hdfs:///user/test s3://xcp-testing

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.77 KiB/s), 83.6 KiB out (21.8 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-13 11.20.32.571348

Job ID : Job XCP copy 2023-06-13 11.20.32.571348 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 11.20.32.571348 copy.log

STATUS : PASSED

[root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo

s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:

XCP_copy 2023-06-

13 11.40.26.913130

Job ID: Job XCP copy 2023-06-13 11.40.26.913130 copy

15,009 scanned, 1,462 copied, 9 indexed, 1.46 MiB s3.data.uploaded,
1,491

s3.copied.single.key.file, 1,491 s3.copied.file, 4.58 MiB in (933
KiB/s), 1.72 MiB out (350

KiB/s), b5s

15,009 scanned, 4,283 copied, 9 indexed, 4.20 MiB s3.data.uploaded,
4,302

s3.copied.single.key.file, 4,302 s3.copied.file, 7.70 MiB in (629
KiB/s), 4.85 MiB out (632

KiB/s), 10s

15,009 scanned, 7,323 copied, 9 indexed, 7.17 MiB s3.data.uploaded,
7,343

s3.copied.single.key.file, 7,343 s3.copied.file, 11.0 MiB in (672
KiB/s), 8.24 MiB out (681

KiB/s), 15s

15,009 scanned, 10,427 copied, 9 indexed, 10.2 MiB s3.data.uploaded,
10,439
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s3.copied.single.key.file, 10,439 s3.copied.file, 14.5 MiB in (690
KiB/s), 11.7 MiB out (695

KiB/s), 20s

15,009 scanned, 13,445 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,454

s3.copied.single.key.file, 13,454 s3.copied.file, 17.8 MiB in (676
KiB/s), 15.0 MiB out (682

KiB/s), 25s

Xcp command : xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo s3://xcp-testing

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (712 KiB/s), 17.1 MiB out (635 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.40.26.913130

Job ID : Job XCP copy 2023-06-13 11.40.26.913130 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

13 11.40.26.913130 copy.log

STATUS : PASSED

5 -s3.profile <name>
{5/ s3.profile 88 copy #% * # AWS SRERRETIEEAN S3 HEEBANRTY o
Bk

xcp copy -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>
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root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/test
s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:

XCP copy 2023-06-

13 11.20.32.571348

Job ID: Job XCP copy 2023-06-13 11.20.32.571348 copy

Xcp command : xcp copy -s3.endpoint https://<endpoint url>
hdfs:///user/test s3://xcp-testing

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.77 KiB/s), 83.6 KiB out (21.8 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-13 11.20.32.571348

Job ID : Job XCP copy 2023-06-13 11.20.32.571348 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 11.20.32.571348 copy.log

STATUS : PASSED

[root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo

s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:

XCP_copy 2023-06-

13 11.40.26.913130

Job ID: Job XCP copy 2023-06-13 11.40.26.913130 copy

15,009 scanned, 1,462 copied, 9 indexed, 1.46 MiB s3.data.uploaded,
1,491

s3.copied.single.key.file, 1,491 s3.copied.file, 4.58 MiB in (933
KiB/s), 1.72 MiB out (350

KiB/s), b5s

15,009 scanned, 4,283 copied, 9 indexed, 4.20 MiB s3.data.uploaded,
4,302

s3.copied.single.key.file, 4,302 s3.copied.file, 7.70 MiB in (629
KiB/s), 4.85 MiB out (632

KiB/s), 10s

15,009 scanned, 7,323 copied, 9 indexed, 7.17 MiB s3.data.uploaded,
7,343

s3.copied.single.key.file, 7,343 s3.copied.file, 11.0 MiB in (672
KiB/s), 8.24 MiB out (681

KiB/s), 15s

15,009 scanned, 10,427 copied, 9 indexed, 10.2 MiB s3.data.uploaded,
10,439
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s3.copied.single.key.file, 10,439 s3.copied.file, 14.5 MiB in (690
KiB/s), 11.7 MiB out (695

KiB/s), 20s

15,009 scanned, 13,445 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,454

s3.copied.single.key.file, 13,454 s3.copied.file, 17.8 MiB in (676
KiB/s), 15.0 MiB out (682

KiB/s), 25s

Xcp command : xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo s3://xcp-testing

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (712 KiB/s), 17.1 MiB out (635 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.40.26.913130

Job ID : Job XCP copy 2023-06-13 11.40.26.913130 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

13 11.40.26.913130 copy.log

STATUS : PASSED

£ -s3.noverify
£/ -s3.noverify 2% copy ARER S3 fEFEEMZ SSL /RETARENM T ©
it

xcp copy -s3.noverify s3://<bucket name>
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[root@clientl linux]# ./xcp copy -s3.noverify hdfs://user/test s3://
bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 10.57.41.994969

Job ID: Job XCP copy 2023-06-13 10.57.41.994969 copy

Xcp command : xXcp copy -s3.noverify hdfs://user/test s3://bucketl
Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (2.36 KiB/s), 83.3 KiB out (29.0 KiB/s)

Total Time : 2s.

Migration ID: XCP copy 2023-06-13 10.57.41.994969

Job ID : Job XCP copy 2023-06-13 10.57.41.994969 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 10.57.41.994969 copy.log

STATUS : PASSED

./xcp copy -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url>: hdfs:///user/demo s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 11.26.56.143287

Job ID: Job XCP copy 2023-06-13 11.26.56.143287 copy

1 scanned, 9.95 KiB in (1.99 KiB/s), 12.9 KiB out (2.58 KiB/s), 5s
15,009 scanned, 1,555 copied, 9 indexed, 1.54 MiB s3.data.uploaded,
1,572

s3.copied.single.key.file, 1,572 s3.copied.file, 4.68 MiB in (951
KiB/s), 1.81 MiB out (365

KiB/s), 10s

15,009 scanned, 4,546 copied, 9 indexed, 4.46 MiB s3.data.uploaded,
4,572

s3.copied.single.key.file, 4,572 s3.copied.file, 7.95 MiB in (660
KiB/s), 5.15 MiB out (674

KiB/s), 15s

15,009 scanned, 7,702 copied, 9 indexed, 7.53 MiB s3.data.uploaded,
7,710

s3.copied.single.key.file, 7,710 s3.copied.file, 11.5 MiB in (710
KiB/s), 8.65 MiB out (707

KiB/s), 20s

15,009 scanned, 10,653 copied, 9 indexed, 10.4 MiB s3.data.uploaded,
10, 669

s3.copied.single.key.file, 10,669 s3.copied.file, 14.7 MiB in (661
KiB/s), 11.9 MiB out (670



KiB/s), 25s

15,009 scanned, 13,422 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,428

s3.copied.single.key.file, 13,428 s3.copied.file, 17.8 MiB in (627
KiB/s), 15.0 MiB out (627

KiB/s), 30s

Xcp command : xcp copy —-s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url>: hdfs:///user/demo s3://bucketl

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (609 KiB/s), 17.1 MiB out (543 KiB/s)

Total Time : 32s.

Migration ID: XCP copy 2023-06-13 11.26.56.143287

Job ID : Job XCP copy 2023-06-13 11.26.56.143287 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-

13 11.26.56.143287 copy.log

STATUS : PASSED

ik

124R XCP HUsRAR ~ B2EMEH sync i< ~ BIEMAIREHIT sync Sn L AIHEACER dry
run #eIH o

Elg

XCP NFS sync sp 2 ZEABHRR5 IR HRBEATAIERIFERNRIRRIBHICIR NFS BErrIEBMEDR o $2K
RREIREEFERNTERER R - AP FEZR - ERBRERS IR TLHRSIARITE -

() RS - ERuanmsRA B ReBEEREIE i NFSV3 Bt o
i

xcp sync -id <catalog name>

@ °© -id <catalog name> BHERMNER sync 5% °
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[root@localhost linux]# ./xcp sync -id autoname copy 2020-03-
04 01.10.22.338436

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : Xcp sync -id autoname copy 2020-03-04 01.10.22.338436

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 26.4 KiB in (27.6 KiB/s), 22.7 KiB out (23.7 KiB/s)

Total Time : Os.

STATUS : PASSED

TRIIE sync BERHRA o

2 s A

<<sync_id,[E% -id ; catalog_name> EE?&%?’EZK??W\JE%’Z%*% o BRIMNESH sync
B o

[E]2F -nonames AERBEMBRE PHPREAEN B4 LTE -

<<sync_bs,[A% -BS ; n[k]> IEEEREIRA/N (FARME © 64K) ©

<<sync_dircount,[E# -dircount ; n[k]> e BN B R E R KN ©

<<sync_parallel,[A -parallel ; n> FEEMATH R ERIEREFNRAHE FERE: 7) ©

[E#5 -preserve-atime RRELHNFEEREREE EXEFRIEE -

@4 -nonames

M -nonames 28 sync IEFBENHR S HHIREREMEHELEN S ©

A

xcp sync -id <catalog name> -nonames
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[root@localhost linux]# ./xcp sync —-id ID001 -nonames

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -nonames

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 26.4 KiB in (22.2 KiB/s), 22.3 KiB out (18.8 KiB/s)

Total Time : 1s.

STATUS : PASSED

B4 -BS <n[k]>
B -bs <n[k]> B sync IEEBEEIRA/NNGES  FHAREIRANA 64k ©
BB

xcp sync -id <catalog name> -bs <n[k]>

RETEEH

[root@localhost linux]# ./xcp sync -id ID001 -bs 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -bs 32k

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 25.3 KiB in (20.4 KiB/s), 21.0 KiB out (16.9 KiB/s)

Total Time : 1s.

STATUS : PASSED

[ -dircount <n[k]>
£ -dircount <n[k]>B# sync ARIEEENBRENERKNDNEGHS © FHRER 64k ©
BB

xcp sync -id <catalog name> -dircount <n[k]>
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[root@localhost linux]# ./xcp sync -id ID001 -dircount 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -dircount 32k

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item,
Speed : 25.3 KiB in (27.8 KiB/s), 21.0 KiB out (23.0 KiB/s)
Total Time : Os.

STATUS : PASSED

% - 47
57 -parallel 8% sync HLLISELITHREBIEFNRAKE « BRER 7 o
Ex

xcp sync -id <catalog name> -parallel <n>

RETEEH

[root@localhost linux]# ./xcp sync -id ID001 -parallel 4

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -parallel 4

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item,
Speed : 25.3 KiB in (20.6 KiB/s), 21.0 KiB out (17.1 KiB/s)
Total Time : 1s.

STATUS : PASSED

-preserve-atime
8 -preserve-atime ¥ sync L HRFAEEREREERIE L ERFEEIEER -

o -preserve-atime EIEGREEINFRIERA XCP BERIEXEZ AR ENRIAE °

0 error

0 error
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XCp sync -preserve-atime -id <catalog name>
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[root@client-1 linux]# ./xcp sync -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync

xcp: Index: {source: 101.10.10.10:/source vol, target:
10.201.201.20:/dest_vol}

xcp: diff 'XCP copy 2022-06-30 14.22.53.742272': 55 reviewed, 55
checked at source, 1 modification,

54 reindexed, 23.3 KiB in (15.7 KiB/s), 25.1 KiB out (16.9 KiB/s), 1s.
xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': Starting search pass
for 1 modified directory...

xcp: find changes: 55 reviewed, 55 checked at source, 1 modification,
55 re-reviewed, 54 reindexed,

28.0 KiB in (18.4 KiB/s), 25.3 KiB out (16.6 KiB/s), 1s.

xcp: sync phase 2: Rereading the 1 modified directory...

xcp: sync phase 2: 55 reviewed, 55 checked at source, 1 modification,
55 re-reviewed, 1 new dir, 54

reindexed, 29.2 KiB in (19.0 KiB/s), 25.6 KiB out (16.7 KiB/s), 1s.
xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': Deep scanning the 1
modified directory...

xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': 58 scanned, 55 copied,
56 indexed, 55 reviewed, 55

checked at source, 1 modification, 55 re-reviewed, 1 new dir, 54
reindexed, 1.28 MiB in (739

KiB/s), 1.27 MiB out (732 KiB/s), 1s.

Xcp command : XCp sync -preserve-atime -id XCP_ copy 2022-06-

30 14.22.53.742272

Stats : 58 scanned, 55 copied, 56 indexed, 55 reviewed, 55 checked at
source, 1 modification,

55 re-reviewed, 1 new dir, 54 reindexed

Speed : 1.29 MiB in (718 KiB/s), 1.35 MiB out (755 KiB/s)

Total Time : 1s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2022-06-

30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync.log

STATUS : PASSED
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° sync B8% dry-run EESEREREERNTA BRI IR « SRR NFS BErFRAVEE SN -
e ERA B E—RERFEZR « #itE - BE) - MFHENHRIERNEE - s GREKFEE « B
FEREEREER

EIA

xcp sync dry-run -id <catalog name>

@ ° -id <catalog name> B2HREMER sync dry-run ipTEEIHE o

g

[root@localhost linux]# ./xcp sync dry-run -id IDO0O1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID0O01

0 matched, 0 error

Speed : 15.2 KiB in (46.5 KiB/s), 5.48 KiB out (16.7 KiB/s)
Total Time : Os.

STATUS : PASSED

TRIIH sync dry-run 28U%EHRAA o

2% HAA

<<sync_dry run_id,[BZ&E -id ; catalog name> ISEFLHIERRSINEELIE  ERMNEZRH sync
e e

Bz - #ist &R HEXIBW BRI TRERE  LREFFEARR
23 o

B RZHE - | HIENEFEFE R B ERAVEAER o

[E47EE -nonames RIE B EMNIRE PR ERE BB o

<<sync_dry_run_dircount, B FIEHIT -dircount ;  I5EBEENESERFAIER AN o
n[k]>

<<sync_dry_run_parallel,[EF#ETEIT () IEEMITH R ERIEREFINRABE FBRE: 7) °

[ &% -id <catalog_name>

R -id <catalog name> 8% sync dry-run IEETAERRS|IFIBEERLTE o
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@ °© -id <catalog name> ZYENEDN sync dry-run BRI o
EEpS

xcp sync dry-run -id <catalog name>

e

[root@localhost linux]# ./xcp sync dry-run -id IDO0O1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source _vol, target: <IP address of
destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id IDO0O1

0 matched, 0 error

Speed : 15.2 KiB in (21.7 KiB/s), 5.48 KiB out (7.81 KiB/s)

Total Time : Os.
STATUS : PASSED

[EZHzH - Hst B

f#H -stats 828 sync dry-run HMEMCEN BRI TRERE - THREMEHRS °

EIA

xcp sync dry-run -id <catalog name> -stats
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[root@localhost linux]# ./xcp sync dry-run -id ID001 -stats

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

4,895 reviewed, 43,163 checked at source, 12.8 MiB in (2.54 MiB/s),
5.49 MiB out (1.09 MiB/s),

5s

4,895 reviewed, 101,396 checked at source, 19.2 MiB in (1.29 MiB/s),
12.8 MiB out (1.47 MiB/s),

10s

Xcp command : xcp sync dry-run -id IDO01 -stats

0 matched, 0 error

Speed : 22.9 MiB in (1.74 MiB/s), 17.0 MiB out (1.29 MiB/s)

Total Time : 13s.

STATUS : PASSED

[EIP R - |
fFH -1 2% sync dry-run AIFTENABAERX G BEEMEEAEE o

EIA

xcp sync dry-run -id <catalog name> -1

RETEE

70

[root@Rlocalhost linux]# ./xcp sync dry-run —-id ID0O01 -1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID001 -1

0 matched, 0 error

Speed : 15.2 KiB in (13.6 KiB/s), 5.48 KiB out (4.88 KiB/s)
Total Time : 1s.

STATUS : PASSED



F$7EE -nonames
M -nonames 8% sync dry-run {EEREERIRESPHIREAEMBHRTE o
B

xcp sync dry-run -id <catalog name> -nonames

e

[root@localhost linux]# ./xcp sync dry-run -id ID001 -nonames

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID001 -nonames

0 matched, 0 error

Speed : 15.2 KiB in (15.8 KiB/s), 5.48 KiB out (5.70 KiB/s)
Total Time : Os.

STATUS : PASSED

SYNC DRY -dircount <n[k]>

f#H -dircount <n[k]>Z8# sync dry-run I5EEINBERRENERA/N o FEERES 64k ©

=P

xcp sync dry-run -id <catalog name> -dircount <n[k]>

FETEEH

[root@Rlocalhost linux]# ./xcp sync dry-run —-id ID001 -dircount 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID0O01 -dircount 32k

0 matched, 0 error

Speed : 15.2 KiB in (32.5 KiB/s), 5.48 KiB out (11.7 KiB/s)
Total Time : Os.

STATUS : PASSED
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BILEH - F17
R -parallel 8% sync dry-run IEERMITHREBEEFNRAHE - BREAT7 °
=FH 3

== 2

xcp sync dry-run -id <catalog name> -parallel <n>
ZE ]

[root@localhost linux]# ./xcp sync dry-run -id ID001 -parallel 4

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID0O01 -parallel 4

0 matched, 0 error

Speed : 15.2 KiB in (25.4 KiB/s), 5.48 KiB out (9.13 KiB/s)
Total Time : Os.

STATUS : PASSED

24 LEs
et

XCP NFS resume i< BI5E B %R |LBIARTT ° UEMBEIPERVERIESE - BRER
5| 4B E—{EEREERARIEAIIN <catalog path>:/catalog/indexes B&f o

A

xcp resume -id <catalog name>

(D °© -id <catalog name> BYENEN resume % ©
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[root@localhost linux]# ./xcp resume -id IDOO1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of
destination NFS server>:/dest vol}

xcp: resume 'ID0OO1l': Reviewing the incomplete index...

xcp: diff 'IDO01': Found 652 completed directories and 31 in progress

4,658 reviewed, 362 KiB in (258 KiB/s), 7.66 KiB out

(5.46 KiB/s), 1s.

xcp: resume 'IDOO1l': Starting second pass for the in-progress
directories...

xcp: resume 'ID001': Resuming the in-progress directories...
xcp: resume 'ID00O1l': Resumed command: copy {-newid: u'ID001'}

xcp: resume 'ID0OO1l': Current options: {-id: 'ID0O01'}
xcp: resume 'ID0O01l': Merged options: {-id: 'IDOO1',

-newid: u'IDO001"'}

xcp: resume 'IDOO1l': Values marked with a * include operations before

resume
28,8606
MiB/s),

scanned*™,

5s 9,565 copied*, 4,658 indexed*, 108 MiB in (21.6 MiB/s), 100.0 MiB

out (20.0

44,761

MiB/s),

44,761

scanned*™,

11s

scanned*™,

16,440

20,795

copied™,

copied*,

4,658 indexed*, 206 MiB in (19.3 MiB/s), 191 MiB out
4,658 indexed*, 362 MiB in (31.3 MiB/s), 345 MiB out
MiB/s),

44,761

1l6s

scanned*, 25,985 copied*, 4,658 indexed*, 488 MiB in
MiB out (24.0

MiB/s),

44,761

21s

scanned*, 31,044 copied*, 4,658 indexed*, 578 MiB in
MiB out (18.6

(25.2 MiB/s), 465

(17.9 MiB/s), 558
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MiB/s),

54,838

26s

scanned*, 36,980
MiB out (19.8
MiB/s),

67,123

31ls

scanned*, 42,485
MiB out (12.4
MiB/s),

79,681

36s

scanned*, 49,863
MiB out (11.7
MiB/s),

79,681

41s

scanned*, 56,273
MiB out (10.6
MiB/s),

79,681

46s

scanned*, 62,593
MiB out (9.70
MiB/s),

84,577

51s

scanned*, 68,000
MiB out (14.1
MiB/s),

86,737

56s

scanned*, 72,738
1.01 GiB out (17.
MiB/s),

89,690

Imls

scanned*, 77,440
1.11 GiB out (20.
MiB/s), 1m6s
110,311 scanned¥*,
MiB/s), 1.21 GiB
MiB/s), 1mlls
114,726 scanned*™,
MiB/s), 1.30 GiB

copied*,

copied™,

copied~,

copied~,

copied~,

copied~,

copied*,

copied*,
1

84,497
out (20.
91,285

out (17.

14,276

29,160

39,227

39,227

39,227

44,047

49,071

54,110 indexed~*,

copied*,
4

copied*,
6

indexed*,

indexed¥*,

indexed¥*,

indexed*,

indexed¥*,

indexed¥*,

indexed¥*,

679 MiB

742

MiB

801

MiB

854

MiB

906

MiB

976 MiB

74,158 indexed*,

74,158 indexed*,

1.04 GiB in

1.14 GiB in

in

(12.5

in

in

(11.8

(10.6

in

in

in

1.24 GiB in

1.33 GiB in

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

(17.8 MiB/s),

(20.5 MiB/s),

(20.3

(17.9

657

720

779

832

881

951
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MiB/s), 1lmlé6s

114,726 scanned*, 97,016 copied*,
MiB/s), 1.43 GiB out (26.6

MiB/s), 1m2ls

118,743 scanned*, 100,577 copiedx*,
MiB/s), 1.62 GiB out (39.3

MiB/s), 1m26s

122,180 scanned*, 106,572 copied*,
MiB/s), 1.74 GiB out (25.0

MiB/s), 1m3ls

124,724 scanned*, 111,727 copied*,
MiB/s), 1.86 GiB out (22.5

MiB/s), 1m36s

128,268 scanned*, 114,686 copied*,
MiB/s), 1.96 GiB out (21.2

MiB/s), 1médls

134,630 scanned*, 118,217 copied%,
MiB/s), 2.03 GiB out

(13.7 MiB/s), 1lmédés
134,630 scanned*, 121,742 copied%,
MiB/s), 2.07 GiB out
(9.30 MiB/s), 1lmbls
134,630 scanned*, 126,057 copied*,
MiB/s), 2.17 GiB out
(21.0 MiB/s), 1lmbés
134,630 scanned*, 130,034 copied~,
MiB/s), 2.33 GiBout
(31.8 MiB/s), 2mls
Xcp command xcp resume -id IDO0O0O1
134,630 scanned*, 134,630 copied*,
item, 0 error

2.40 GiB in
Total Time 2més.
STATUS PASSED

Speed (19.7 MiB/s),

TR resume 28 HRAA o

#

<<resume_id,###4& -id ; catalog_name>

<<resume_bs #4& - bs ; n[k]>
<<resume_dircount, 44 -dircount ; n[k]>

<<resume_parallel #4& -parallel ; n>

74,158 indexed*,

79,331 indexed~®,

84,217 indexed¥®,

84,217 indexed¥*,

99,203 indexed¥*,

104,317 indexed¥*,

109,417 indexed*,

109,417 indexed*,

114,312 indexed¥,

0 modification, O

2.37 GiB out

55

(19.5

1

1

1.46 GiB in

.65 GiB

.77 GiB

.89 GiB

.99 GiB

2.06 GiB

2.10 GiB

2.20 GiB

2.36 GiB

new item,

MiB/s)

in

in

in

in

in

in

in

(26.6

(22.8

(21.1

(13.8

(9.02

(21.0

(32.1

0 delete

IEE SRR ARSI B 50718 - 52 RESUME s <FR

BHZH -

IEEERERA/) (FAR(E @ 64K)

¥
f

=
=]
=
=]

TESEE B BRI E KK/ ©
EAMATHREERFHRAME (AxE: 7)

o

o
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28 55 AA

g - (R - R RIR LA ERERE ERFERIEER -

#E4E -s3.insecure 32143888 « BI7E S3 Bucket BHAHEEMA HTTP Mk
HTTPS o

<<resume_s3_endpoint, 44 -S3.Endpoint ; LA S3 Bucket @IAYIEE URL B R FE&HY Amazon

S3_Endpoint URL> Web Services (AWS ) ixE5 URL o

<<resume_s3_profile, 448 -s3.profile 1t AWS REEERIEE AR S3 HEEFEEENIIRERE o

448 -s3.noverify S S3 Bucket iBslHY SSL 5¥sE AR B o

%18 - BS <n[k]>
M -bs <n[k]> B resune IEEEBEBIRA/NHIHS o REMA/NS 64k o

A

xcp resume -id <catalog name> -bs <n[k]>
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[root@localhost linux]# ./xcp resume -id ID0O01 -bs 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

xcp: resume 'ID0OO1l': Reviewing the incomplete index...

xcp: diff 'IDO01': Found 2,360 completed directories and 152 in
progress

19,440 reviewed, 1.28 MiB in (898 KiB/s), 9.77 KiB out (6.71 KiB/s),
1s.

xcp: resume 'ID0O1l': Starting second pass for the in-progress
directories...

xcp: resume 'ID0OO1l': Resuming the in-progress directories...
xcp: resume 'ID001': Resumed command: copy {-newid: u'IDO0O01'}

xcp: resume 'IDOO1l': Current options: {-bs: '32k', -id: 'ID001'}

xcp: resume 'ID0OO1l': Merged options: {-bs: '32k', -id: 'ID0O0O1l', -newid:

u'ID001"'}
xcp: resume 'IDOO1l': Values marked with a * include operations before
resume
44,242
MiB/s),
scanned*™,
5s 24,132 copied*, 19,440 indexed*, 36.7 MiB in (7.34 MiB/s), 30.6 MiB
out (6.12
59,558
MiB/s),
59,558
scanned*,
10s
scanned*™,
30,698
35,234
copied™,
copied*,
19,440
19,440
indexed~*,
indexed*,
142

203

MiB

MiB

in
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in

(20.9 MiB/s),
(12.1 MiB/s),
MiB

MiB

out

out

(18.8
(12.2
MiB/s),
59,558
15s
scanned*™,
MiB out
MiB/s),
65,126
20s
scanned*, 46,317
MiB out (22.5
MiB/s),

69,214

25s

scanned*, 53,034
MiB out (18.7
MiB/s),
85,438
30s
scanned®,
MiB out
MiB/s),
94,647
35s
scanned*, 66,948
MiB out (21.9
MiB/s),

94,647

40s

scanned*, 73,632
MiB out (16.4
MiB/s),

99,683

45s

scanned*, 80,541
MiB out (12.4
MiB/s), 50s
99,683

40,813
(16.5

60,627
(18.5

125
187

copied~,

copied*,

copied~,

copied™,

copied*,

copied~,

copied*,

19,440

24,106

29,031

53,819

53,819

53,819

58,962

indexed*,

indexed¥*,

indexed¥*,

indexed¥*,

indexed*,

indexed¥*,

indexed¥*,

286

401

496

591

700

783

849

MiB

MiB

MiB

MiB

MiB

MiB

MiB

in

in

in

in

in

in

in

(16.

(22.

(18.

(21.

(l6.

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

269

382

476

569

679

761

824



MiB/s),

scanned*,

55s

84,911 copied*, 58,962 indexed*,
(33.2

101,667 scanned*, 91,386 copied*,
MiB/s), 1.04 GiB out (15.4
MiB/s), 1mOs

118,251 scanned*, 98,413 copied*,
MiB/s), 1.11 GiB out (13.3
MiB/s), 1mb5s

124,672 scanned*, 104,134 copied*,
MiB/s), 1.22 GiB out (23.2
MiB/s), 1mlOs

130,171 scanned*, 109,594 copied*,
MiB/s), 1.35 GiB out (25.5

MiB/s), 1mlb5s

134,574 scanned*, 113,798 copied*,
MiB/s), 1.48 GiB out (28.2

MiB/s), 1m20s

134,574 scanned*, 118,078 copied*,
MiB/s), 1.61 GiB out (25.1

MiB/s), 1m25s

134,574 scanned*, 121,502 copied*,
MiB/s), 1.77 GiB out (33.0

MiB/s), 1m30s

134,630 scanned*, 126,147 copied*,
MiB/s), 1.86 GiB out

(17.5 MiB/s), 1m35s

134,630 scanned*, 131,830 copied*,
MiB/s), 1.92 GiB out

(13.5 MiB/s), 1m4dls

Xcp command
134,630 scanned*,

item,

134,630 copiedx,
0 error

2.02 GiB in
Total Time Im43s.
STATUS PASSED

Speed (19.9 MiB/s),

RESUME -dircount <n[k]>

£ -dircount <n[k]> 28 resume ANISEE

1013 MiB in

xcp resume -id IDO0O0O1

(32.8 MiB/s), 991 MiB out

73,849 indexed*, 1.06 GiB in (15.4

89,168 indexed*, 1.13 GiB in (14.0

89,168 indexed*, 1.25 GiB in (23.9

94,016 indexed*, 1.38 GiB in

94,016 indexed*, 1.52 GiB in (28.6

94,016 indexed*, 1.64 GiB in (24.6

94,016 indexed*, 1.80 GiB in

104,150 indexed*, 1.88 GiB in (16.2

119,455 indexed*, 1.95 GiB in (13.6

-bs 32k

0 modification, 0 new item, 0 delete

1.99 GiB out (19.7 MiB/s)

I E SRR ER AN L © TARER 64k ©
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root@localhost linux]#

XCp:

destination NFS server>:/dest vol}

XCp: re
xcp: di
progres
39,520

1s.

XCp: re
directo
XCp: re
XCp: re
XCp: re
XCp: re
-newid:
XCp: re
resume

76,626

MiB/s),
MiB/s),
79,751

MiB/s),
MiB/s),
79,751

MiB/s),
MiB/s),
79,751

MiB/s),
MiB/s),
84,791

MiB/s),
MiB/s),
94,698

MiB/s),
MiB/s),
99,734

MiB/s),
MiB/s),
104,773
MiB/s),

MiB/s),

Index:

sume 'ID0OO1':
£ff£f 'IDOO01"':

S

reviewed,
sume 'ID0OO1':
ries...

sume 'IDOO1':
sume 'ID0O1':
sume 'IDOO1':
sume 'IDOO1':
u'ID001"'}
sume 'ID0OO1':

scanned¥*,

{source:

2.47 MiB in

./xcp resume -id ID001 -dircount 32k

<IP address or hostname of NFS
server>:/source vol, target: <IP address of

Reviewing the incomplete index...

(1.49 MiB/s),

12.6 KiB out

(7.62

Starting second pass for the in-progress

Resuming the in-progress directories...

Resumed command:
Current options:
Merged options:

copy {-newid:

{-dircount:

{-dircount:

u'ID001"}
'32k', -id:
'32k', -id:

Found 4,582 completed directories and 238 in

KiB/s),

'IDO0L"'}
'IDOO1"',

Values marked with a * include operations before

43,825 copied~,

23.0 MiB out (4.60

5s
scanned*, 49,942 copied¥*,
131 MiB out (21.5

10s
scanned*, 55,901 copiedx,
223 MiB out (18.3

15s
scanned*, 61,764 copied¥*,
313 MiB out (17.9

20s

scanned*, 68,129 copied¥*,
384 MiB out (14.2

25s

scanned*, 74,741 copied¥*,
473 MiB out (17.8

30s

scanned*, 80,110 copiedx*,
591 MiB out (23.7

35s
scanned*,
703 MiB out
40s

86,288 copied*,

(22.3

39,520

39,520

39,520

39,520

44,510

54,039

59,044

indexed*,

indexed*,

indexed*,

indexedx,

indexedx,

indexedx,

indexedx,

69,005 indexed¥*,

31.7 MiB in

140 MiB in

234 MiB

in

325 MiB

in

397 MiB

in

485 MiB

in

in

605 MiB

716 MiB in

(6.33

(21.7

(18.8

(18.0

(17.4

(24.1

(22.2



110,076
MiB/s),
MiB/s),
121, 341

scanned*™,
781 MiB out
45s

scanned*™,

93,265 copied*,
(15.5

100,077 copied*,

MiB/s), 881 MiB out (19.9

MiB/s), 50s

125,032 scanned*, 105,712 copied*,
MiB/s), 985 MiB out (20.7

MiB/s), 55s

129,548 scanned*, 110,382 copied*,
MiB/s), 1.12 GiB out (32.1

MiB/s), 1mOs

131,976 scanned*, 115,158 copied*,
MiB/s), 1.21 GiB out (18.3

MiB/s), 1lm5s

134,430 scanned*, 119,161 copied*,
MiB/s), 1.35 GiB out (28.3

MiB/s), 1mlOs

134,630 scanned*, 125,013 copied~,
MiB/s), 1.45 GiB out

(21.4 MiB/s), 1ml5s
134,630 scanned*, 129,301 copied*,
MiB/s), 1.60 GiB out
(29.8 MiB/s), 1m20s
134,630 scanned*, 132,546 copied*,
MiB/s), 1.67 GiBout
(15.0 MiB/s), 1m25s
Xcp command xcp resume -id IDO0O0O1
134,630 scanned*, 134,630 copiedx*,
item, 0 error

1.70 GiB in
Im28s.
PASSED

Speed (19.7 MiB/s),
Total Time

STATUS

& 4T <n>
fEM - parallel <n>2#¥ resume LSRN ITIHREERFHRAHE - BRERT °

AEA

82

79,102 indexed*, 795 MiB in (15.8

84,096 indexed*, 897 MiB in (20.4

89,132 indexed*, 1003 MiB in (21.

89,132 indexed*, 1.14 GiB in

94,221 indexed*, 1.23 GiB in (19.

94,221 indexed*, 1.37 GiB in (27.

109,402 indexed*, 1.47 GiB in (21.2
114,532 indexed*, 1.61 GiB in (29.4
124,445 indexed*, 1.69 GiB in (14.8
-dircount 32k

0 modification, 0 new item, 0 delete

1.69 GiB out (19.5 MiB/s)

xcp resume -id <catalog name> -parallel <n>



&

[root@localhost linux]#

XCp:

Index:

{source:

./xcp resume -id IDO01l -parallel 3

<IP address or hostname of NFS

server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

XCp:

xcp: diff

resume

'ID001"':

progress

19,399
1s.
XCp:

resume

reviewed,

directories.

REPS
XCp:
KOS
XCp:

resume

resume

resume

resume

-parallel: 3}

XCcp:
resume
39,610
MiB/s),
MiB/s),
39,610
MiB/s),
MiB/s),
48,111
MiB/s),
MiB/s),
55,412
MiB/s),
MiB/s),
59,639
MiB/s),
MiB/s),
69,520
MiB/s),
MiB/s),
78,596
MiB/s),
MiB/s),
79,673
MiB/s),
MiB/s),

resume

scanned¥*,

5s
scanned?*,
134 MiB out
10s
scanned?*,
212 MiB out
15s
scanned?*,
304 MiB out
21s
scanned?*,
377 MiB out
26s
scanned¥*,
423 MiB out
31s
scanned¥*,
476 MiB out
36s
scanned¥*,
593 MiB out
41s

'IDO01":

1.28 MiB in
'IDO01"':
'IDO01"':
'IDOO01"':
'"IDO01"':
'"IDO01"':

'"IDO01"':

23,
45.8 MiB out
28,
34,
40,
46,
55,

62,

68,

Reviewing the incomplete index...

Found 2,347 completed directories and 149 in

(659 KiB/s), 9.77 KiB out (4.93 KiB/s),
Starting second pass for the in-progress

Resuming the in-progress directories...

Resumed command: copy {-newid: u'IDOO0O1'}
Current options: {-id: 'ID001', -parallel: 3}
Merged options: {-id: 'IDOO1l', -newid: u'IDOO1',

Values marked with a * include operations before

642 copied*, 19,399 indexed*, 56.3 MiB in (11.2
(9.15

980 copied*, 19,399 indexed*, 145 MiB in (17.6
(17.6

782 copied*, 34,042 indexed*, 223 MiB in (15.8
(15.7

468 copied*, 34,042 indexed*, 317 MiB in (18.4
(18.1

980 copied*, 39,032 indexed*, 390 MiB in (14.6
(14.5

251 copied*, 49,006 indexed*, 438 MiB in (9.59
(9.21

054 copied*, 59,001 indexed*, 492 MiB in (10.7
(10.6

163 copied*, 59,001 indexed*, 610 MiB in (23.5

(23.5
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84,600 scanned*,
MiB/s), 705 MiB out
MiB/s), 46s

94,525 scanned¥*,

74,238 copied*,
(22.3

80,754 copied~,

MiB/s), 788 MiB out (16.4

MiB/s), b5ls

94,525 scanned*, 85,119 copied¥*,
MiB/s), 988 MiB out (39.9

MiB/s), 56s

09,514 scanned*, 93,474 copied*,
MiB/s), 1.06 GiB out (20.2

MiB/s), 1mls

111,953 scanned*, 100,639 copied*,
MiB/s), 1.16 GiB out (19.2

MiB/s), 1lmé6s

114,605 scanned*, 105,958 copied*,
MiB/s), 1.34 GiB out (36.6

MiB/s), 1mlls

124,531 scanned*, 112,340 copied*,
MiB/s), 1.48 GiB out

(29.4 MiB/s), 1lmlé6s
129,694 scanned*, 117,218 copied*,
MiB/s), 1.65 GiB out
(33.1 MiB/s), 1m21ls
131,753 scanned*, 123,850 copied*,
MiB/s), 1.77 GiB out
(25.9 MiB/s), 1m26s
134,630 scanned*, 130,829 copied*,
MiB/s), 1.83 GiBout
(11.2 MiB/s), 1m31ls
Xcp command xcp resume -id IDO0O0O1
134,630 scanned*, 134,630 copiedx*,
item, 0 error

2.02 GiB in
Total Time Im35s.
STATUS PASSED

Speed (21.6 MiB/s),

”ig - 788 - REA
fEF -preserve-atime 82 resume MLTHFIBEREREERIE L EREEEIEHR

64,150

74,157

74,157

89,192

2.00 GiB out

indexed~*,

indexed~*,

indexed~*,

indexed~*,

94,248 indexed*,

94,248 indexed*,

104,275

indexed*,

109,236

indexed¥*,

114,358

indexed*,

124,437

indexed*,

-parallel 3

0 modification, O

723 MiB in

807 MiB in

i S

(21.3

1007 MiB in

08 GiB in

(22.5

(16.7

(39.9

(20.7

1.18 GiB in

1.36 GiB in

GiB

GiB

GiB

GiB

new item,

MiB/s)

o -preserve-atime 2 G FERRIERA XCP BRFXZAIRENRIBE °
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in

in

in

in

0

(19.3

(36.8

(29.8

(33.2

(25.9

(11.2

delete
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xcp resume -id <catalog name> -preserve-atime
Tl

root@clientl linux]# ./xcp resume -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-
30 14.37.07.746208 resume

xcp: Index: {source: 101.10.10.12:/source vol, target:
10.102.102.70:/dest_vol}

xcp: Tune: Previous operation on id 'XCP copy 2022-06-

30 14.22.53.742272"' already completed;

nothing to resume

0 in (0/s), 0 out (0/s), 6s

Xcp command : XCp resume -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

Stats :

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 6s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.37.07.746208 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2022-06-
30 14.22.53.742272 2022-06-

30 14.37.07.746208 resume.log

STATUS : PASSED

4ei®= _s3.insecure

{FF -s3.insecure B2 resume SpLER HTTP B HTTPS #1T S3 #z& &

@ WEE -s3.insecure BEARN copy 7% ~ EIMERIZREE o IKMBIERE -s3. insecure B
REEFAMRIEEEIE o

AEA

xcp resume -s3.insecure -id <catalog name>
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root@clientl linux]# ./xcp resume -s3.insecure -id XCP copy 2023-06-
08 10.31.47.381883

Job ID: Job XCP copy 2023-06-08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume

Index: {source: 1 hdfs:///user/demo, target: s3://bucketl/}
Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

4,009 reviewed, 88.7 KiB in (76.1 KiB/s), 332 out (285/s), 1s.
4,009 reviewed, 90.9 KiB in (77.6 KiB/s), 2.44 KiB out (2.08 KiB/s),
1s.

Starting second pass for the in-progress directories...

4,009 reviewed, 4,009 re-reviewed, 179 KiB in (130 KiB/s), 2.72 KiB out
(1.98 KiB/s), 1s.

9,008 scanned*, 4,540 copied*, 4,009 indexed*, 534 KiB
s3.data.uploaded, 534

s3.copied.single.key.file, 534 s3.copied.file, 2.28 MiB in (464 KiB/s),
631 KiB out (126 KiB/s),

5s

9,008 scanned*, 5,551 copied*, 4,009 indexed*, 1.51 MiB
s3.data.uploaded, 1,544

s3.copied.single.key.file, 1,544 s3.copied.file, 3.38 MiB in (222
KiB/s), 1.74 MiB out (226

KiB/s), 10s

9,008 scanned*, 6,596 copied*, 4,009 indexed*, 2.53 MiB
s3.data.uploaded, 2,595

s3.copied.single.key.file, 2,595 s3.copied.file, 4.55 MiB in (235
KiB/s), 2.91 MiB out (236

KiB/s), 15s

9,008 scanned*, 7,658 copied*, 4,009 indexed*, 3.57 MiB
s3.data.uploaded, 3,652

s3.copied.single.key.file, 3,652 s3.copied.file, 5.71 MiB in (234
KiB/s), 4.09 MiB out (238

KiB/s), 20s

9,008 scanned*, 8,711 copied*, 4,009 indexed*, 4.60 MiB
s3.data.uploaded, 4,706

s3.copied.single.key.file, 4,706 s3.copied.file, 6.88 MiB in (235
KiB/s), 5.26 MiB out (236

KiB/s), 25s

Xcp command : xXcp resume -s3.insecure -id XCP copy 2023-06-

08 10.31.47.381883

Stats : 9,008 scanned*, 9,006 copied*, 9,009 indexed*, 4.88 MiB
s3.data.uploaded, 4,996



s3.copied.single.key.file, 4,996 s3.copied.file

Speed : 7.10 MiB in (270 KiB/s), 5.76 MiB out (219 KiB/s)

Total Time : 26s.

Migration ID: XCP copy 2023-06-08 10.31.47.381883

Job ID : Job XCP copy 2023-06-08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume.log

STATUS : PASSED

#:48 -S3.Endpoint <s3_endpoint_url>

M -s3.endpoint <s3 endpoint url> 2% resume ST LA S3 Bucket HHVIEE URL BETER AWS
I URL e

(D RIETER « RESUME SfEREREEIABSER S3 REMEHM S3 Inkh o 7B ~ NREIE IR
1EEMAY S3 iHEEM S3 sREME - EEEBER RS EARITERKIE copy 8% ©

=h3;
=17

xcp resume -s3.profile <profile name> -s3.endpoint https://<endpoint url>:
-id <catalog name>
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[root@clientl linux]# ./xcp resume -id XCP copy 2023-06-
13 11.48.59.454327

Job ID: Job XCP copy 2023-06-13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume

Index: {source: hdfs:///user/demo, target: s3://xcp-testing/}

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (2.47 KiB/s), 188 out (102/s), 1s.

9 reviewed, 6.81 KiB in (3.70 KiB/s), 2.30 KiB out (1.25 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (5.65 KiB/s), 2.44 KiB out (1.26

KiB/s), 1s.
15,008 scanned*, 1,532 copied*, 9 indexed*, 1.50 MiB s3.data.uploaded,
1,539

s3.copied.single.key.file, 1,539 s3.copied.file, 4.64 MiB in (946
KiB/s), 1.77 MiB out (360

KiB/s), 6s
15,008 scanned*, 4,764 copied*, 9 indexed*, 4.67 MiB s3.data.uploaded,
4,784

s3.copied.single.key.file, 4,784 s3.copied.file, 8.21 MiB in (727
KiB/s), 5.38 MiB out (736

KiB/s), 1lls

15,008 scanned*, 7,928 copied*, 9 indexed*, 7.75 MiB s3.data.uploaded,
7,935

5,008 scanned*, 7,928 copied*, 9 indexed*, 7.75 MiB s3.data.uploaded,
7,935

s3.copied.single.key.file, 7,935 s3.copied.file, 11.7 MiB in (703
KiB/s), 8.89 MiB out (708

KiB/s), 16s

15,008 scanned*, 10,863 copied*, 9 indexed*, 10.6 MiB s3.data.uploaded,
10,864

s3.copied.single.key.file, 10,864 s3.copied.file, 14.9 MiB in (660
KiB/s), 12.2 MiB out (664

KiB/s), 21s

15,008 scanned*, 14,060 copied*, 9 indexed*, 13.7 MiB s3.data.uploaded,
14,076

s3.copied.single.key.file, 14,076 s3.copied.file, 18.5 MiB in (716
KiB/s), 15.7 MiB out (725

KiB/s), 26s

Xcp command : xcp resume -id XCP copy 2023-06-13 11.48.59.454327
Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
s3.data.uploaded,

88



14,996 s3.copied.single.key.file, 14,996 s3.copied.file

Speed : 19.2 MiB in (708 KiB/s), 17.1 MiB out (631 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.48.59.454327

Job ID : Job XCP copy 2023-06-13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume.log

STATUS : PASSED

#:48 s3.profile <profile_name>

M -s3.profile <profile name> 2% resume 8% * £ AWS REEERPIEEAR S3 HEEEENHNE

TERE o

(D RIETER « RESUME SfEREREEIABSER S3 REMEHM S3 Inkh o 7B ~ NREIE IR
1EEMAY S3 iHEEM S3 sREME - EEEBER RS EARITERKIE copy 8% ©

=h3;
=17

xcp resume -s3.profile <name> -s3.endpoint -id <catalog name>

2
5174
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[root@clientl linux]# ./xcp resume -s3.profile sg -s3.endpoint
https://<endpoint url>: -id
XCP copy 2023-06-08 10.40.42.519258

Job ID: Job XCP copy 2023-06-08 10.40.42.519258 2023-06-

08 10.52.18.453982 resume

Index: {source: hdfs:///user/demo target: s3://xxx-bucket/

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (3.03 KiB/s), 188 out (126/s), 1s.

9 reviewed, 6.81 KiB in (4.52 KiB/s), 2.30 KiB out (1.53 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (6.76 KiB/s), 2.44 KiB out (1.51

KiB/s), 1s.
15,008 scanned*, 1,660 copied*, 9 indexed*, 1.64 MiB s3.data.uploaded,
1,675

s3.copied.single.key.file, 1,675 s3.copied.file, 4.75 MiB in (971
KiB/s), 1.92 MiB out (392

KiB/s), 5s
15,008 scanned*, 3,453 copied*, 9 indexed*, 3.39 MiB s3.data.uploaded,
3,467

s3.copied.single.key.file, 3,467 s3.copied.file, 6.79 MiB in (412
KiB/s), 3.91 MiB out (403

KiB/s), 10s

15,008 scanned*, 6,296 copied*, 9 indexed*, 6.16 MiB s3.data.uploaded,
6,305

s3.copied.single.key.file, 6,305 s3.copied.file, 9.86 MiB in (619
KiB/s), 7.08 MiB out (637

KiB/s), 15s

15,008 scanned*, 9,527 copied*, 9 indexed*, 9.33 MiB s3.data.uploaded,
9,554

s3.copied.single.key.file, 9,554 s3.copied.file, 13.4 MiB in (717
KiB/s), 10.7 MiB out (726

KiB/s), 20s

15,008 scanned*, 12,656 copied*, 9 indexed*, 12.4 MiB s3.data.uploaded,
12,648

s3.copied.single.key.file, 12,648 s3.copied.file, 16.9 MiB in (715
KiB/s), 14.1 MiB out (706

KiB/s), 25s

Xcp command : xcp resume -s3.profile sg -s3.endpoint
https://<endpoint url>: -id XCP copy 2023-

06-08 10.40.42.519258

Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
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s3.data.uploaded,

14,996 s3.copied.single.key.file, 14,996 s3.copied.file
Speed : 19.2 MiB in (661 KiB/s), 17.1 MiB out (590 KiB/s)
Total Time : 29s.

Migration ID: XCP copy 2023-06-08 10.40.42.519258

Job ID : Job XCP copy 2023-06-08 10.40.42.519258 2023-06-
08 10.52.18.453982 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
08 10.40.42.519258 2023-06-

08 10.52.18.453982 resume.log

STATUS : PASSED

448 -s3.noverify
fEF -s3.noverify 8% resume AMNE SR S3 {#F&EBENZ SSL /RETAREREHIRT ©
EapoA

xcp resume -s3.noverify -id <catalog name>
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[root@clientl linux]# ./xcp resume -s3.noverify -id XCP copy 2023-06-
13 11.32.47.743708

Job ID: Job XCP copy 2023-06-13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume

Index: {source: hdfs:///user/demo, target: s3://bucket/

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (3.70 KiB/s), 188 out (153/s), 1s.

9 reviewed, 6.81 KiB in (5.52 KiB/s), 2.30 KiB out (1.87 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (8.19 KiB/s), 2.44 KiB out (1.83
KiB/s), 1s.

15,008 scanned*, 1,643 copied*, 9 indexed*, 1.62 MiB s3.data.uploaded,
1,662

s3.copied.single.key.file, 1,662 s3.copied.file, 4.78 MiB in (969
KiB/s), 1.90 MiB out (385

KiB/s), 5s

15,008 scanned*, 4,897 copied*, 9 indexed*, 4.78 MiB s3.data.uploaded,
4,892

s3.copied.single.key.file, 4,892 s3.copied.file, 8.38 MiB in (735
KiB/s), 5.50 MiB out (737

KiB/s), 10s

15,008 scanned*, 8,034 copied*, 9 indexed*, 7.86 MiB s3.data.uploaded,
8,048

s3.copied.single.key.file, 8,048 s3.copied.file, 11.8 MiB in (696
KiB/s), 9.02 MiB out (708

KiB/s), 15s

15,008 scanned*, 11,243 copied*, 9 indexed*, 11.0 MiB s3.data.uploaded,
11,258

s3.copied.single.key.file, 11,258 s3.copied.file, 15.3 MiB in (709
KiB/s), 12.6 MiB out (724

KiB/s), 20s

15,008 scanned*, 14,185 copied*, 9 indexed*, 13.9 MiB s3.data.uploaded,
14,195

s3.copied.single.key.file, 14,195 s3.copied.file, 18.6 MiB in (662
KiB/s), 15.9 MiB out (660

KiB/s), 25s

Xcp command : xcp resume -s3.noverify -id XCP copy 2023-06-

13 11.32.47.743708

Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
s3.data.uploaded,

14,996 s3.copied.single.key.file, 14,996 s3.copied.file



Speed : 19.2 MiB in (736 KiB/s), 17.1 MiB out (657 KiB/s)

Total Time : 26s.

Migration ID: XCP copy 2023-06-13 11.32.47.743708

Job ID : Job XCP copy 2023-06-13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-
13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume.log

STATUS : PASSED

A3
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xcp verify <source NFS export path> <destination NFS exportpath>
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[root@localhost linux]# ./xcp verify <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

04 23.54.40.893449

32,493 scanned, 11,303 found, 7,100 compared, 7,100 same data, 374 MiB
in (74.7 MiB/s), 4.74 MiB

out (971 KiB/s), b5s

40,109 scanned, 24,208 found, 18,866 compared, 18,866 same data, 834
MiB in (91.5 MiB/s), 10.5

MiB out (1.14 MiB/s), 10s

56,030 scanned, 14,623 indexed, 33,338 found, 27,624 compared, 27,624
same data, 1.31 GiB in

(101 MiB/s), 15.9 MiB out (1.07 MiB/s), 15s

73,938 scanned, 34,717 indexed, 45,583 found, 38,909 compared, 38,909
same data, 1.73 GiB in

(86.3 MiB/s), 22.8 MiB out (1.38 MiB/s), 20s

76,308 scanned, 39,719 indexed, 61,810 found, 54,885 compared, 54,885
same data, 2.04 GiB in

(62.8 MiB/s), 30.2 MiB out (1.48 MiB/s), 25s

103,852 scanned, 64,606 indexed, 77,823 found, 68,301 compared, 68,301
same data, 2.31 GiB in

(56.0 MiB/s), 38.2 MiB out (1.60 MiB/s), 30s

110,047 scanned, 69,579 indexed, 89,082 found, 78,794 compared, 78,794
same data, 2.73 GiB in

(85.6 MiB/s), 43.6 MiB out (1.06 MiB/s), 35s

113,871 scanned, 79,650 indexed, 99,657 found, 89,093 compared, 89,093
same data, 3.23 GiB in

(103 MiB/s), 49.3 MiB out (1.14 MiB/s), 40s

125,092 scanned, 94,616 indexed, 110,406 found, 98,369 compared, 98,369
same data, 3.74 GiB in

(103 MiB/s), 55.0 MiB out (1.15 MiB/s), 45s

134,630 scanned, 104,764 indexed, 120,506 found, 106,732 compared,
106,732 same data, 4.23 GiB

in (99.9 MiB/s), 60.4 MiB out (1.05 MiB/s), 50s

134,630 scanned, 114,823 indexed, 129,832 found, 116,198 compared,
116,198 same data, 4.71 GiB

in (97.2 MiB/s), 65.5 MiB out (1.04 MiB/s), 55s

Xcp command : xcp verify <IP address of NFS server>:/source vol <IP
address of destination NF'S

server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%



(data,
different item,
4.95 GiB in
Total Time 58s.
STATUS : PASSED

verified
0 error

Speed :

TRIY verify S8 ERAA o

§gsE -stats

ER:% -csv

E®% -nodata

ER=% -noattit

E%:8 -nomods

E%:8 -mtimeWindow

ERsE -v

E®5% -nonames

ER8 -MATCH

<<nfs_verify_bs,B&:& -BS ; n[k]>
<<nfs_verify_parallel, 558 -parallel ; n>
<<nfs_verify_dircount,B&s% -dircount ; n[k]>
E®:% -nold

ER:% -preserve-atime

E&35 -s3.insecure

<<nfs_verify_s3 endpoint,5&:% -s3.Endpoint ;

s3_Endpoint URL>

<<nfs_verify_s3_profile, k&% -s3.profile ; profile %#&

>

E%:8 -s3.noverify

I un%ﬁ -stats j]lzl" un%ﬁ -Csv

attrs, mods),

(86.4 MiB/s), 69.2 MiB out

(1.18 MiB/s)
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[root@localhost linux]# ./xcp verify -stats
<source ip address>:/source vol <destination ip address>:/dest vol

228,609 scanned, 49.7 MiB in (9.93 MiB/s), 3.06 MiB out (625 KiB/s), 5s
== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
235 73,916 43,070 4,020 129 15

same same same same same same

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K

3

same

10,300

same

2,727

same

67

same

11

same

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100

47,120

same

79,772

same

7,608

same

130

same

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
15

same 116,121

same 5,249

same

Total count: 134,630 / same

Directories: 13,108 / same

Regular files: 121,385 / same

Symbolic links: 137 / same

Special files: None / same

Hard links: None / same, Multilink files: None / same
Xcp command : xcp verify -stats <source ip address>:/source vol



<<destination ip address>:/dest vol

269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.44 MiB/s), 3.94 MiB out
Total Time : 7s.

STATUS : PASSED

EIA

98

xcp verify -csv <source ip address>:/source vol
<destination ip address>:/dest vol

(506 KiB/s)
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[root@localhost linux]# ./xcp verify -csv
<source ip address>:/source vol <destination ip address>:/dest vol

222,028 scanned, 48.2 MiB in (9.63 MiB/s), 2.95 MiB out (603 KiB/s), 5s
== Number of files ==

empty

235

same <8KiB 73,916

same 8-64KiB

43,070

same 64KiB-1MiB

4,020

same 1-10MiB

129

same 10-100MiB >100MiB
15

same

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
3

same 10,300
same 2,727
same 67
same 11
same

== Depth ==
0-5

6-10

11-15

16-20

21-100

>100

47,120

same 79,772
same 7,608
same 130
same

== Modified ==
>1 year >1 month
1-31 days

1-24 hrs

<1 hour

<15 mins



A

future
15
same 121,370

same

Total count: 134,630 / same Directories: 13,108 / same Regular files:
121,385 / same Symbolic links: 137 / same Special files: None / same
Hard links: None / same, Multilink files: None / same

Xcp command : xcp verify -csv <source ip address>:/source vol
<destination ip address>:/dest vol
269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.53 MiB/s), 3.94 MiB out (512 KiB/s) Total Time
7s.
STATUS : PASSED

xcp verify -stats -csv <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -stats -csv <IP address of source
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

224,618 scanned, 48.7 MiB in (9.54 MiB/s), 2.98 MiB out (597 KiB/s), 5s
== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
235 73,916 43,070 4,020 129 15

same same same same same same

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K

3

same

10,300

same

2,727

same

67

same

11

same

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100

47,120

same

79,772

same

7,608

same

130

same

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
15

same 121,370

same

Total count: 134,630 / same

Directories: 13,108 / same

Regular files: 121,385 / same

Symbolic links: 137 / same

Special files: None / same

Hard links: None / same, Multilink files: None / same
Xcp command : xcp verify -stats -csv <IP address of source NFS
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%35 -nodata

server>:/source vol <IP

address of destination NFS server>:/dest vol

269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.49 MiB/s), 3.94 MiB out (509 KiB/s)
Total Time : 7s.

STATUS : PASSED

£ -nodata ¥ verify IEEAMBEENIIHFZ ©

EIA

xcp verify -nodata <source ip address>:/source vol

<destination ip address>:/dest vol

mEREEH

102

[root@localhost linux]# ./xcp verify -nodata <IP address of source NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xCcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.18.01.159115

70,052 scanned, 29,795 indexed, 43,246 found, 25.8 MiB in (5.14 MiB/s),
9.39 MiB out

(1.87 MiB/s), 5s

117,136 scanned, 94,723 indexed, 101,434 found, 50.3 MiB in (4.90
MiB/s), 22.4 MiB out (2.60

MiB/s), 10s

Xcp command : xcp verify -nodata <IP address of source NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (attrs, mods), O

different item, 0 error

Speed : 62.7 MiB in (4.65 MiB/s), 30.2 MiB out (2.24MiB/s)

Total Time : 13s.

STATUS : PASSED



EREE -noattit
£ -noattrs B# verify IEEFBEBMENGS ©

2R
E=

xcp verify -noattrs <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@localhost linux]#

server>:/source_vol <IP address

of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified,

autoname verify 2020-03-05 02.19.14.011569

40,397 scanned, 9,917 found,

4,249 compared,

in (41.6 MiB/s), 3.78 MiB

out (764 KiB/s), 5s

40,397 scanned, 14,533 found, 8,867 compared,
in (52.9 MiB/s), 6.06 MiB

out (466 KiB/s), 10s

40,397 scanned, 20,724 found, 15,038 compared
MiB in (67.0 MiB/s), 9.13

MiB out (628 KiB/s), 15s

40,397 scanned, 25,659 found, 19,928 compared
GiB in (46.6 MiB/s), 11.5

MiB out (477 KiB/s), 20s

40,397 scanned, 30,535 found, 24,803 compared
GiB in (62.0 MiB/s), 14.0

MiB out (513 KiB/s), 25s

75,179 scanned, 34,656 indexed, 39,727 found,
same data, 1.58 GiB in

(53.4 MiB/s), 20.1 MiB out (1.22 MiB/s), 30s
75,179 scanned, 34,656 indexed, 47,680 found,
same data, 1.74 GiB in

(32.3 MiB/s), 23.6 MiB out (717 KiB/s), 35s
75,179 scanned, 34,656 indexed, 58,669 found,
same data, 1.93 GiB in

(37.9 MiB/s), 28.4 MiB out (989 KiB/s), 40s
78,097 scanned, 39,772 indexed, 69,343 found,
same data, 2.12 GiB in

(39.0 MiB/s), 33.4 MiB out (1015 KiB/s), 45s

110,213 scanned,
same data, 2.37 GiB in

(51.3 MiB/s), 39.3 MiB out
110,213 scanned,
same data, 2.65 GiB in

(57.8 MiB/s), 42.3 MiB out
110,213 scanned,
same data, 2.93 GiB in

(56.1 MiB/s), 45.8 MiB out
110,213 scanned,

69,593 indexed,

69,593 indexed,

69,593 indexed,

69,593 indexed,

80,049 found

(1.18 MiB/s), 50s
86,233 found

(612 KiB/s), 5b5s
93,710 found

(705 KiB/s), 1mOs
99,700 found

./xcp verify -noattrs <IP address of source NFS

creating one with name:

4,249 same data, 211 MiB

8,867 same data, 475 MiB

, 15,038 same data, 811

, 19,928 same data, 1.02

, 24,803 same data, 1.32

32,595 compared, 32,595

40,371 compared, 40,371

51,524 compared, 51,524

61,858 compared, 61,858

, 69,565 compared, 69,565

, 15,727 compared, 75,727

, 83,218 compared, 83,218

, 89,364 compared, 89,364



same data, 3.20 GiB in
(56.9 MiB/s), 48.7 MiB out (593 KiB/s),

1m5s

124,888 scanned, 94,661 indexed, 107,509 found,

same data, 3.54 GiB in

(68.6 MiB/s), 53.5 MiB out (1000 KiB/s),

Iml0s

134,630 scanned, 104,739 indexed, 116,494 found,

102,792 same data, 3.94 GiB

in (81.7 MiB/s), 58.2 MiB out (949 KiB/s),

Iml5s

134,630 scanned, 104,739 indexed, 123,475 found,

109,601 same data, 4.28 GiB

in (70.0 MiB/s), 61.7 MiB out (711 KiB/s),

Im20s

134,630 scanned, 104,739 indexed, 129,354 found,

115,295 same data, 4.55 GiB

in (55.3 MiB/s), 64.5 MiB out (572 KiB/s),

Xcp command
server>:/source vol <IP address

of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found
verified (data, mods), O

different item, 0 error

Speed 4.95 GiB in (56.5 MiB/s), 69.2 MiB out
Total Time 1m29s.
STATUS PASSED

E&Z5 -nomods

{8 -nomods B# verify IEE MEEIERENFFBNG S ©

A

xcp verify -nomods <source ip address>:/source vol

<destination ip address>:/dest vol

1m25s

xcp verify -noattrs <IP address of

95,304 compared,

102,792 compared,

109,601 compared,

115,295 compared,

source NFS

(121,150 have data), 100%

(789 KiB/s)

95,304
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[root@localhost linux]# ./xcp verify -nomods <IP address of NFS
server>:/source vol <IP address of
destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.22.33.738593

40,371 scanned, 10,859 found, 5,401 compared, 5,401 same data, 296 MiB
in (59.1 MiB/s), 4.29 MiB

out (876 KiB/s), 5s

40,371 scanned, 22,542 found, 17,167 compared, 17,167 same data, 743
MiB in (88.9 MiB/s), 9.67

MiB out (1.07 MiB/s), 10s

43,521 scanned, 4,706 indexed, 32,166 found, 26,676 compared, 26,676
same data, 1.17 GiB in

(91.3 MiB/s), 14.5 MiB out (996 KiB/s), 15s

70,260 scanned, 29,715 indexed, 43,680 found, 37,146 compared, 37,146
same data, 1.64 GiB in

(96.0 MiB/s), 21.5 MiB out (1.38 MiB/s), 20s

75,160 scanned, 34,722 indexed, 60,079 found, 52,820 compared, 52,820
same data, 2.01 GiB in

(74.4 MiB/s), 29.1 MiB out (1.51 MiB/s), 25s

102,874 scanned, 69,594 indexed, 77,322 found, 67,907 compared, 67,907
same data, 2.36 GiB in

(71.2 MiB/s), 38.3 MiB out (1.85 MiB/s), 30s

110,284 scanned, 69,594 indexed, 89,143 found, 78,952 compared, 78,952
same data, 2.82 GiB in

(92.8 MiB/s), 43.9 MiB out (1.08 MiB/s), 35s

112,108 scanned, 79,575 indexed, 100,228 found, 89,856 compared, 89,856
same data, 3.25 GiB in

(89.3 MiB/s), 49.6 MiB out (1.15 MiB/s), 40s

128,122 scanned, 99,743 indexed, 111,358 found, 98,663 compared, 98,663
same data, 3.80 GiB in

(112 MiB/s), 55.8 MiB out (1.24 MiB/s), 45s

134,630 scanned, 104,738 indexed, 123,253 found, 109,472 compared,
109,472 same data, 4.36 GiB

in (114 MiB/s), 61.7 MiB out (1.16 MiB/s), 50s

134,630 scanned, 119,809 indexed, 133,569 found, 120,008 compared,
120,008 same data, 4.94 GiB

in (115 MiB/s), 67.8 MiB out (1.20 MiB/s), 55s]

Xcp command : xcp verify -nomods <IP address of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%



verified (data, attrs), O

different item, 0 error

Speed : 4.95 GiB in (90.5 MiB/s), 69.2 MiB out (1.24 MiB/s)
Total Time : 56s.

STATUS : PASSED

E3:8 -mtimeWindow <s>
£ -mtimewindow <s> B# verify ap<LUIEE RTINS EELUEITEREE ©

=3
ag 7/

xcp verify -mtimewindow <s> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -mtimewindow 2 <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

108

autoname verify 2020-03-
06 02.26.03.797492
27,630 scanned,

in (64.1 MiB/s), 3.91 MiB

out (798 KiB/s), b5s

38,478 scanned, 19,840 found, 14,776 compared, 14,776 same data, 811
MiB in (97.8 MiB/s), 8.86

MiB out (1012 KiB/s), 10s

55,304 scanned, 14,660 indexed, 29,893 found, 23,904 compared, 23,904
same data, 1.33 GiB in

(109 MiB/s), 14.6 MiB out (1.14 MiB/s), 15s

64,758 scanned, 24,700 indexed, 43,133 found, 36,532 compared, 36,532
same data, 1.65 GiB in

(65.3 MiB/s), 21.0 MiB out (1.28 MiB/s), 20s

75,317 scanned, 34,655 indexed, 56,020 found, 48,942 compared, 48,942
same data, 2.01 GiB in

(72.5 MiB/s), 27.4 MiB out (1.25 MiB/s), 25s

95,024 scanned, 54,533 indexed, 70,675 found, 61,886 compared, 61,886
same data, 2.41 GiB in

(81.3 MiB/s), 34.9 MiB out (1.49 MiB/s), 30s

102,407 scanned, 64,598 indexed, 85,539 found, 76,158 compared, 76,158
same data, 2.74 GiB in

(67.3 MiB/s), 42.0 MiB out (1.42 MiB/s), 35s

113,209 scanned, 74,661 indexed, 97,126 found, 86,525 compared, 86,525
same data, 3.09 GiB in

(72.6 MiB/s), 48.0 MiB out (1.19 MiB/s), 40s

125,040 scanned, 84,710 indexed, 108,480 found, 96,253 compared, 96,253

same data, 3.51 GiB in

(84.0 MiB/s), 53.6 MiB out
132,726 scanned,
103,740 same data,
(108 MiB/s), 58.4 MiB out
134,633 scanned,
112,978 same data,
(97.6 MiB/s),
134,633 scanned,
120,779 same data,
(86.5 MiB/s),
Xcp command

in

in

9,430 found,

99,775 indexed,
4.04 GiB in

(986 KiB/s),
109,756 indexed,
4.52 GiB

63.6 MiB out
129,807 indexed,
4.95 GiB

68.8 MiB out
xcp verify -mtimewindow 2 <IP address of NFS

5,630 compared, 5,

(1.10 MiB/s), 45s

117,252 found,

50s

(1.03 MiB/s),

(1.02 MiB/s),

126,700 found,

55s
134,302 found,

630 same data, 322 MiB

103,740 compared,

112,978 compared,

120,779 compared,

1ImOs



server>:/source vol <IP address of destination NFS server>:/dest vol
134,633 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (83.6 MiB/s), 69.2 MiB out (1.14 MiB/s)

Total Time : 1mOs.

STATUS : PASSED

EgsE -v W EREE -l
FH -v Ml 1 W verify ap T UHREE HARTL ~ W5 H B IRAVERIER o
27

xcp verify -v <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@Rlocalhost linux]# ./xcp verify -v <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.26.30.055115

32,349 scanned, 10,211 found, 5,946 compared, 5,946 same data, 351 MiB
in (70.1 MiB/s), 4.27 MiB

out (872 KiB/s), 5s

40,301 scanned, 21,943 found, 16,619 compared, 16,619 same data, 874
MiB in (104 MiB/s), 9.74

MiB out (1.09 MiB/s), 10s

52,201 scanned, 14,512 indexed, 33,173 found, 27,622 compared, 27,622
same data, 1.35 GiB in

(102 MiB/s), 16.0 MiB out (1.24 MiB/s), 15s

70,886 scanned, 34,689 indexed, 46,699 found, 40,243 compared, 40,243
same data, 1.77 GiB in

(86.2 MiB/s), 23.3 MiB out (1.47 MiB/s), 20s

80,072 scanned, 39,708 indexed, 63,333 found, 55,743 compared, 55,743
same data, 2.04 GiB in

(55.4 MiB/s), 31.0 MiB out (1.54 MiB/s), 25s

100,034 scanned, 59,615 indexed, 76,848 found, 67,738 compared, 67,738
same data, 2.35 GiB in

(61.6 MiB/s), 37.6 MiB out (1.31 MiB/s), 30s

110,290 scanned, 69,597 indexed, 88,493 found, 78,203 compared, 78,203
same data, 2.75 GiB in

(81.7 MiB/s), 43.4 MiB out (1.14 MiB/s), 35s

116,829 scanned, 79,603 indexed, 102,105 found, 90,998 compared, 90,998
same data, 3.32 GiB in

(117 MiB/s), 50.3 MiB out (1.38 MiB/s), 40s

59

128,954 scanned, 94,650 indexed, 114,340 found, 101,563 compared,
101,563 same data, 3.91 GiB in

(121 MiB/s), 56.8 MiB out (1.30 MiB/s), 45s

134,630 scanned, 109,858 indexed, 125,760 found, 112,077 compared,
112,077 same data, 4.41 GiB

in (99.9 MiB/s), 63.0 MiB out (1.22 MiB/s), 50s

Xcp command : xcp verify -v <IP address of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (91.7 MiB/s), 69.2 MiB out (1.25 MiB/s)

Total Time : 55s.

STATUS : PASSED

1M



EA

xcp verify -1 <source ip address>:/source vol
<destination ip address>:/dest vol

112



&

[root@localhost linux]# ./xcp verify -1 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.27.58.969228

32,044 scanned, 11,565 found, 7,305 compared, 7,305 same data, 419 MiB
in (83.7 MiB/s), 4.93 MiB

out (1008 KiB/s), b5s

40,111 scanned, 21,352 found, 16,008 compared, 16,008 same data, 942
MiB in (104 MiB/s), 9.64

MiB out (962 KiB/s), 10s

53,486 scanned, 14,677 indexed, 30,840 found, 25,162 compared, 25,162
same data, 1.34 GiB in

(86.4 MiB/s), 15.0 MiB out (1.07 MiB/s), 15s

71,202 scanned, 34,646 indexed, 45,082 found, 38,555 compared, 38,555
same data, 1.72 GiB in

(76.7 MiB/s), 22.5 MiB out (1.51 MiB/s), 20s

75,264 scanned, 34,646 indexed, 60,039 found, 53,099 compared, 53,099
same data, 2.00 GiB in

(58.5 MiB/s), 29.1 MiB out (1.30 MiB/s), 25s

95,205 scanned, 54,684 indexed, 76,004 found, 67,054 compared, 67,054
same data, 2.34 GiB in

(67.5 MiB/s), 37.0 MiB out (1.57 MiB/s), 30s

110,239 scanned, 69,664 indexed, 87,892 found, 77,631 compared, 77,631
same data, 2.78 GiB in

(89.7 MiB/s), 43.2 MiB out (1.23 MiB/s), 35s

115,192 scanned, 79,627 indexed, 100,246 found, 89,450 compared, 89,450
same data, 3.22 GiB in

(90.0 MiB/s), 49.4 MiB out (1.24 MiB/s), 40s

122,694 scanned, 89,740 indexed, 109,158 found, 97,422 compared, 97,422
same data, 3.65 GiB in

(89.4 MiB/s), 54.2 MiB out (978 KiB/s), 45s

134,630 scanned, 104,695 indexed, 119,683 found, 106,036 compared,
106,036 same data, 4.17 GiB

in (105 MiB/s), 59.9 MiB out (1.11 MiB/s), 50s

134,630 scanned, 109,813 indexed, 129,117 found, 115,432 compared,
115,432 same data, 4.59 GiB

in (86.1 MiB/s), 64.7 MiB out (979 KiB/s), 55s

Xcp command : xcp verify -1 <IP address of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

113



different item, 0 error

Speed : 4.95 GiB in (84.9 MiB/s), 69.2 MiB out (l1.16 MiB/s)
Total Time : 59s.

STATUS : PASSED
A

xcp verify -v -1 <source ip address>:/source vol
<destination ip address>:/dest vol

114



&

[root@localhost linux]# ./xcp verify -v -1 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.30.00.952454

24,806 scanned, 8,299 found, 4,817 compared, 4,817 same data, 296 MiB
in (59.1 MiB/s), 3.44 MiB

out (704 KiB/s), b5s

39,720 scanned, 20,219 found, 14,923 compared, 14,923 same data, 716
MiB in (84.0 MiB/s), 8.78

MiB out (1.07 MiB/s), 10s

44,395 scanned, 9,648 indexed, 29,851 found, 24,286 compared, 24,286
same data, 1.20 GiB in (102

MiB/s), 14.0 MiB out (1.05 MiB/s), 15s

62,763 scanned, 24,725 indexed, 40,946 found, 34,760 compared, 34,760
same data, 1.69 GiB in

(101 MiB/s), 20.2 MiB out (1.24 MiB/s), 20s

76,181 scanned, 39,708 indexed, 57,566 found, 50,595 compared, 50,595
same data, 1.98 GiB in

(58.7 MiB/s), 28.3 MiB out (1.61 MiB/s), 25s

90,411 scanned, 49,594 indexed, 73,357 found, 64,912 compared, 64,912
same data, 2.37 GiB in

(79.0 MiB/s), 35.8 MiB out (1.48 MiB/s), 30s

110,222 scanned, 69,593 indexed, 87,733 found, 77,466 compared, 77,466
same data, 2.77 GiB in

(80.5 MiB/s), 43.1 MiB out (1.45 MiB/s), 35s

116,417 scanned, 79,693 indexed, 100,053 found, 89,258 compared, 89,258
same data, 3.23 GiB in

(94.3 MiB/s), 49.4 MiB out (1.26 MiB/s), 40s

122,224 scanned, 89,730 indexed, 111,684 found, 100,059 compared,
100,059 same data, 3.83 GiB in

(123 MiB/s), 55.5 MiB out (1.22 MiB/s), 45s

134,630 scanned, 109,758 indexed, 121,744 found, 108,152 compared,
108,152 same data, 4.36 GiB

in (107 MiB/s), 61.3 MiB out (1.14 MiB/s), 50s

134,630 scanned, 119,849 indexed, 131,678 found, 118,015 compared,
118,015 same data, 4.79 GiB

in (87.2 MiB/s), 66.7 MiB out (1.08 MiB/s), 55s

Xcp command : xcp verify -v -1 <IP address of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%

verified (data, attrs, mods), O

115



different item, 0 error

Speed : 4.95 GiB in (87.6 MiB/s), 69.2 MiB out (1.20 MiB/s)
Total Time : 57s.
STATUS : PASSED

E&zE -nonames
fEF -nonames 2% verify {ERBEHREPHREREMEHERBIGS
ik

xcp verify -nonames <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -nonames <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.03.58.173082

30,728 scanned, 9,242 found, 5,248 compared, 5,248 same data, 363 MiB
in (72.6 MiB/s), 3.93 MiB

out (805 KiB/s), 5s

40,031 scanned, 20,748 found, 15,406 compared, 15,406 same data, 837
MiB in (94.5 MiB/s), 9.19

MiB out (1.05 MiB/s), 10s

50,859 scanned, 9,668 indexed, 32,410 found, 26,305 compared, 26,305
same data, 1.30 GiB in

(99.5 MiB/s), 15.2 MiB out (1.20 MiB/s), 15s

73,631 scanned, 34,712 indexed, 45,362 found, 38,567 compared, 38,567
same data, 1.75 GiB in

(92.2 MiB/s), 22.6 MiB out (1.49 MiB/s), 20s

82,931 scanned, 44,618 indexed, 59,988 found, 52,270 compared, 52,270
same data, 2.08 GiB in

(66.7 MiB/s), 29.6 MiB out (1.39 MiB/s), 25s

96,691 scanned, 59,630 indexed, 77,567 found, 68,573 compared, 68,573
same data, 2.50 GiB in

(85.2 MiB/s), 38.2 MiB out (1.73 MiB/s), 30s

110,763 scanned, 74,678 indexed, 92,246 found, 82,010 compared, 82,010
same data, 2.93 GiB in

(88.8 MiB/s), 45.5 MiB out (1.45 MiB/s), 35s

120,101 scanned, 79,664 indexed, 105,420 found, 94,046 compared, 94,046
same data, 3.47 GiB in

(110 MiB/s), 51.9 MiB out (1.27 MiB/s), 40s

131,659 scanned, 99,780 indexed, 116,418 found, 103,109 compared,
103,109 same data, 4.05 GiB in

(120 MiB/s), 58.1 MiB out (1.25 MiB/s), 45s

134,630 scanned, 114,770 indexed, 127,154 found, 113,483 compared,
113,483 same data, 4.54 GiB

in (100 MiB/s), 64.1 MiB out (1.20 MiB/s), 50s

Xcp command : xcp verify -nonames <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (92.5 MiB/s), 69.2 MiB out (1.26 MiB/s)

Total Time : 54s.

STATUS : PASSED



ERsE <filter> 2R
fF -match <filter> 8# verify ERRIREIAT ISR ERTRUE R B 8 < ©

TR
E=

xcp verify -match bin <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -match bin <IP address of NFS
server>:/source_vol <IP address
of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.16.46.005121

32,245 scanned, 25,000 matched, 10,657 found, 6,465 compared, 6,465
same data, 347 MiB in (69.4

MiB/s), 4.44 MiB out (908 KiB/s), 5s

40,306 scanned, 35,000 matched, 21,311 found, 15,969 compared, 15,969
same data, 850 MiB in (101

MiB/s), 9.44 MiB out (1024 KiB/s), 10s

55,582 scanned, 45,000 matched, 14,686 indexed, 31,098 found, 25,293
compared, 25,293 same data,

1.33 GiB in (102 MiB/s), 15.1 MiB out (1.12 MiB/s), 15s

75,199 scanned, 65,000 matched, 34,726 indexed, 45,587 found, 38,738
compared, 38,738 same data,

1.72 GiB in (77.9 MiB/s), 22.7 MiB out (1.52 MiB/s), 20s

78,304 scanned, 70,000 matched, 39,710 indexed, 61,398 found, 54,232
compared, 54,232 same data,

2.08 GiB in (75.0 MiB/s), 30.0 MiB out (1.45 MiB/s), 25s

102,960 scanned, 95,000 matched, 69,682 indexed, 78,351 found, 69,034
compared, 69,034 same

data, 2.43 GiB in (71.9 MiB/s), 38.8 MiB out (1.76 MiB/s), 30s
110,344 scanned, 105,000 matched, 69,682 indexed, 93,873 found, 83,637
compared, 83,637 same

data, 2.85 GiB in (84.2 MiB/s), 45.6 MiB out (1.36 MiB/s), 35s
121,459 scanned, 120,000 matched, 84,800 indexed, 107,012 found, 95,357
compared, 95,357 same

data, 3.30 GiB in (92.8 MiB/s), 52.3 MiB out (1.33 MiB/s), 40s
130,006 scanned, 125,000 matched, 94,879 indexed, 115,077 found,
102,104 compared, 102,104 same

data, 3.97 GiB in (136 MiB/s), 57.2 MiB out (1001 KiB/s), 45s

134,630 scanned, 134,630 matched, 109,867 indexed, 125,755 found,
112,025 compared, 112,025 same

data, 4.53 GiB in (115 MiB/s), 63.2 MiB out (1.20 MiB/s), 50s

Xcp command : xcp verify -match bin <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 134,630 matched, 100% found (121,150 have data), 100%
verified (data, attrs,

mods), O different item, 0 error

Speed : 4.95 GiB in (92.2 MiB/s), 69.2 MiB out (1.26 MiB/s)

Total Time : 54s.

STATUS : PASSED
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Iﬁ%ﬁ 'Bs <n>
M -bs <n> B verify IEEBERBIRA/NREGS © FERER 64k ©

R
E=

xcp verify -bs 32k <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@localhost linux]#

./xcp verify -bs 32k <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified,

autoname verify 2020-03-
05 04.20.19.266399
29,742 scanned, 9,939 found,

5,820 compared,

creating one with name:

5,820 same data, 312 MiB

in (62.3 MiB/s), 4.58 MiB

out (938 KiB/s), b5s

40,156 scanned, 20,828 found, 15,525 compared, 15,525 same data, 742
MiB in (85.0 MiB/s), 10.2

MiB out (1.10 MiB/s), 10s

41,906 scanned, 9,846 indexed, 30,731 found, 25,425 compared, 25,425
same data, 1.14 GiB in

(85.6 MiB/s), 16.1 MiB out (1.18 MiB/s), 15s

66,303 scanned, 29,712 indexed, 42,861 found, 36,708 compared, 36,708
same data, 1.61 GiB in

(94.9 MiB/s), 23.7 MiB out (1.53 MiB/s), 20s

70,552 scanned, 34,721 indexed, 58,157 found, 51,528 compared, 51,528
same data, 1.96 GiB in

(73.0 MiB/s), 31.4 MiB out (1.53 MiB/s), 25s

100,135 scanned, 59,611 indexed, 76,047 found, 66,811 compared, 66,811
same data, 2.29 GiB in

(66.3 MiB/s), 40.7 MiB out (1.82 MiB/s), 30s

105,951 scanned, 69,665 indexed, 90,022 found, 80,330 compared, 80,330
same data, 2.71 GiB in

(85.3 MiB/s), 48.1 MiB out (1.49 MiB/s), 35s

113,440 scanned, 89,486 indexed, 101,634 found, 91,152 compared, 91,152
same data, 3.19 GiB in

(97.8 MiB/s), 55.4 MiB out (1.45 MiB/s), 40s

128,693 scanned, 94,484 indexed, 109,999 found, 97,319 compared, 97,319
same data, 3.59 GiB in

(82.6 MiB/s), 60.2 MiB out (985 KiB/s), 45s

134,630 scanned, 94,484 indexed,
105,402 same data, 3.98 GiB in

(78.3 MiB/s), 65.1 MiB out
134,630 scanned,
113,774 same data, 4.49 GiB
(103 MiB/s), 70.8 MiB out
Xcp command

in

(986 KiB/s),
104,656 indexed,

(1.15 MiB/s),
xcp verify -bs 32k <IP address of NFS server>:/source vol

119,203 found, 105,402 compared,

50s

127,458 found, 113,774 compared,

55s

<IP address of destination NFS server>:/dest vol

134,630 scanned,
(data,

100%
mods), O

0 matched,

verified attrs,

found (121,150 have data), 100%
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different item, 0 error

Speed : 4.96 GiB in (84.5 MiB/s), 77.5 MiB out (1.29 MiB/s)
Total Time : 1mOs.

STATUS : PASSED

EB58 1T <n>
fEH -parallel <n> B verify T LIEE LTI REIRREFHNRAHE -
B

xcp verify -parallel <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -parallel 2 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.35.10.356405

15,021 scanned, 6,946 found, 4,869 compared, 4,869 same data, 378 MiB
in (74.5 MiB/s), 3.24 MiB

out (654 KiB/s), b5s

25,165 scanned, 9,671 indexed, 15,945 found, 12,743 compared, 12,743
same data, 706 MiB in (65.4

MiB/s), 7.81 MiB out (934 KiB/s), 10s

35,367 scanned, 19,747 indexed, 24,036 found, 19,671 compared, 19,671
same data, 933 MiB in

(45.3 MiB/s), 11.9 MiB out (827 KiB/s), 15s

45,267 scanned, 29,761 indexed, 32,186 found, 26,909 compared, 26,909
same data, 1.38 GiB in

(94.6 MiB/s), 16.5 MiB out (943 KiB/s), 20s

55,690 scanned, 39,709 indexed, 40,413 found, 34,805 compared, 34,805
same data, 1.69 GiB in

(62.8 MiB/s), 20.9 MiB out (874 KiB/s), 25s

55,690 scanned, 39,709 indexed, 48,325 found, 42,690 compared, 42,690
same data, 1.88 GiB in

(38.1 MiB/s), 24.3 MiB out (703 KiB/s), 31s

65,002 scanned, 49,670 indexed, 57,872 found, 51,891 compared, 51,891
same data, 2.04 GiB in

(33.2 MiB/s), 29.0 MiB out (967 KiB/s), 36s

75,001 scanned, 59,688 indexed, 66,789 found, 60,291 compared, 60,291
same data, 2.11 GiB in

(14.8 MiB/s), 33.4 MiB out (883 KiB/s), 41ls

85,122 scanned, 69,690 indexed, 75,009 found, 67,337 compared, 67,337
same data, 2.42 GiB in

(62.3 MiB/s), 37.6 MiB out (862 KiB/s), 46s

91,260 scanned, 79,686 indexed, 82,097 found, 73,854 compared, 73,854
same data, 2.69 GiB in

(55.0 MiB/s), 41.4 MiB out (770 KiB/s), 51s

95,002 scanned, 79,686 indexed, 88,238 found, 79,707 compared, 79,707
same data, 2.99 GiB in

(60.7 MiB/s), 44.4 MiB out (608 KiB/s), 56s

105,002 scanned, 89,787 indexed, 96,059 found, 86,745 compared, 86,745
same data, 3.19 GiB in

(41.3 MiB/s), 48.4 MiB out (810 KiB/s), 1lmls

110,239 scanned, 99,872 indexed, 104,757 found, 94,652 compared, 94,652
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same data, 3.47 GiB in

(57.0 MiB/s), 52.7 MiB out (879 KiB/s), 1lmé6s

120,151 scanned, 104,848 indexed, 111,491 found, 100,317 compared,
100,317 same data, 3.95 GiB

in (97.2 MiB/s), 56.3 MiB out (733 KiB/s), 1mlls

130,068 scanned, 114,860 indexed, 119,867 found, 107,260 compared,
107,260 same data, 4.25 GiB

in (60.5 MiB/s), 60.6 MiB out (871 KiB/s), 1lmlés

134,028 scanned, 119,955 indexed, 125,210 found, 111,886 compared,
111,886 same data, 4.65 GiB

in (83.2 MiB/s), 63.7 MiB out (647 KiB/s), 1lm2ls

134,630 scanned, 129,929 indexed, 132,679 found, 119,193 compared,
119,193 same data, 4.93 GiB

in (56.8 MiB/s), 67.9 MiB out (846 KiB/s), 1lm26s

Xcp command : xcp verify -parallel 2 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

E&:E -dircount <n[k]>
fEH -dircount <n[k]> 8# verify ANEEENBZRINERK/NNSS o TEERES 64k ©
BN

xcp verify -dircount <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify —-dircount 32k <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.28.58.235953

32,221 scanned, 10,130 found, 5,955 compared, 5,955 same data, 312 MiB
in (62.1 MiB/s), 4.15 MiB

out (848 KiB/s), b5s

40,089 scanned, 21,965 found, 16,651 compared, 16,651 same data, 801
MiB in (97.5 MiB/s), 9.55

MiB out (1.07 MiB/s), 10s

51,723 scanned, 14,544 indexed, 33,019 found, 27,288 compared, 27,288
same data, 1.24 GiB in

(93.8 MiB/s), 15.6 MiB out (1.22 MiB/s), 15s

67,360 scanned, 34,733 indexed, 45,615 found, 39,341 compared, 39,341
same data, 1.73 GiB in

(100 MiB/s), 22.8 MiB out (1.43 MiB/s), 20s

82,314 scanned, 44,629 indexed, 63,276 found, 55,559 compared, 55,559
same data, 2.05 GiB in

(64.7 MiB/s), 31.0 MiB out (1.63 MiB/s), 25s

100,085 scanned, 59,585 indexed, 79,799 found, 70,618 compared, 70,618
same data, 2.43 GiB in

(77.2 MiB/s), 38.9 MiB out (1.57 MiB/s), 30s

110,158 scanned, 69,651 indexed, 93,005 found, 82,654 compared, 82,654
same data, 2.87 GiB in

(89.1 MiB/s), 45.4 MiB out (1.28 MiB/s), 35s

120,047 scanned, 79,641 indexed, 104,539 found, 93,226 compared, 93,226
same data, 3.40 GiB in

(108 MiB/s), 51.4 MiB out (1.20 MiB/s), 40s

130,362 scanned, 94,662 indexed, 114,193 found, 101,230 compared,
101,230 same data, 3.87 GiB in

(97.3 MiB/s), 56.7 MiB out (1.06 MiB/s), 45s

134,630 scanned, 104,789 indexed, 124,272 found, 110,547 compared,
110,547 same data, 4.33 GiB

in (94.2 MiB/s), 62.3 MiB out (1.12 MiB/s), 50s

134,630 scanned, 129,879 indexed, 133,227 found, 119,717 compared,
119,717 same data, 4.93 GiB

in (119 MiB/s), 68.2 MiB out (1.17 MiB/s), 55s

Xcp command : xcp verify -dircount 32k <IP address of NFS
server>:/source vol <IP address ofdestination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%

verified (data, attrs, mods), O
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different item, 0 error

Speed : 4.95 GiB in (89.3 MiB/s), 69.2 MiB out (1.22 MiB/s)
Total Time : 56s.

STATUS : PASSED

m un%ﬁ -nOId
£ -noId B¥ verify L LUEHETERERS BRI - FEREAR o
bk

xcp verify -nolId <source ip address>:/source vol
<destination ip address>:/dest vol

e

[rootRlocalhost linux]# ./xcp verify -noid <IP address of source NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

Job ID: Job 2024-04-22 07.19.41.825308 verify

49,216 scanned, 10,163 found, 9,816 compared, 9.59 KiB same data, 1.15
GiB in (234 MiB/s), 5.67 MiB out (1.13 MiB/s), 6s

49,615 scanned, 4,958 indexed, 27,018 found, 26,534 compared, 25.9 KiB
same data, 3.08 GiB in (390 MiB/s), 15.1 MiB out (1.86 MiB/s), 1lls

73,401 scanned, 34,884 indexed, 46,365 found, 45,882 compared, 44.8
KiB same data, 5.31 GiB in (420 MiB/s), 26.6 MiB out (2.12 MiB/s), 1l6s

80,867 scanned, 44,880 indexed, 63,171 found, 62,704 compared, 61.2
KiB same data, 7.23 GiB in (377 MiB/s), 36.2 MiB out (1.83 MiB/s), 21ls

83,102 scanned, 69,906 indexed, 79,587 found, 79,246 compared, 77.4
KiB same data, 9.13 GiB in (387 MiB/s), 46.0 MiB out (1.95 MiB/s), 26s

Xcp command : xcp verify 10.235.122.70:/source vol
10.235.122.86:/dest_vol

Stats : 83,102 scanned, 83,102 indexed, 100% found (82,980 have
data), 82,980 compared, 100% verified (data, attrs, mods)

Speed : 9.55 GiB in (347 MiB/s), 48.4 MiB out (1.72 MiB/s)
Total Time : 28s.

Job ID : Job 2024-04-22 07.19.41.825308 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2024-04-

22 07.19.41.825308 verify.log

STATUS : PASSED
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E%:% -preserve-atime

£ -preserve-atime ¥ verify LB EREREEREL ERFEHIBHA © o -preserve-atime

2HUERFIRHEER S XCP #EFEZATRENRIAE
B2

xcp verify -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol

e

[root@clientl linux]# ./xcp verify -preserve-atime
<IP address>:/source vol <destination IP address>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

XCP_verify 2022-06-

30 15.29.03.686503

xcp: Job ID: Job 2022-06-30 15.29.03.723260 verify

Xcp command : xcp verify -preserve-atime <IP address>:/source vol
<destination IP address>:/dest vol Stats

110 scanned, 110 indexed, 100% found (96 have data), 96 compared, 100%
verified (data, attrs,

mods)

Speed : 4.87 MiB in (3.02 MiB/s), 160 KiB out (99.4 KiB/s) Total Time
1s.

Job ID : Job 2022-06-30 15.29.03.723260 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

30 15.29.03.723260 verify.log STATUS

PASSED

%55 -s3.insecure
8 -s3.insecure B# verify s <A HTTP BV HTTPS 17 S3 EF&E&EH °
B

xcp verify -s3.insecure hdfs:///user/test s3://<bucket name>

129



&

[root@clientl linux]# ./xcp verify -s3.insecure hdfs://<HDFS source>
s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

08 09.04.33.301709

Job ID: Job 2023-06-08 09.04.33.301709 verify

Xcp command : xcp verify -s3.insecure hdfs://<HDFS source> s3://<s3-
bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (8.20 KiB/s), 90.8 KiB out (34.9 KiB/s)

Total Time : 2s.

Job ID : Job 2023-06-08 09.04.33.301709 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.04.33.301709 verify.log

STATUS : PASSED

E&:8 -S3.Endpoint <s3_endpoint_url>

M -s3.endpoint <s3 endpoint url> 8% verify m<LUIEER URL EXATERR AWS iHEE URL ~ UL
#E1T S3 BTREEE ©

A

xcp verify -s3.endpoint https://<endpoint url>: s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.endpoint https://<endpoint url>

hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:

XCP verify 2023-06-

13 11.20.48.203492

Job ID: Job 2023-06-13 11.20.48.203492 verify

2 scanned, 2 found, 9.55 KiB in (1.90 KiB/s), 12.5 KiB out (2.50
KiB/s), 5s

Xcp command : xcp verify -s3.endpoint https://<endpoint url>
hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (2.28 KiB/s), 91.1 KiB out (9.72 KiB/s)
Total Time : 9s.

Job ID : Job 2023-06-13 11.20.48.203492 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.20.48.203492 verify.log

STATUS : PASSED

E%:% -s3.profile <name>
£ s3.profile B# verify m< ~ # AWS 2B ERPIEEAN S3 REERBENIRTERE °
EEp

xcp verify -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

08 09.05.22.412914

Job ID: Job 2023-06-08 09.05.22.412914 verify

Xcp command : xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (6.52 KiB/s), 91.2 KiB out (27.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-06-08 09.05.22.412914 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.05.22.412914 verify.log

STATUS : PASSED

[root@clientl linux]# ./xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

08 09.20.53.763772

Job ID: Job 2023-06-08 09.20.53.763772 verify

Xcp command : xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url>

hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 25.3 KiB in (14.5 KiB/s), 93.7 KiB out (53.8 KiB/s)

Total Time : 1s.

Job ID : Job 2023-06-08 09.20.53.763772 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.20.53.763772 verify.log

STATUS : PASSED

Eg:8 -s3.noverify

fEF -s3.noverify 88 verify BNER S3 f#EFEENZ SSL /RETEREZNGMS o
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xcp verify -s3.noverify s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.noverify hdfs://<HDFS source>
s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

13 10.59.01.817044

Job ID: Job 2023-06-13 10.59.01.817044 verify

Xcp command : xcp verify -s3.noverify hdfs://<HDFS source> s3://<s3-
bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (5.84 KiB/s), 90.8 KiB out (24.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-06-13 10.59.01.817044 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 10.59.01.817044 verify.log

STATUS : PASSED

./xcp verify -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP_verify 2023-06-

13 11.29.00.543286

Job ID: Job 2023-06-13 11.29.00.543286 verify

15,009 scanned, 9 indexed, 1,194 found, 908 compared, 908 same data,
4.87 MiB in (980 KiB/s), 199 KiB

out (39.1 KiB/s), bs

15,009 scanned, 9 indexed, 2,952 found, 2,702 compared, 2.64 KiB same
data, 8.56 MiB in (745 KiB/s),

446 KiB out (48.7 KiB/s), 10s

15,009 scanned, 9 indexed, 4,963 found, 4,841 compared, 4.73 KiB same
data, 12.9 MiB in (873 KiB/s),

729 KiB out (55.9 KiB/s), 15s

15,009 scanned, 9 indexed, 6,871 found, 6,774 compared, 6.62 KiB same
data, 16.9 MiB in (813 KiB/s),

997 KiB out (53.4 KiB/s), 20s

15,009 scanned, 9 indexed, 8,653 found, 8,552 compared, 8.35 KiB same
data, 20.6 MiB in (745 KiB/s),

1.22 MiB out (49.3 KiB/s), 25s

15,009 scanned, 9 indexed, 10,436 found, 10,333 compared, 10.1 KiB same
data, 24.3 MiB in (754

KiB/s), 1.46 MiB out (49.8 KiB/s), 31s

15,009 scanned, 9 indexed, 12,226 found, 12,114 compared, 11.8 KiB same



data, 28.0 MiB in (751

KiB/s), 1.71 MiB out (49.7 KiB/s), 36s

15,009 scanned, 9 indexed, 14,005 found, 13,895 compared, 13.6

data, 31.7 MiB in (756

KiB/s), 1.95 MiB out (50.0 KiB/s), 41s

15,009 scanned, 9 indexed, 14,229 found, 14,067 compared, 13.7

data, 32.2 MiB in (102

KiB/s), 1.98 MiB out (6.25 KiB/s), 46s

Xcp command : xcp verify -s3.profile sg -s3.noverify -s3.endpoi
https://<endpoint url> <HDFS source> s3://<s3-bucket>

KiB same

KiB same

nt

Stats : 15,009 scanned, 15,009 indexed, 100% found (15,005 have data),

15,005 compared, 100%

verified (data)

Speed : 33.9 MiB in (724 KiB/s), 2.50 MiB out (53.5 KiB/s)
Total Time : 47s.

Job ID : Job 2023-06-13 11.29.00.543286 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.29.00.543286 verify.log

STATUS : PASSED

chmod

XCP NFS chmod 85 2 SR M E BIEE BB AGEPFIAIERMIESREER o T chmod J &3

LTHEEEAHSIE - NFS HADL POSIX BEMHAEE o XCP chmod 79 E
TERRISHIREIR - sp 9B SRS SAE « UkEHE PE TR -

AEA

xcp chmod -mode <value> <source NFS export path>
FETE

[root@user-1 linux]# ./xcp chmod -mode <IP address>:/source vol

Xcp command : xcp chmod -mode <IP address>://source vol
Stats : 6 scanned, 4 changed mode

Speed : 1.96 KiB in (2.13 KiB/s), 812 out (882/s)

Total Time : Os.

STATUS : PASSED

[root@user-1 linux] #

TRIE chmod BEUREEREA o

FBE B
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#

<<nfs_chmod_exclude,chmod -exclude ; Efi#Ees >
<<nfs_chmod_match,chmod -match ; Ef#E2s >
<<nfs_chmod_reference,chmod -reference ; 2% gt;

chmod -v

chmod -exclude <filter>

s ER

PR SEEIRM RN B -
ERRIP B EMERAERM B8R o
IEESEWERN B R o
RESECREYHAEL o

M -exclude <filter>2¥ chmod < REFFRAT SEREMRMGBIIESRFBER

=R
aa 7/

xcp chmod -exclude <filter> -mode <value> <source NFS export path>

mEREEf

[root@user-1 linux]# ./xcp chmod -exclude "fnm('3.img')" -mode 770

101.11.10.10:/s_v1/D3/

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chmod -exclude fnm('3.img') -mode 770

101.11.10.10:/s_v1/D3/

Stats : 5 scanned, 1 excluded, 5 changed mode

Speed : 2.10 KiB in (7.55 KiB/s),
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chmod -Match <filter>

976 out (3.43 KiB/s)

fEMA -match <filter> 2% chmod {ZRRIEAERBNTIERMBERNG S

o
oA /.

xcp chmod -match <filter> -mode <value> <source NFS export path>
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[root@user-1 linux]# ./xcp chmod -match "fnm('2.img')" -mode 777
101.11.10.10:/s_v1/D2/

Filtered: 1 matched, 5 did not match

Xcp command : xcp chmod -match fnm('2.img') -mode
101.11.10.10:/s _v1/D2/
Stats : 6 scanned, 1 matched, 2 changed mode

Speed : 1.67 KiB in (1.99 KiB/s), 484 out (578/s)
Total Time : Os.
STATUS : PASSED

[root@user-1 linux]

chmod -reference <reference>
'f@ﬁﬁ —-reference <reference> ’2‘%( chmod ?EE;%E%@E@%EE@%% ©
E7A

xcp chmod -reference <reference> <source NFS export path>

g

[root@user-1 linux]# ./xcp chmod -reference 101.11.10.10:/s v1/Dl/1.txt
102.21.10.10:/s_v1/D2/

Xcp command : xcp chmod -reference 101.11.10.10:/s v1/D1/1.txt
102.21.10.10:/s_v1/D2/

Stats : 6 scanned, 6 changed mode

Speed : 3.11 KiB in (3.15 KiB/s), 1.98 KiB out (2.00 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chmod -v
£/ -v 28 chmod ANBEEECEEMHHHNGS ©
Bk

chmod -mode <value> -v <source NFS export path>
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[root@user-1 linux]# ./xcp chmod -mode 111 -v file:///mnt/s v1/D1l/

mode of 'file:///mnt/s v1/Dl' changed from 0777 to 0111

mode of 'file:///mnt/s v1/D1/1.txt' changed from 0777 to 0111

mode of 'file:///mnt/s v1/Dl/softlink 1.img' changed from 0777 to 0111
mode of 'file:///mnt/s v1/Dl/softlink to hardlink 1.img' changed from
0777 to 0111 mode

of 'file:///mnt/s v1/D1/1.img' changed from 0777 to 0111

mode of 'file:///mnt/s v1/Dl/hardlink 1.img' changed from 0777 to 0111
mode of

'file:///mnt/s v1/D1/1.imgl' changed from 0777 to 0111

Xcp command : xcp chmod -mode 111 -v file:///mnt/s v1/D1/ Stats : 7
scanned, 7

changed mode

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

Chown

XCP NFS chown M< iRl EES Eﬁzmaifﬁﬁ’]ﬁﬁﬁ FEZEBME o o chown ﬁ%
NFS HEAD POSIX RIEMAEE - XCP QIR EIECHREHERRE © © chown @8
THENMERENEEEFEAEID (UID) o

EIA

xcp chown -user/-group <user-name/group—-name> <source NFS export path>
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[root@user-1 linux]# ./xcp chown -user user2 -v
101.101.10.110:/s_v1l/smaple set/Dl

Sat Apr 2 23:06:05 2022

changed ownership of 101.101.10.110:/s _vl/smaple set/Dl from 1001:0 to

1004:0

changed ownership of 101.101.10.110:/s _vl/smaple set/D1/1.txt from

1001:0 to 1004:0

changed ownership of 101.101.10.110:/s vl/smaple set/Dl/softlink 1.img

from 1001:0 to 1004:0

changed ownership of 101.101.10.110:/s vl/smaple set/D1/1.img from

1001:0 to 1004:0

changed ownership of 101.101.10.110:/s _vl/smaple set/Dl/hardlink 1.img

from 1001:0 to 1004:0

changed ownership of

101.101.10.110:/s_vl1l/smaple set/Dl/softlink to hardlink 1.img from

1001:0 to

1004:0

Xcp command : xcp chown -user user?2 -v
101.101.10.110:/s_v1l/smaple set/Dl
Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (1.82 KiB/s), 1.11 KiB out (923/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

TRIIH chown 28K HERHA o

28 A

<<nfs_chown_exclude,chown - #Ef& ; EhisEss > BRI SEREIRERERF B & o
<<nfs_chown_match,chown -match ; ffiE2s > {EREIR B ES AR AERMB &R ©
<<nfs_chown_group,chown - &$4H ; &¥4H > REIRR Linux 848 ID (GID) o
<<nfs_chown_user,chown - {fA#& ; EHE > REHIED Linux UID ©
<<nfs_chown_user_from,chown -user-from ; BE UID °

user_from gt;

<<nfs_chown_group_from,chown -group-from ; #E GID o

group_from gt;

<<nfs_chown_reference,chown - &% ; &% > FEEBEIERI B EREL

chown -v

RESECREYHAIEL o
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chown - HffR <filter>

M -exclude <filter> 28 chown L REFFRFT SERERGAIERIBER

=H3
aa/

xcp chown -exclude <filter> -user <user name> <source NFS export path>

e

[root@user-1 linux]# ./xcp chown -exclude "fnm('l.img')" -user user?
101.101.10.210:/s_v1l/smaple set/Dl

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chown -exclude fnm('l.img') -user
user2101.101.10.210:/s_vl/smaple set/D1
Stats : 5 scanned, 1 excluded, 5 changed ownership

Speed : 2.10 KiB in (1.75 KiB/s), 976 out (812/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

Chown -Match <filter>
£ -match <filter> 28 chown (EERIEHEHEIFMBRTIVERNBE NG S °
0

xcp chown -match <filter> -user <user name> <source NFS export path>
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[root@user-1 linux]# ./xcp chown -exclude "fnm('l.img')" -user user?

101.101.10.210:/s_v1l/smaple set/Dl

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chown -exclude fnm('l.img') -user
user2101.101.10.210:/s_vl/smaple set/D1
Stats : 5 scanned, 1 excluded, 5 changed ownership

Speed : 2.10 KiB in (1.75 KiB/s), 976 out (812/s)

Total Time : 1s.
STATUS : PASSED
[root@user-1 linux]#

Chown %48 <group>
f#H -group <group> 2# chown FERIFERE Linux GID FIEF< °

EIA

xcp chown -match <filter> -user <user name> <source NFS export path>

g f

[root@user-1 linux]# ./xcp chown -group groupl
101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -group groupl
101.101.10.210:/s_vl/smaple set/D1

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (1.92 KiB/s), 1.11 KiB out
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

Chown - % <user>

{EF -user <user> 22 chown ERJFEFHE Linux UID BYER < ©

(974/s)
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XCcp chown -user -user <user name> <source NFS export path>
Tl

[root@user-1 linux]# ./xcp chown -user userl
102.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -user userl 102.101.10.210:/s_vl/smaple set/Dl
Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (3.12 KiB/s), 1.11 KiB out (1.55 KiB/s)

Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

Chown -user-from <user_from>
M —user-from <user from> & chown £8 UID HJ&F< °
A

xcp chown -user-from userl -user <user name> <source NFS export path>

FETEER

[rootQuser—-1 linux]# ./xcp chown -user-from userl -user user?
101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -user-from userl -user user?2
102.108.10.210:/s_vl/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (2.44 KiB/s), 1.11 KiB out (1.21 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

B <group_from> BJ chown -group-

8 -group-from <group from> 2% chown & GID H&m< °
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Xcp chown -group-from <group name> -group <group name> <source NFS export

path>

mEEE

[rootQuser-1 linux]# ./xcp chown -group-from groupl -group group2

101.101.10.210:/s_vl/smaple set/Dl

Xcp command : xcp chown -group-from groupl -group group2
101.101.10.210:/s_v1l/smaple set/Dl
Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (4.99 KiB/s), 1.11 KiB out (2.47 KiB/s)

Total Time : Os.
STATUS : PASSED

[root@user-1 linux]#

Chown - 2% <reference>
£ -reference <reference> 2# chown EE%%Kﬁ%ﬁﬁiﬁ:‘Eﬁﬂl\]ﬁ% o
B

xcp chown -reference <reference> <source NFS export path>

e

[root@user-1 linux]# ./xcp chown -reference
101.101.10.210:/s_vl/smaple set/D2/2.img
101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -reference
101.101.10.210:/s_vl/smaple set/D2/2.img
101.101.10.210:/s_vl/smaple set/D1l

Stats : 6 scanned, 6 changed ownership

Speed : 3.11 KiB in (6.25 KiB/s), 2.01 KiB out (4.05 KiB/s)

Total Time : Os.
STATUS : PASSED
[root@user-1 linux]#
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chown -v

£ -v 2% chown ARBESECEEYHHILNGS

=

xcp chown -user-from <user name> -v -user <user name> <source NFS export
path>

e

[root@user-1 linux]#

./xcp chown -user-from user2 -v -user userl

101.101.10.210:/s_v1l/smaple set/Dl

changed ownership of 101.101.10.210:/s vl/smaple set/Dl1 from 1004:1003

to 1001:1003
changed ownership

1004:1003 to 1001:

changed ownership

1004:1003 to 1001:

changed ownership
from 1004:1003 to
1001:1003

changed ownership

101.101.10.210:/s_vl1l/smaple set/Dl/softlink to hardlink 1.img from
1004:1003 to 1001:

of 101.101.10.210:/s_vl/smaple set/D1/1l.img from

1003

of 101.101.10.210:/s vl/smaple set/D1/1.txt from

1003

of 101.101.10.210:/s_vl/smaple set/Dl/softlink 1.img

of

1003

changed ownership of 101.101.10.210:/s vl/smaple set/Dl/hardlink 1.img

from 1004:1003 to
1001:1003

Xcp command : xcp chown -user-from user?2 -v -user userl
101.101.10.210:/s_v1l/smaple set/Dl
6 changed ownership

Stats : 6 scanned,
Speed : 2.25 KiB in

Total Time : 1s.

STATUS : PASSED
[root@user-1]

sCERfAE
NFS Logdunp % @RIFTEH ID S T(F ID REPLIRE - G LIBEHENE .

AIEEEPREZR o o .zip ERNLIEHE
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(2.02 KiB/s),

1.11 KiB out (1.00 KiB/s)

ian L PR EABZETF ID 18R -

zip B



EA

xcp logdump -m <migration ID>
xcp logdump -j <job ID>
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[root@clientl xcp nfs]# xcp logdump -j Job 2022-06-
14 21.49.28.060943 scan

xcp: Job ID: Job 2022-06-14 21.52.48.744198 logdump

Xcp command : xcp logdump -j Job 2022-06-14 21.49.28.060943 scan
Stats

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2022-06-14 21.52.48.744198 logdump

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

14 21.52.48.744198 logdump.log

STATUS : PASSED

[root@client xcp nfs]# 1ls Job 2022-06-14 21.49.28.060943 scan
Job 2022-06-14 21.49.28.060943 scan.log supplementary
[root@clientl xcp nfs]# 1ls Job 2022-06-

14 21.49.28.060943 scan/supplementary/

Job idx 2022-06-14 21.46.05.167338 copy.log Job idx 2022-06-
14 21.47.41.868410 sync.log

xcp_history.json

Job idx 2022-06-14 21.46.35.134294 sync.log Job_idx 2022-06
14 21.48.00.085869 sync.log

[root@clientl xcp nfs]#

[root@clientl xcp nfsl# ./xcp logdump -m idx

xcp: Job ID: Job 2022-06-14 21.56.04.218977 logdump

Xcp command : xcp logdump -m idx

Stats

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2022-06-14 21.56.04.218977 logdump

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

14 21.56.04.218977 logdump.log

STATUS : PASSED

[root@clientl xcp nfs]# 1ls idx

Job idx 2022-06-14 21.46.05.167338 copy.log Job idx 2022-06-
14 21.47.41.868410 sync.log

xcp history.json

Job idx 2022-06-14 21.46.35.134294 sync.log Job idx 2022-06-
14 21.48.00.085869 sync.log
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XCP NFS delete s3 L EMIFIEEREHRIFIEAR ©

2F 2
AR/

xcp delete <NFS export path>
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[root@localhost ]# /xcp/linux/xcp delete <IP address of destination
NFSserver>:/dest vol

WARNING: You have selected <IP address of destination NFS
server>:/dest vol for

removing data.Data in this path /dest vol will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in <IP address of destination NFS
server>:/dest vol

31,996 scanned, 5,786 removes, 3 rmdirs, 8.27 MiB in (1.65 MiB/s), 1.52
MiB out (312

KiB/s), b5s

40,324 scanned, 19,829 removes, 22 rmdirs, 12.2 MiB in (799 KiB/s),
3.89 MiB out

(485 KiB/s),10s

54,281 scanned, 32,194 removes, 2,365 rmdirs, 17.0 MiB in (991 KiB/s),
6.15 MiB out

(463 KiB/s),15s

75,869 scanned, 44,903 removes, 4,420 rmdirs, 23.4 MiB in (1.29 MiB/s),
8.60

MiB out (501KiB/s), 20s

85,400 scanned, 59,728 removes, 5,178 rmdirs, 27.8 MiB in (881 KiB/s),
11.1 MiB out

(511 KiB/s),25s

106,391 scanned, 76,229 removes, 6,298 rmdirs, 34.7 MiB in (1.39
MiB/s), 14.0

MiB out (590KiB/s), 30s

122,107 scanned, 93,203 removes, 7,448 rmdirs, 40.9 MiB in (1.24
MiB/s), 16.9

MiB out (606KiB/s), 35s

134,633 scanned, 109,815 removes, 9,011 rmdirs, 46.5 MiB in (1.12
MiB/s), 20.0

MiB out (622KiB/s), 40s

134,633 scanned, 119,858 removes, 9,051 rmdirs, 47.9 MiB in (288
KiB/s), 21.4

MiB out (296KiB/s), 45s

134,633 scanned, 119,858 removes, 9,051 rmdirs, 47.9 MiB in (0/s), 21.4
MiB out (0/s), 50s

134,633 scanned, 121,524 removes, 9,307 rmdirs, 48.2 MiB in (51.7
KiB/s), 21.7

MiB out (49.5KiB/s), 55s

Xcp command : xcp delete <IP address of destination NFS

server>:/dest voll34,633 scanned, 0 matched, 134,632 delete



0 error
Speed : 48.7 MiB in
(396 KiB/s)Total Time : 57s.
STATUS : PASSED

items,

TRIIE delete BEUZEEREA

2

<<nfs_delete_match,fif% - f7& ; EFiEas

IR - 52!

fHER -remotivopdir
<<nfs_delete_exclude,Milfx - HEbx ; BFESs >
<<nfs_delete_parallelIB&FEIT ; n>

MF% -preserve-atime

<<nfs_delete_loglevel,flfx -loglevel ; & >
M -s3.insecure

<<nfs_delete_endpoint, B -s3.Endpoint ;
s3_Endpoint URL>

<<nfs_delete_s3_profile, k& -s3.profile ;
profile_name gt;

B -s3.noverify

ks - EE¥ <filter>

{#H -match <filter> 2# delete ERRIEHERSESS

EIA

(869 KiB/s),

22.2 MiB out

sRER

ERRIR BB EMER ISR B8R o
RIBRBFEESD o

#irBE - BIEFER -

PR SERE IR ERM B -
IBERALITIMMREBIERZFH FERE: 7) °
REERN B RNTFIERE (FEk -
RECERELR ; THEARS info ~ debug (FBER

info) ©

35T « B 7E S3 Bucket 3
HTTPS o

LA S3 Bucket %

false ) o

BEAPGER HTTP Mk

BHBIIEE URL BETE:RAY Amazon

Web Services (AWS ) %L URL o
7t AWS URIEZIEE AN S3 BFERENMRERTERE

&S S3 Bucket @AY SSL s¥ETERERET ©

BEFRERNB &GS

xcp delete -match <filter> <NFS export path>
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[root@clientl linux]# ./xcp delete -match "fnm('XCP copy 2023-04-
25 05.51.28.315997")" 10.101.10.101:/xcp catalog

Job ID: Job 2023-04-25 06.10.29.637371 delete

WARNING: You have selected 10.101.10.101:/xcp catalog for removing
data. Data in this path

/xcp_catalog will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in 10.101.10.101:/xcp catalog
Xcp command : xXcp delete -match fnm('XCP copy 2023-04-

25 05.51.28.315997")

10.101.10.101:/xcp_catalog

Stats : 209 scanned, 14 matched, 12 removes, 2 rmdirs
Speed : 58.9 KiB in (18.6 KiB/s), 8.25 KiB out (2.60 KiB/s)
Total Time : 3s.

Job ID : Job 2023-04-25 06.10.29.637371 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.10.29.637371 delete.log

STATUS : PASSED

B - S8

{EF -force 828 delete FEREIEMMIARHES ©

A

xcp delete -force <NFS export path>
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[root@clientl linux]# ./xcp delete -force
10.101.10.101:/xcp _catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910

Job ID: Job 2023-04-25 06.11.30.584440 delete

WARNING: You have selected
10.101.10.101:/xcp_catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910 for removing data. Data in this path
/xcp_catalog/catalog/indexes/XCP copy 2023-04-25 05.53.58.273910 will
be deleted.

Recursively removing data in
10.101.10.101:/xcp_catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910

Xcp command : xcp delete -force
110.101.10.101:/xcp_catalog/catalog/indexes/XCP_copy 2023-04-
25 05.53.58.273910

Stats : 14 scanned, 12 removes, 1 rmdir

Speed : 6.44 KiB in (4.73 KiB/s), 3.59 KiB out (2.64 KiB/s)
Total Time : 1s.

Job ID : Job 2023-04-25 06.11.30.584440 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.11.30.584440 delete.log

STATUS : PASSED

[root@client-1 linux] #

fiB% -remotivopdir
R -removetopdir 2% delete BIRBE MM <T ~ BIEFBER
B0

xcp delete -force -loglevel <name> -removetopdir <NFS export path>
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[root@client]l linux]# ./xcp delete -force -loglevel DEBUG -removetopdir
10.101.10.101:/temp7/user9

Job ID: Job 2023-04-25 08.03.38.218893 delete

WARNING: You have selected 10.101.10.101:/temp7/user9 for removing
data. Data in this path

/temp7/user9 will be deleted.

Recursively removing data in 10.101.10.101:/temp7/user9

50,500 scanned, 16,838 removes, 11.5 MiB in (2.27 MiB/s), 2.70 MiB out
(547 KiB/s), 5s

85,595 scanned, 43,016 removes, 21.5 MiB in (1.97 MiB/s), 6.70 MiB out
(806 KiB/s), 10s

1.01M scanned, 999,771 removes, 1,925 rmdirs, 324 MiB in (1.42 MiB/s),
153 MiB out (922
KiB/s), 3m6s

Xcp command : xcp delete -force -loglevel DEBUG -removetopdir
10.101.10.101:/temp7/user9

Stats : 1.01M scanned, 1.01M removes, 2,041 rmdirs

Speed : 326 MiB in (1.73 MiB/s), 155 MiB out (842 KiB/s)
Total Time : 3m8s.

Job ID : Job 2023-04-25 08.03.38.218893 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 08.03.38.218893 delete.log

STATUS : PASSED

[root@clientl linux]#

rs - HEBR <filter>

M -exclude <filter> ¥ delete MLREFATSEEFRGNIERMBER o

i

E=p

xcp delete —-force -exclude <filter> <NFS export path>
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[root@clientl linux]# ./xcp delete -force -exclude "fnm('USER5')"

10.101.10.101:/temp7/user2/

Job ID: Job 2023-04-25 07.54.25.241216 delete

WARNING: You have selected 10.101.10.101:/temp7/user?2 for removing

data. Data in this path
/temp7/user2 will be deleted.
Recursively removing data in 10.101.10.101:/temp7/user2

29,946 scanned, 1 excluded, 6,492 removes, 977 rmdirs, 7.42 MiB in

(1.48 MiB/s), 1.54 MiB out

(316 KiB/s), 5s

Xcp command : xcp delete -force -exclude fnm('USER5')
10.101.10.101:/temp7/user2/

Stats : 29,946 scanned, 1 excluded, 28,160 removes, 1,785 rmdirs

Speed : 10.6 MiB in (1.18 MiB/s), 5.03 MiB out (574 KiB/s)
Total Time : 8s.

Job ID : Job 2023-04-25 07.54.25.241216 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 07.54.25.241216 delete.log

STATUS : PASSED

[root@clientl linux]#

fIBRF1T <n>
fEF -parallel <n> 8% delete MTLIEELITIHNERIBRREFHNEAHE - FERESH T ©
Bk

xcp delete -force -parallel <n> -match <filter> <NFS export path>
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[root@clientl linux]# ./xcp delete -force -parallel 8 -match

"fnm('2023-04-25 05.49.26.733160*"')" 10.101.10.101:/xcp catalog/

Job ID: Job 2023-04-25 06.15.27.024987 delete

WARNING: You have selected 10.101.10.101:/xcp catalog for removing

data. Data in this path /xcp catalog will be deleted.
Recursively removing data in 10.101.10.101:/xcp catalog

Xcp command : xcp delete -force -parallel 8 -match fnm('2023-04-

25 05.49.26.733160%*")

10.101.10.101:/xcp_catalog/

Stats : 182 scanned, 1 matched, 1 remove

Speed : 50.0 KiB in (115 KiB/s), 5.45 KiB out (12.5 KiB/s)
Total Time : Os.

Job ID : Job 2023-04-25 06.15.27.024987 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.15.27.024987 delete.log

STATUS : PASSED

[root@clientl linux]#

fHF% -preserve-atime

fFF -preserve-atime <preserve-atime> B# delete REEREN BRENRBENGS °

EIA

xcp delete -force -preserve-atime <NFS export path>
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[root@clientl linux]# ./xcp delete -force -preserve-atime
<IP address>:/temp7/user2/

Job ID: Job 2023-04-25 07.55.30.972162 delete

WARNING: You have selected <IP address>:/temp7/user2 for removing data.
Data in this path

/temp7/user2 will be deleted.

Recursively removing data in <IP address>:/temp7/user?2
Xcp command : xcp delete -force -preserve-atime

<IP address>:/temp7/user2/

Stats : 256 scanned, 255 rmdirs

Speed : 199 KiB in (108 KiB/s), 75.7 KiB out (41.1 KiB/s)
Total Time : 1s.

Job ID : Job 2023-04-25 07.55.30.972162 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
25 07.55.30.972162 delete.log

STATUS : PASSED

[root@client-1 linux]#

filEz -logLevel <name>

£/ -loglevel <name> 2% delete FAMNKREHZRAINGS ; ATAARAIE info 1 debug ° FEREBHRASE
o

A

xcp delete -force -loglevel DEBUG -removetopdir <NFS export path>
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[root@clientl linux]# ./xcp delete -force -loglevel DEBUG
10.101.10.101:/temp7/user9

Job ID: Job 2023-04-25 08.03.38.218893 delete

WARNING: You have selected 10.101.10.101:/temp7/user9 for
data. Data in this

path /temp7/user9 will be deleted.

Recursively removing data in 10.101.10.101:/temp7/user9
50,500 scanned, 16,838 removes, 11.5 MiB in (2.27 MiB/s),
(547 KiB/s), 5s

85,595 scanned, 43,016 removes, 21.5 MiB in (1.97 MiB/s),
(806 KiB/s),

10s

1.01M scanned, 999,771 removes, 1,925 rmdirs, 324 MiB in
153 MiB out
(922 KiB/s), 3m6s

-removetopdir

removing

2.70 MiB out

6.70 MiB out

(1.42 MiB/s),

Xcp command : xcp delete -force -loglevel DEBRUG -removetopdir

10.101.10.101:/temp7/user9

Stats : 1.01M scanned, 1.01M removes, 2,041 rmdirs
Speed : 326 MiB in (1.73 MiB/s), 155 MiB out (842 KiB/s)
Total Time : 3m8s.

Job ID : Job 2023-04-25 08.03.38.218893 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
25 08.03.38.218893 delete.log

STATUS : PASSED

[root@client-1 linux]#

P& -s3.insecure
M -s3.insecure B# delete LR HTTP BV HTTPS #1717 S3 fFEEH ©
BB

xcp delete -s3.insecure s3://bucketl
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[rootQclientl linux]# ./xcp delete -s3.insecure s3:// bucketl

Job ID: Job 2023-06-08 08.51.40.849991 delete

WARNING: You have selected s3://bucketl for removing data. Data in this
path //bucketl will be

deleted.

Are you sure you want to delete (yes/no): yes
Recursively removing data in s3://bucketl

Xcp command : xcp delete -s3.insecure s3://bucketl
Stats : 8 scanned, 6 s3.objects, 6 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 5s.

Job ID : Job 2023-06-08 08.51.40.849991 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.51.40.849991 delete.log

STATUS : PASSED

filEz -S3.Endpoint <s3_endpoint_url>

ff -s3.endpoint <s3_endpoint url> 2% delete SAUIEER URL BEXAUTERE AWS InEs URL ~ X
#17 S3 BrfSiEEN o

EA

xcp delete -s3.endpoint https://<endpoint url>: s3://bucket
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[root@clientl linux]# ./xcp delete -s3.endpoint https://<endpoint url>:
s3://xcp-testing

Job ID: Job 2023-06-13 11.39.33.042545 delete

WARNING: You have selected s3://xcp-testing for removing data. Data in
this path //xcp-testing

will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in s3://xcp-testing

Xcp command : xcp delete -s3.endpoint https://<endpoint url>: s3://xcp-
testing

Stats : 8 scanned, 5 s3.objects, 5 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 4s.

Job ID : Job 2023-06-13 11.39.33.042545 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.39.33.042545 delete.log

STATUS : PASSED

fHlF% -s3.profile <name>

M s3.profile 28 delete % * £ AWS SBEERPIEEA S3 HFEEANRERE -

EIA

xcp delete -s3.profile sg -s3.endpoint https://<endpoint url>:
s3://bucket
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[root@clientl linux]# ./xcp delete -s3.profile sg -s3.endpoint
https://<endpoint url>: s3://bucket

Job ID: Job 2023-06-08 08.53.19.059745 delete

WARNING: You have selected s3://bucket for removing data. Data in this
path //bucket will be deleted.

Are you sure you want to delete (yes/no): yes
Recursively removing data in s3://bucket

1 scanned, 0 in (0/s), 0 out (0/s), 5s

Xcp command : xcp delete -s3.profile sg -s3.endpoint
https://<endpoint url>: s3:/ bucket

Stats : 7 scanned, 5 s3.objects, 5 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 9s.

Job ID : Job 2023-06-08 08.53.19.059745 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.53.19.059745 delete.log

STATUS : PASSED

fiB% -s3.noverify
£ -s3.noverify 2# delete ANER S3 7 @AM 2 SSL /RBTEREEFIR T ©
B

xcp delete -s3.noverify s3://bucket

159



&

[root@client-1 linux]# ./xcp delete -s3.noverify s3://bucketl

Job ID: Job 2023-06-13 10.56.19.319076 delete

WARNING: You have selected s3://bucketl for removing data. Data in this
path //bucketl will be

deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in s3://bucketl

2,771 scanned, 0 in (0/s), 0 out (0/s), 5s

9,009 scanned, 9,005 s3.objects, 2,000 s3.removed, 0 in (0/s), 0 out
(0/s), 10s

Xcp command : xcp delete -s3.noverify s3://bucketl

Stats : 9,009 scanned, 9,005 s3.objects, 9,005 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 15s.

Job ID : Job 2023-06-13 10.56.19.319076 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 10.56.19.319076 _delete.log

STATUS : PASSED

Rfh

XCP NFS estimate 83 < ARG IERIFEAEI B TR EEE SRR - EEER
FIEBERIATAMNARGKER (Fli1 CPU ~ RAM ~ AR EMBE) RKeIETHERELRN
FALESRE o AT LUER -target BEIER RS HIEA IR LIS TAMLFMA o

EIA

xCcp estimate -id <name>
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[root@client-01 linux]# ./xcp estimate -t 100 -id estimate(0l -target
10.101.10.10:/temp8

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.10.10:/tempd"' to

'10.101.10.10:/temp8"'...

estimate regular file copy task completed before the 1m40s duration
0 in (0/s), 0 out (0/s), 5s

0 in (0/s), 0 out (0/s), 10s

Estimated time to copy '10.101.12.11:/temp4' to '10.101.12.10:/temp8’
based on a 1m40s live test:

5.3s

Xcp command : xcp estimate -t 100 -id estimatel0l -target
10.101.12.10:/temp8

Estimated Time : 5.3s

Job ID : Job 2023-04-12 08.09.16.126908 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.09.16.126908 estimate.log

STATUS : PASSED

[root@client-01linux]#

TRIE estimate BB EEREA o

2 s A

<<nfs_estimate_id, {5t -id ; &% > IEESAIEAYBHES B iR
<<nfs_estimate_gbit,{&izt -Gbit () ; 5 Gb SEE R RERGIFRE (FERE: 1) ©
fhEt - BiR 1EE AR ENEERIEHE AN BT o
<<nfs_estimate_t,f&st -t ; n/s/m/h]> FEEBNEFRI R AT BRI (FAsRME - 5 »iE) o
<<nfs_estimate_bs,{&izt -bs ; n[k]> IEEERERA/N (FERE: 64K) ©
<<nfs_estimate_dircount,f&5t -dircount ; n[k]> IEEEINBERINERK/N (FERE : 64K) o
fafh - (RY - (RE FEREERBRAVZEESR (F8:% : false) o
<<nfs_estimate_loglevel {5t -loglevel ; %% > RECIRELR ; TAELKS info ~ debug (FERK -

info )
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{&5t -id <name>
£/ -1d <name> B# estimate S KR S EFEIREMIEZIBEE -
Bk

xcp estimate -id <name>

e

[root@clientl linux]# ./xcp estimate -id csdataOll

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

xcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
62.0 MiB free space.

Job ID: Job 2023-04-20 12.59.31.260914 estimate

== Best-case estimate to copy ‘data-set:/userlgiven 1 gigabit of
bandwidth ==

112 TiB of data at max 128 MiB/s: at least 10d13h

Xcp command : xcp estimate -id csdatalOl

Estimated Time : 10d13h

Job ID : Job 2023-04-20 12.59.31.260914 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 12.59.31.260914 estimate.log

STATUS : PASSED

xXcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
62.0 MiB free space.

[root@clientl linux]#

{&ist -Gbit <n>

FH -gbit <n> 8% estimate HstRERZRMFEINGS FERE : 1) o IEEEEBERER -target
BEIF o

EA

xcp estimate -gbit <n> -id <name>
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[root@client-01 linux]# ./xcp estimate -gbit 10 -id estimateOl

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-12 08.12.28.453735 estimate

== Best-case estimate to copy '10.101.12.11:/temp4' given 10 gigabits
of bandwidth ==

0 of data at max 1.25 GiB/s: at least 0.0s

Xcp command : xcp estimate -gbit 10 -id estimateOl

Estimated Time : 0.0s

Job ID : Job 2023-04-12 08.12.28.453735 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.12.28.453735 estimate.log

STATUS : PASSED

[root@client-01linux]#

Taft - H1Z <path>

fEF -target <path> 2% estimate IEEAMRBFRAFHELRNBERS ©

=P

xcp estimate -t 100 -id <name> -target <path>
]

[root@client-01 linux]# ./xcp estimate -t 100 -id estimate0l -target
10.101.12.11:/temp8

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.12.11:/temp4' to '10.101.12.11:/temp8'...

estimate regular file copy task completed before the 1m40s duration
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.09.16.126908 estimate.log

STATUS : PASSED

[root@client-01linux]#
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&5t -t <n[s|m|h]>
A -t <n[s|m|h]> 2% estimate IEEENFFRHESIFERBNG S c TEREA S5 AR °
B

xcp estimate -t <n[s|m|h]> -id <name> -target <path>
FamE

[root@client-01 linux]# ./xcp estimate -t 100 -id estimateOl -target
10.101.12.12:/temp38

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.12.11:/tempd’' to

'10.101.12.12:/temp8"'...

estimate regular file copy task completed before the 1m40s duration
0 in (0/s), 0 out (0/s), 5s

0 in (0/s), 0 out (0/s), 10s

Estimated time to copy '10.101.12.11:/temp4' to '10.101.12.12:/temp8’
based on a 1m40s live

test: 5.3s

Xcp command : xcp estimate -t 100 -id estimatell -target
10.101.12.11:/temp8

Estimated Time : 5.3s

Job ID : Job 2023-04-12 08.09.16.126908 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
12 08.09.16.126908 estimate.log

STATUS : PASSED

[root@client-01linux]#

&5t -BS <n[k]>
fEF -bs <n[k]> B# estimate IEFEE S BIRA/NNEHS © FHRES 64k ©
Bk

xcp estimate -id <name> -bs <n[k]>
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[root@clientl linux]# ./xcp estimate -id estimate0l -bs 128k

xcp: WARNING: your license will expire in less than 7 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-24 08.44.12.564441 estimate

63.2 KiB in (12.5 KiB/s), 2.38 KiB out (484/s), 5s

== Best-case estimate to copy 'xxx' given 1 gigabit of bandwidth ==
112 TiB of data at max 128 MiB/s: at least 10d13h

Xcp command : xcp estimate -id estimate(0l -bs 128k

Estimated Time : 10d13h

Job ID : Job 2023-04-24 08.44.12.564441 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

24 08.44.12.564441 estimate.log

STATUS : PASSED

[root@clientl linux]#

&5t -dircount <n[k]>

{E -dircount <n[k]> 28 estimate ANIEEENESRFIEA/NNGL o TERES 64k ©

=P

xcp estimate -id <name> -dircount <n[k]> -t <n> -target <path>
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[root@clientl linux]# ./xcp estimate -id csdatalOl -dircount 128k -t 300
-target <path>

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

xcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
61.6 MiB free space.

Job ID: Job 2023-04-20 13.03.46.820673 estimate

Starting live test for 5m0Os to estimate time to copy ‘data-set:/userl
to “<path>"...

1,909 scanned, 126 copied, 2 giants, 580 MiB in (115 MiB/s), 451 MiB
out (89.5 MiB/s), bs

1,909 scanned, 134 copied, 2 giants, 1.23 GiB in (136 MiB/s), 1015 MiB
out (112 MiB/s), 10s

1,909 scanned, 143 copied, 2 giants, 1.88 GiB in (131 MiB/s), 1.54 GiB
out (113 MiB/s), 1b5s

7,136 scanned, 2,140 copied, 4 linked, 8 giants, 33.6 GiB in (110
MiB/s), 32.4 GiB out (110

MiB/s), 4mb57s

Sample test copy completed for, 300.03s

0 in (-7215675436.180/s), 0 out (-6951487617.036/s), 5m2s

2,186 scanned, 610 KiB in (121 KiB/s), 76.9 KiB out (15.3 KiB/s), 5m7s
Estimated time to copy ‘data-set:/userlto '10.01.12.11:/maprll' based
on a 5m0Os live test:

7d6h

Xcp command : xcp estimate -id csdata0l -dircount 128k -t 300 -target
10.101.12.11:/maprll

Estimated Time : 7d6h

Job ID : Job 2023-04-20 13.03.46.820673 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 13.03.46.820673 estimate.log

STATUS : PASSED

xcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
61.6 MiB free space.

[root@clientl linux]#



{HET AT <n>
£ -parallel <n> 2% estimate TUIEEMITHREEEFHNRAHE - BREA 7 °
BB

xcp estimate -loglevel <name> -parallel <n> -id <name>

e

[root@clientl linux]# ./xcp estimate -loglevel DEBUG -parallel 8 -id
estimatel

xCcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.36.45.535209 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given 1
gigabit of bandwidth ==

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -parallel 8 -id estimatel
Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.36.45.535209 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.36.45.535209 estimate.log

STATUS : PASSED

[root@clientl linux]#

fafh - RE - RE
{#H -preserve-atime B# estimate FREBEZHBEREIFENG S o BREAR o
Ek

xcp estimate -loglevel <name> -preserve-atime -id <name>
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root@clientl linux]# ./xcp estimate -loglevel DEBUG -preserve-atime -id
estimatel

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.19.04.050516 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given 1
gigabit of bandwidth

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -preserve-atime -id
estimatel

Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.19.04.050516 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.19.04.050516 estimate.log

STATUS : PASSED

[root@clientl linux]#

&5t -logLevel <name>

£ -1loglevel <name> 2% estimate ANREHFRRANG S ; AR info #l debug ° FERIELRA
Hifl o

A

xcp estimate -loglevel <name> -id <name>
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[root@clientl linux]# ./xcp estimate -loglevel DEBUG -parallel 8 -id
estimatel

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.36.45.535209 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given
gigabit of bandwidth ==

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -parallel 8 -id estimatel
Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.36.45.535209 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.36.45.535209 estimate.log

STATUS : PASSED

[root@clientl linux]#

225 | fitl R
NFS indexdelete S 2MIBREEEZRS] ©
Sk

xcp indexdelete
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[root@clientl linux]# ./xcp indexdelete

Job ID: Job 2023-11-16 02.41.20.260166 indexdelete

isync_tcl retry copy 996 KiB 15-Nov-2023 15-Nov-2023

isync _est isync isync 1012 KiB 15-Nov-2023 15-Nov-2023

XCP _verify 2023-11-15 05.56.17.522428 verify 1016 KiB 15-Nov-2023 15-
Nov-2023

XCP_verify 2023-11-15 06.04.31.693517 verify 1.00 MiB 15-Nov-2023 15-
Nov-2023

isync_tcl retryl copy 988 KiB 15-Nov-2023 15-Nov-2023

XCP verify 2023-11-15 09.02.46.973624 verify 988 KiB 15-Nov-2023 15-
Nov-2023

est001 isync 1012 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.37.24.179634 verify 0 15-Nov-2023 15-Nov-2023
albatch errorl copy 368 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.45.53.104055 verify 360 KiB 15-Nov-2023 15-
Nov-2023

albatch error2 isync 376 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.48.05.000473 verify 372 KiB 15-Nov-2023 15-
Nov-2023

blbatch errorl copy 4.50 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 12.00.29.214479 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

blbatch error2 isync 4.50 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 12.00.40.536687 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP _verify 2023-11-15 12.27.08.055501 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP verify 2023-11-15 12.27.39.797020 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP_verify 2023-11-15 12.52.29.408766 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP _verify 2023-11-15 12.53.01.870109 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

clbatch errorl copy 988 KiB 15-Nov-2023 15-Nov-2023

XCP verify 2023-11-15 22.54.11.081944 verify 976 KiB 15-Nov-2023 15-
Nov-2023

clbatch error2 isync 1020 KiB 15-Nov-2023 15-Nov-2023
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XCP verify 2023-11-15 23.19.44.158263 verify 1.00 MiB 15-Nov-2023 15-
Nov-2023

XCP verify 2023-11-15 23.44.01.274732 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

clbatch errorl32576 copy 992 KiB 16-Nov-2023 16-Nov-2023

clbatch error227998 isync 1004 KiB 16-Nov-2023 16-Nov-2023

XCP verify 2023-11-16 01.07.45.824516 verify 1012 KiB 16-Nov-2023 16-
Nov-2023

S3 index copy 52.5 KiB 16-Nov-2023 16-Nov-2023

S3 indexl copy 52.5 KiB 16-Nov-2023 16-Nov-2023

clbatch errorl4383 copy 728 KiB 16-Nov-2023 16-Nov-2023

32 scanned, 941 KiB in (1.04 MiB/s), 48.8 KiB out (55.4 KiB/s), Os.
WARNING: 31 indexes will be deleted permanently.

Are you sure you want to delete (yes/no): yes

Xcp command : xcp indexdelete

Stats : 466 scanned, 31 index deleted

Speed : 1.09 MiB in (216 KiB/s), 133 KiB out (25.8 KiB/s)

Total Time : 5s.

Job ID : Job 2023-11-16 02.41.20.260166 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.41.20.260166_ indexdelete.log

STATUS : PASSED

[root@clientl linux]#

TRIIE indexdelete BEREEREA

9

4 s

<<nfs_indexdelete_match, X5 - fT5& ; EhiEas > (EREHEMRRESIETIERNBER

<<nfs_indexdelete_loglevel,indexdelete -loglevel ; %4 RTECERELR ; FTAEARA info ~ debug (FEER :

% >

info) ©

indexdelete -match <filter>

fiEFe
ik

-match <filter>2# indexdelete EEIFEEERBRAIERMBERMNG S ©

xcp indexdelete -match <filter>
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[root@clientl linux]# ./xcp indexdelete -match "fnm('S3 indexl12')"

Job ID: Job 2023-11-16 02.44.39.862423 indexdelete

S3_indexl12 copy 52.5 KiB 16-Nov-2023 16-Nov-2023
5 scanned, 1 matched, 141 KiB in (121 KiB/s), 6.05 KiB out (5.20

KiB/s), 1s.
WARNING: 1 matched index will be deleted permanently.
Are you sure you want to delete (yes/no): yes

Xcp command : xcp indexdelete -match fnm('S3 index12')
Stats : 19 scanned, 1 matched, 1 index deleted

Speed : 146 KiB in (29.3 KiB/s), 8.59 KiB out (1.72 KiB/s)
Total Time : 4s.

Job ID : Job 2023-11-16 02.44.39.862423 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.44.39.862423 indexdelete.log

STATUS : PASSED

[root@clientl linux]#

indexdelete -loglevel <name>

fEF -1loglevel <name> 2% indexdelete FAMNRE HFHARAING <L ; ATAARAIE info 1 debug ° TERRE
RAE o

A

xcp indexdelete -loglevel <name> -match <filter>
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root@clientl linux]# ./xcp indexdelete -loglevel DEBUG -match
"fnm('test*")"

Job ID: Job 2023-11-16 03.39.36.814557 indexdelete

testing scan 24.5 KiB 16-Nov-2023 16-Nov-2023

testingisync isync 12.5 KiB 16-Nov-2023 16-Nov-2023

5 scanned, 2 matched, 65.1 KiB in (61.1 KiB/s), 6.24 KiB out (5.85
KiB/s), 1s.

WARNING: 2 matched indexes will be deleted permanently.

Are you sure you want to delete (yes/no): yes

6 scanned, 2 matched, 65.1 KiB in (10.5 KiB/s), 6.39 KiB out (1.03
KiB/s), 7s

Xcp command : xcp indexdelete -loglevel DEBUG -match fnm('test*')
Stats : 32 scanned, 2 matched, 2 index deleted

Speed : 75.5 KiB in (10.3 KiB/s), 11.1 KiB out (1.52 KiB/s)

Total Time : 7s.

Job ID : Job 2023-11-16 03.39.36.814557 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 03.39.36.814557 indexdelete.log

STATUS : PASSED

[root@clientl linux]#

iISync

113 XCP B9sRAA ~ 28 A isync @< ~ BIEMAFFHIT isync tp LA BB EH
estimate #EIH o

iSync
XCP NFS isync 8L & LLBERIEM BRI « WERERBERRSINER TRLS BRLRNESR
B

xcp isync <source ip address>:/src <destination ip address>:/dest
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[root@clientl linux]# ./xcp isync <source ip address>:/src
<destination ip address>:/dest

Job ID: Job 2023-11-20 04.11.03.128824 isync

41,030 scanned, 935 MiB in (162 MiB/s), 4.23 MiB out (752 KiB/s), 6s
57,915 scanned, 2.10 GiB in (239 MiB/s), 10.00 MiB out (1.13 MiB/s),

11s
57,915 scanned, 3.20 GiB in (210 MiB/s), 14.6 MiB out (879

KiB/s), 1l6s

92,042 scanned, 4.35 GiB in (196 MiB/s), 21.6 MiB out (1.17 MiB/s), 22s
123,977 scanned, 5.70 GiB in (257 MiB/s), 29.6 MiB out (1.49 MiB/s),

27s

137,341 scanned, 6.75 GiB in (212 MiB/s), 36.0 MiB out (1.25 MiB/s),

32s

154,503 scanned, 8.00 GiB in (226 MiB/s), 43.0 MiB out (1.24 MiB/s),

38s

181,578 scanned, 36 copied, 8.68 GiB in (132 MiB/s), 49.7 MiB out (1.26

MiB/s), 43s

target scan completed: 181,656 scanned, 1,477 copied, 1 removed, 8.76

GiB in (200 MiB/s), 123 MiB

out (2.75 MiB/s), 44s.

181,907 scanned, 10,013 copied, 1 removed, 9.17 GiB in (95
545 MiB out (95.2 MiB/s), 49s

Xcp command : xcp isync <source ip address>:/src
<destination ip address>:/dest

Stats : 1 removed, 181,907 scanned, 10,263 copied

Speed : 9.17 GiB in (190 MiB/s), 548 MiB out (11.1 MiB/s)
Total Time : 49s.

Job ID : Job 2023-11-20 04.11.03.128824 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
20 04.11.03.128824 isync.log

STATUS : PASSED

[root@clientl linux]

TRIIH isync BERERA -

2¥ sREA

iSync -nodata FEBEER ©

iSync -noattos BB -

iSync - nomods N EES ERESTL I

iSync -mtimeWindow IEE AR B R = B LUE
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<<nfs_isync_match,iSync - {7 & ; Ef#5E3s > ERIRBAETESERTAVIERMB &% o

<<nfs_isync_bs,iSync -BS ; n[k]> IEEEEEIRA/N (FARME : 64K) o

<<nfs_isync_parallel,iSync -parallel ; n> FEEMITH REIRIEENRAHE FaRE: 7) °

<<nfs_isync_dircount,iSync -dircount ; n[k]> feEEI B RRNER A/ (FE8% 64k ) ©

<<nfs_isync_exclude,iSync - Htf& ; EfisEes > PR S BRI RIERM B &% o

<<nfs_isync_newid,iSync -nevid ; & > feEMERS | BRI E#R%E o

<<nfs_isync_loglevel,iSync -loglevel ; $%& > RECIRELR ; TR info ~ debug (FE :
info) o

iSync -preserve-atime HERIR ERPREIEEERE L RFIRIBH] -

iSync -s3.insecure {2388 « AI7E S3 Bucket BHFER HTTP Mk
HTTPS ©

<<nfs_isync_endpoint,iSync -S3.Endpoint ; S3_## L4 S3 Bucket E:HIIEE URL BEFEEAI Amazon

25 URL> Web Services (AWS ) %25 URL o

<<nfs_isync_s3_profile,iSync -s3.profile ; 1t AWS SREEIERIEE AN S3 HEEEENNRERE o

profile_name gt;

iSync -s3.noverify 7S S3 Bucket iB:MHY SSL s2:ETERERE ©
iSync -nodata

fEF -nodata 8% isync IEEFAGEERERS ©

S

xcp isync -nodata <source ip address>:/source vol
<destination ip address>:/dest vol

175



&

root@clientl linux]# ./xcp isync -nodata
<source ip address>:/source vol<destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.47.20.930900 isync

11,301 scanned, 3.26 MiB in (414 KiB/s), 479 KiB out (59.5 KiB/s), 8s
28,644 scanned, 437 copied, 33.7 MiB in (5.39 MiB/s), 27.2 MiB out
(4.75 MiB/s), 13s

29,086 scanned, 1,001 copied, 58.2 MiB in (3.54 MiB/s), 51.8 MiB out
(3.55 MiB/s), 20s

29,490 scanned, 1,001 copied, 597 removed, 61.1 MiB in (592 KiB/s),
53.7 MiB out (375 KiB/s),

25s

98

43,391 scanned, 1,063 copied, 1,001 removed, 2.49 GiB in (115 MiB/s),
2.48 GiB out (115 MiB/s),

1ml7s

43,391 scanned, 1,082 copied, 1,001 removed, 3.08 GiB in (119 MiB/s),
3.07 GiB out (119 MiB/s),

1Im23s

43,391 scanned, 1,088 copied, 1,001 removed, 3.68 GiB in (122 MiB/s),
3.67 GiB out (122 MiB/s),

1m28s

Xcp command : xcp isync -nodata <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,001 removed, 43,391 scanned, 1,108 copied

Speed : 4.19 GiB in (46.7 MiB/s), 4.18 GiB out (46.5 MiB/s)

Total Time : 1m31ls.

Job ID : Job 2023-11-16 22.47.20.930900 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.47.20.930900 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.47.20.930900 isync.error

STATUS : PASSED

iSync -noattos

fEF -noattrs B2# isync IEEAMEREEMNG S ©
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xcp isync -noattrs <source ip address>:/source vol
<destination ip address>:/dest vol

mEEE

[root@clientl linux]# ./xcp isync -noattrs

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.49.22.056646 isync

18,036 scanned, 940 MiB in (168 MiB/s), 2.67 MiB out (48
30,617 scanned, 285 removed, 4.23 GiB in (666 MiB/s), 12
(1.82 MiB/s), 10s

32,975 scanned, 746 removed, 6.71 GiB in (505 MiB/s), 18
(1.25 MiB/s), 15s

34,354 scanned, 1,000 removed, 9.39 GiB in (543 MiB/s),
(1.32 MiB/s), 20s

34,594 scanned, 1,000 removed, 12.1 GiB in (540 MiB/s),
(1.24 MiB/s), 26s

36,142 scanned, 722 copied, 1,000 removed, 14.9 GiB in (
73.7 MiB out (7.93 MiB/s),

31s

42,496 scanned, 1,000 copied, 1,000 removed, 234 GiB in
582 MiB out (1.55 MiB/s),

Tm22s

Xcp command : xcp isync -noattrs <<source ip address>>:/
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,496 scanned, 1,000 copied
Speed : 234 GiB in (542 MiB/s), 583 MiB out (1.32 MiB/s)
Total Time : 7m22s.

Job ID : Job 2023-11-16 22.49.22.056646 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 22.49.22.056646 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 22.49.22.056646 isync.error

STATUS : PASSED

iSync - nomods

£/ -nomods ¥ isync IEEMETIERENEFEIHRS ©

8 KiB/s), 5s
.0 MiB out

.3 MiB out

24.9 MiB out

31.2 MiB out

540 MiB/s),

(716 MiB/s),

source vol
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isync —-nomods <source ip address>:/source vol
<destination ip address>:/dest vol

mEEE

[root@clientl linux]# ./xcp isync —-nomodes
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.56.48.571392 isync

13,897 scanned, 763 MiB in (152 MiB/s), 2.28 MiB out (463 KiB/s), 5s
21,393 scanned, 148 removed, 4.81 GiB in (739 MiB/s), 12.5 MiB out
(1.81 MiB/s), 1lls

28,517 scanned, 148 removed, 7.68 GiB in (578 MiB/s), 19.1 MiB out
(1.31 MiB/s), 1l6s

28,517 scanned, 148 removed, 10.7 GiB in (619 MiB/s), 26.3 MiB out
(1.43 MiB/s), 21s

29,167 scanned, 396 copied, 148 removed, 13.2 GiB in (434 MiB/s), 51.4
MiB out (4.33 MiB/s), 27s

42,790 scanned, 1,000 copied, 1,000 removed, 229 GiB in (641 MiB/s),
571 MiB out (1.40 MiB/s),

6m42s

42,790 scanned, 1,000 copied, 1,000 removed, 232 GiB in (668 MiB/s),
578 MiB out (1.46 MiB/s),

6m47s

Xcp command : xcp isync -nomods <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,790 scanned, 1,000 copied

Speed : 234 GiB in (585 MiB/s), 583 MiB out (1.42 MiB/s)

Total Time : 6m50s.

Job ID : Job 2023-11-16 22.56.48.571392 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.56.48.571392 isync.log

STATUS : PASSED

iSync -mtimeWindow <s>

M -mtimewindow <s> 8% isync B8 T LUIEE IR AMEAREEZRUEITERE -
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xcp isync -mtimewindow <s> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@clientl linux]#

Job ID:

./xcp isync -mtimewindow 10
10.101.101.101:/source vol 10.101.101.101:/dest vol

Job 2023-11-16 23.03.41.

617300 isync

out

out

out

out

out

23,154 scanned, 146 removed, 1.26 GiB in (247 MiB/s), 4.50 MiB
(882 KiB/s), 5s

29,587 scanned, 485 removed, 4.51 GiB in (659 MiB/s), 13.4 MiB
(1.77 MiB/s), 10s

29,587 scanned, 485 removed, 7.40 GiB in (590 MiB/s), 20.0 MiB
(1.32 MiB/s), 1lé6s

32,712 scanned, 485 removed, 10.3 GiB in (592 MiB/s), 26.9 MiB
(1.34 MiB/s), 21s

33,712 scanned, 485 removed, 13.2 GiB in (578 MiB/s), 33.6 MiB
(1.33 MiB/s), 26s

33,712 scanned, 961 copied, 485 removed, 15.5 GiB in (445 MiB/s),

MiB out (9.89 MiB/s),

42,496 scanned,
581 MiB out (1.43 MiB

Xcp command

31s

1,000 copied,

/8),

1,000 removed,
Tmlls

233 GiB in

xcp isync -mtimewindow 10 -loglevel DEBUG

10.101.101.101:/source vol 10.101.101.101:/dest vol

Stats
Speed 234 GiB
Total Time Tml2s.

Job ID

1,000 removed,

in

42,496 scanned,

(554 MiB/s),

583 MiB out

1,000 copied

(1.35 MiB/s)

Job 2023-11-16 23.03.41.617300 isync

86.

(655 MiB/s),

6



Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.03.41.617300 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.03.41.617300 isync.error

STATUS : PASSED

iSync -Match <filter>

£/ -match <filter> 8% isync (ZEIEHEEIBRAVERZMNBE NG ©

i

=R
aa 7/

xcp isync -match <filter> -id <name>
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[root@clientl linux]# ./xcp isync -match fnm("FILE USER5*")

<source ip address>:/source vol
<destination ip address>:/dest vol
Job ID: Job 2023-11-16 23.25.03.734323 isync

24,006 scanned, 570 matched, 32.5 MiB in (5.31 MiB/s), 221 KiB out

(36.2 KiB/s), 6s

33,012 scanned, 570 matched, 34.2 MiB in (223 KiB/s), 237 KiB out

KiB/s), l4s

33,149 scanned, 572 matched, 275 MiB in (38.3 MiB/s), 781 KiB out

KiB/s), 20s

39,965 scanned, 572 matched, 276 MiB in (214 KiB/s), 812 KiB out

KiB/s), 27s

40,542 scanned, 572 matched, 276 MiB in (15.4 KiB/s), 818 KiB out

KiB/s), 32s

(2.06

(86.6

(4.95

(1.00

40,765 scanned, 1,024 matched, 1.88 GiB in (297 MiB/s), 4.51 MiB out

(682 KiB/s), 38s

target scan completed: 41,125 scanned, 1,055 matched, 1.88 GiB in

MiB/s), 4.51 MiB out
(117 KiB/s), 39s.

(48.9

42,372 scanned, 1,206 matched, 4.26 GiB in (445 MiB/s), 9.92 MiB out

(1013 KiB/s), 43s

Filtered: 1206 matched, 41290 did not match

Xcp command : xXcp isync -match fnm("FILE USER5*")
<source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 42,496 scanned, 1,206 matched

Speed : 6.70 GiB in (145 MiB/s), 15.4 MiB out (332 KiB/s)
Total Time : 47s.

Job ID : Job 2023-11-16 23.25.03.734323 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.25.03.734323 isync.log

STATUS : PASSED

iSync -BS <n[k]>

£/ -bs <n[k]>B8# isync IEEBRERA/NIGS - ARERA/NS 64k o

A

xcp isync -loglevel DEBUG -bs <n[k]> <source ip address>:/source vol

<destination ip address>:/dest vol
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root@clientl linux]# ./xcp isync -loglevel DEBUG -bs 32k
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 00.49.20.336389 isync

20,616 scanned, 1.62 GiB in (332 MiB/s), 8.23 MiB out (1.64 MiB/s), 5s

30,240 scanned, 4.55 GiB in (594 MiB/s), 22.4 MiB out (2.81 MiB/s), 10s

30,439 scanned, 7.47 GiB in (589 MiB/s), 35.6 MiB out (2.60 MiB/s), 15s

30,439 scanned, 10.5 GiB in (617 MiB/s), 49.5 MiB out (2.75 MiB/s), 20s
7

30,863 scanned, 1 copied, 13.3 GiB in (547 MiB/s), 62.
MiB/s), 25s

MiB out (2.56

42,497 scanned, 71 copied, 227 GiB in (637 MiB/s), 5.12 GiB out (2.79
MiB/s), 6m40s

42,497 scanned, 71 copied, 229 GiB in (538 MiB/s), 5.13 GiB out (2.35
MiB/s), 6m45s

Xcp command : xcp isync —-loglevel DEBUG -bs 32k

<source ip address>:/source vol

<destination ip address>:/dest vol

Stats : 42,497 scanned, 71 copied

Speed : 231 GiB in (579 MiB/s), 5.14 GiB out (12.9 MiB/s)

Total Time : 6m48s.

Job ID : Job 2023-11-17 00.49.20.336389 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.error

STATUS : PASSED

[root@clientl linux]#

iSync - 1T
i -parallel <n> 8% isync FLLUIERLITHREIREFHNRAHE - BREAT °
BE

xcp isync -parallel <n> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@clientl linux]# xcp isync -parallel 16
<source ip address>:/source vol
<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.25.57.058655 isync

21,279 scanned, 765 MiB in (104 MiB/s), 2.43 MiB out (337 KiB/s), 7s
30,208 scanned, 126 removed, 3.00 GiB in (461 MiB/s), 9.11 MiB out
(1.33 MiB/s), 12s

35,062 scanned, 592 removed, 6.01 GiB in (615 MiB/s), 17.2 MiB out
(1.61 MiB/s), 17s

35,062 scanned, 592 removed, 7.35 GiB in (272 MiB/s), 20.3 MiB out (642
KiB/s), 22s

42,496 scanned, 1,027 copied, 1,027 removed, 231 GiB in (602 MiB/s),
576 MiB out (1.31 MiB/s),

Tm40s

Xcp command : xcp isync -parallel 16 <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,027 removed, 42,496 scanned, 1,027 copied

Speed : 234 GiB in (515 MiB/s), 584 MiB out (1.26 MiB/s)

Total Time : 7m4d5s.

Job ID : Job 2023-11-16 23.25.57.058655 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.57.058655 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.57.058655 isync.error

STATUS : PASSED

iSync -dircount <n[k]>
M -dircount <n[k]> 8% isync ARIEEENEERHNERK/NNES  FERER 64k
EEp

xcp isync -dircount <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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root@clientl linux]# ./xcp isync -dircount 32k

<source ip address>:/source vol

<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.33.45.854686 isync

16,086 scanned, 824 MiB in (164 MiB/s), 2.75 MiB out (558 KiB/s), b5s
24,916 scanned, 4.42 GiB in (727 MiB/s), 12.5 MiB out (1.91 MiB/s), 1lls
31,633 scanned, 237 removed, 7.19 GiB in (567 MiB/s), 19.0 MiB out
(1.30 MiB/s), 16s

31,633 scanned, 237 removed, 9.74 GiB in (512 MiB/s), 24.7 MiB out
(1.13 MiB/s), 21s

33,434 scanned, 237 removed, 11.6 GiB in (385 MiB/s), 29.3 MiB out (935
KiB/s), 26s

33,434 scanned, 499 copied, 237 removed, 13.1 GiB in (298 MiB/s), 57.7
MiB out (5.66 MiB/s), 3ls

42,496 scanned, 1,000 copied, 1,000 removed, 229 GiB in (609 MiB/s),
572 MiB out (1.34 MiB/s),

Tm3s

42,496 scanned, 1,000 copied, 1,000 removed, 232 GiB in (549 MiB/s),
578 MiB out (1.20 MiB/s),

Tm8s

Xcp command : xcp isync -dircount 32k <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,496 scanned, 1,000 copied

Speed : 234 GiB in (555 MiB/s), 583 MiB out (1.35 MiB/s)

Total Time : 7mlls.

Job ID : Job 2023-11-16 23.33.45.854686 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.33.45.854686 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.33.45.854686 isync.error

STATUS : PASSED

iSync - BFfR <filter>

€M -exclude <filter> 2% isync L RBIFNT SEERGBIEEMBER
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xcp isync -exclude <filter> <source ip address>:/source vol
<destination ip address>:/dest vol

mEEE

[root@clientl linux]# ./xcp isync -exclude fnm("FILE USER5*")

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.41.00.713151 isync

14,514 scanned, 570 excluded, 675 MiB in (133 MiB/s), 2.03 MiB out (411
KiB/s), b5s

24,211 scanned, 570 excluded, 4.17 GiB in (713 MiB/s), 11.0 MiB out
(1.79 MiB/s), 10s

30,786 scanned, 574 excluded, 116 removed, 7.07 GiB in (589 MiB/s),
17.7 MiB out (1.32

MiB/s), 15s

30,786 scanned, 574 excluded, 116 removed, 10.1 GiB in (629 MiB/s),
24.7 MiB out (1.40

MiB/s), 20s

31,106 scanned, 222 copied, 574 excluded, 116 removed, 12.8 GiB in (510
MiB/s), 42.3 MiB out

(3.33 MiB/s), 26s

41,316 scanned, 1,000 copied, 1,206 excluded, 1,000 removed, 225 GiB in
(616 MiB/s), 563 MiB

out (1.36 MiB/s), 6m35s

Excluded: 1206 excluded, 0 did not match exclude criteria

Xcp command : xcp isync -exclude fnm("FILE USERS*")

<source ip address>:/source vol <destination ip address>:/dest vol
Stats : 1,000 removed, 41,316 scanned, 1,000 copied, 1,206 excluded
Speed : 227 GiB in (584 MiB/s), 568 MiB out (1.42 MiB/s)

Total Time : 6m38s.

Job ID : Job 2023-11-16 23.41.00.713151 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.41.00.713151 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.41.00.713151 isync.error

STATUS : PASSED
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iSync -newid <name>
fEF -newid <name> B2# isync ANIEEMERS| BB HRABHEG S o
ok

xcp isync -newid <name> -s3.endpoint <S3 endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/

FETEER

root@clientl linux]# ./xcp isync -newid testing -s3.endpoint
<S3 endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/

Job ID: Job 2023-11-16 04.33.32.381458 isync

target scan completed: 502 scanned, 250 s3.objects, 251 indexed, 118
KiB in (38.9 KiB/s), 63.7

KiB out (20.9 KiB/s), 3s.

Xcp command : Xcp isync -newid testing -s3.endpoint S3 endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.8 KiB/s), 63.7 KiB out (20.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 04.33.32.381458 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 04.33.32.381458 isync.log

STATUS : PASSED

iSync -logLevel <name>

A -1loglevel <name> 2# isync ARKREHFRANGS ; ATAARAIE info 1 debug ° FE5%{E% info

[e]
A

xcp isync -loglevel <name> -bs <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@clientl linux]# ./xcp isync -loglevel DEBUG -bs 32k

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 00.49.20.336389 isync

20,616 scanned, 1.62 GiB in (332 MiB/s), 8.23 MiB out (1
30,240 scanned, 4.55 GiB in (594 MiB/s), 22.4 MiB out (2
30,439 scanned, 7.47 GiB in (589 MiB/s), 35.6 MiB out (2
30,439 scanned, 10.5 GiB in (617 MiB/s), 49.5 MiB out (2
30,863 scanned, 1 copied, 13.3 GiB in (547 MiB/s), 62.7 M

MiB/s), 25s

42,497 scanned, 71 copied, 227 GiB in (637 MiB/s), 5.12 G
MiB/s), 6m40s

42,497 scanned, 71 copied, 229 GiB in (538 MiB/s), 5.13 G
MiB/s), 6m45s

Xcp command : xcp isync —-loglevel DEBUG -bs 32k

.64
.81
.60
.75

iB

iB

iB

MiB/s)
MiB/s), 10s
MiB/s)

, 5s

, 15s

MiB/s), 20s

out

out

out

(2.56

(2.79

(2.35

<source ip address>:/source vol <destination ip address>:/dest vol

Stats : 42,497 scanned, 71 copied

Speed : 231 GiB in (579 MiB/s), 5.14 GiB out (12.9 MiB/s)
Total Time : 6m48s.

Job ID : Job 2023-11-17 00.49.20.336389 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
17 00.49.20.336389 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
17 00.49.20.336389 isync.error

STATUS : PASSED

iSync -preserve-atime

M -preserve-atime 8% isync MLHRFIEEREREEIIFE L ERFERIEHS o

EIA

xcp isync -preserve-atime <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@clientl linux]# ./xcp isync -preserve-atime
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 01.31.26.077154 isync

21,649 scanned, 1.41 GiB in (260 MiB/s), 5.63 MiB out (1.01 MiB/s), 5s
32,034 scanned, 10.9 GiB in (400 MiB/s), 29.3 MiB out (925 KiB/s), 30s
33,950 scanned, 1 copied, 12.9 GiB in (399 MiB/s), 35.5 MiB out (1.24
MiB/s), 35s

33,950 scanned, 1 copied, 14.7 GiB in (361 MiB/s), 39.6 MiB out (830
KiB/s), 41s

42,499 scanned, 1 copied, 229 GiB in (623 MiB/s), 529 MiB out (1.37
MiB/s), 7mlé6s

42,499 scanned, 1 copied, 233 GiB in (719 MiB/s), 536 MiB out (1.56
MiB/s), 7m2ls

Xcp command : xcp isync -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 42,499 scanned, 1 copied

Speed : 234 GiB in (541 MiB/s), 540 MiB out (1.22 MiB/s)

Total Time : 7m23s.

Job ID : Job 2023-11-17 01.31.26.077154 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 01.31.26.077154 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 01.31.26.077154 isync.error

STATUS : PASSED

iSync -s3.insecure
fEF -s3.insecure 8% isync <R HTTP B HTTPS 17 S3 f#F&EEH ©
A

XxCcp isync -newid <name> -s3.insecure -s3.endpoint <S3 endpoint url>
<source_ip address>:/src/USER4 s3://isyncestimate/
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[root@clientl linux]# ./xcp isync -newid testing2 -s3.insecure
-s3.endpoint <S3 endpoint url> <source ip address>:/src/USER4
s3://isyncestimate/

Job ID: Job 2023-11-16 05.09.28.579606 isync

target scan completed: 502 scanned, 250 s3.objects, 118 KiB in (47.6
KiB/s), 50.8 KiB out (20.5

KiB/s), 2s.

Xcp command : xXcp isync -newid testing2?2 -s3.insecure -s3.endpoint
<S3 endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/
Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.5 KiB/s), 63.8 KiB out (20.7 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 05.09.28.579606 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.09.28.579606_ isync.log

STATUS : PASSED

[root@clientl linux]#

iSync -S3.Endpoint <s3_endpoint_url>

£/ -s3.endpoint <s3 endpoint url> 2% isync TUIEER URL BXAUTERZ AWS nEh URL ~ LUE
17 S3 ETfeidst ©

A

xcp 1isync -newid <name> -s3.noverify -s3.endpoint <endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/
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root@clientl linux]# ./xcp isync -newid testing -s3.endpoint <S3-
endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/

Job ID: Job 2023-11-16 04.33.32.381458 isync

target scan completed: 502 scanned, 250 s3.objects, 251 indexed, 118
KiB in (38.9 KiB/s), 63.7 KiB

out (20.9 KiB/s), 3s.

Xcp command : xXcp isync -newid testing -s3.endpoint S3-endpoint url>
<source_ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.8 KiB/s), 63.7 KiB out (20.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 04.33.32.381458 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 04.33.32.381458 isync.log

STATUS : PASSED

iSync -s3.profile <name>
fEF s3.profile B# isync 83 % ~ £ AWS SREIERPISERAN S3 EEEFENIREE °
B

xcp isync -s3.profile <name> -s3.endpoint <S3-endpoint url>
<source_ ip address>:/src/USER4 s3://isyncestimate
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[root@clientl linux]# /xcp/linux/xcp isync -s3.profile s3 profile
-s3.endpoint <S3-endpoint url> <source ip address>:/src/USER4
s3://isyncestimate

Job ID: Job 2023-11-16 05.29.21.279709 isync

target scan completed: 502 scanned, 250 s3.objects, 108 KiB in (46.5

KiB/s), 38.4 KiB out (16.5
KiB/s), 2s.

Xcp command : xcp isync -s3.profile s3 profile -s3. <S3-endpoint url>

<source ip address>:/src/USER4 s3://isyncestimate

Stats : 502 scanned, 250 s3.objects

Speed : 108 KiB in (34.2 KiB/s), 38.4 KiB out (12.1 KiB/s)
Total Time : 3s.

Job ID : Job 2023-11-16_05.29.21.279709 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.29.21.279709 isync.log

STATUS : PASSED

[root@clientl linux]#

iSync -s3.noverify
R -s3.noverify 2% isync ANER S3 FF&EENZ SSL /&ETaREmENG < ©
=

xcp isync -newid <name> -s3.noverify -s3.endpoint <endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/
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root@clientl linux]# ./xcp isync -newid testing5 -s3.noverify
-s3.endpoint <endpoint url> <source ip address>:/src/USER4
s3://isyncestimate/

Job ID: Job 2023-11-16 05.11.12.803441 isync

target scan completed: 502 scanned, 250 s3.objects, 118 KiB in (40.8
KiB/s), 50.8 KiB out (17.6

KiB/s), 2s.

Xcp command : xcp isync -newid testing5 -s3.noverify -s3.endpoint
<endpoint url>

<source_ ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (34.7 KiB/s), 63.8 KiB out (18.6 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 05.11.12.803441 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.11.12.803441 isync.log

STATUS : PASSED

[root@clientl linux]#

iSync FE{&

° isync BR L EJIEECHER estimate TRMAPAREEIREE isync ATRBEENGS o o -id BBUEE A
BAREEE RS -

A

XCp isync estimate -id <name>

@ o -id B2HMZBNEM isync estimate MTEE o
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[root@clientl linux]#

./xcp isync estimate -id <name>

Job ID: Job 2023-11-20 04.08.18.967541 isync estimate
Index: aalbatch errorl {source: <source ip address>:/src, target:

<destination ip address>:/dest}
786 MiB in

30,611 scanned,
45,958 scanned,
53,825 scanned,
67,260 scanned,
81,328 scanned,
85,697 scanned,
85,697 scanned,

Xcp command : XCp

Estimated Time
Job ID
Log Path

i S

92

3.11
4.33
5o
6
8

57

.85
.14

GiB
GiB
GiB
GiB
GiB
GiB

in
in
in
in
in

in

(223
216
231
253
241
(262

(
(
(
(

isync estimate

45.1s
Job 2023-11-20 04.08.18.
/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

(141 MiB/s)

MiB/s),
MiB/s),
MiB/s),
MiB/s)
MiB/s)

MiB/s),

’

4

3.60 MiB out
8.48

13.
18.
23.
29.
34.

-id <name>

967541 isync estimate

20 04.08.18.967541 isync estimate.log

Error Path

20 04.08.18.967541 isync estimate.error

STATUS PASSED

TRIIE isync estimate DEREERAA o

W

S

iSync ¥&{ih -nodata

iSync F&fd -noattis

iSync F&{ii - nomods
iSync & -mtimeWindow

<<nfs_isync_estimate_match,iSync T8{&{E - fT S

EhiEes >

<<nfs_isync_estimate_bs,iSync F&f - bs ; n[k]>

<<nfs_isync_estimate_parallel,iSync 7&f#& - 47 ; n> #

<<nfs_isync_estimate_dircount,iSync F&{# -dircount %

> n[k]>

<<nfs_isync_estimate_exclude,iSync T&ft; - Hkf& ; &

e >

<<nfs_isync_estimate_id,iSync F&f& -id ; %8 >

<<nfs_isync_estimate_loglevel,iSync {&i5H{& -loglevel

; atE >
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TBEER
TMEEBM -
T EREIERENER

5
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MiB
MiB
MiB
MiB
MiB
MiB

out
out
out
out
out
out

~ o~ o~ o~ o~ —~

(661 KiB/s),

939 KiB/s)
912 KiB/s)
961 KiB/s)
1.05 MiB/s
1005 KiB/s
1.06 MiB/s

/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

15T Pl RS DRI i 2 SR A1 TRREE o

¥

ERR BB ERERIAFTRVERM B -

BEE @A/ (FARIE : 64K) o
EELITHREERFHNRAME (AxE: 7)
5AE - B B ER A/ (FRRA 64k )

HERAT S EREEIR P BUE SR B 8 -

1EE SRR SRR B8 ATE o

T

ax e &
info )

CEREAR ; FTFAEARA info ~ debug (FEE% :

o

14
4

’

)
)
)

14

4

4

5s

10s
16s
228

o

27s
32s
37s

[e]



2% sRPA

iSync FBfd - Preserve-atime RIR LA ERERE ERFERIEER -

iSync F&fd -s3.insecure $2{HIZETE « TI7E S3 Bucket MIIFPER HTTP 3k
HTTPS ©

<<nfs_isync_estimate_endpoint,iSync T&{& LA S3 Bucket @EAYIEE URL B R TELAY Amazon

-S3.Endpoint ; S3_Endpoint URL> Web Services (AWS ) imEhE URL o

<<nfs_isync_estimate_s3_profile,iSync -s3.profile ; £ AWS 2:EERIEE AN S3 EFEIBIIEREN

profile_name gt;

iSync F&1{& -s3.noverify £ S3 Bucket #@:1IHY SSL 528 FERERET ©

iSync F8{& -nodata
M -nodata B# isync estimate IBEAREEN

E
g/

xCcp isync estimate -nodata -id <name>
e

[root@clientl linux]# ./xXcp isync estimate -nodata -id <name>

Job ID: Job 2023-11-23 23.19.45.648691 isync estimate
Index: isync est {source: <source ip address>:/fgl, target:
<destination ip address>:/fv}

Xcp command : xcp isync estimate -nodata -id <name>
Estimated Time : 0.6s

Job ID : Job 2023-11-23 23.19.45.648691 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

23 23.19.45.648691 isync estimate.log

STATUS : PASSED

iSync F&f& -noattis
{#H -noattrs 828 isync estimate IEENMEEREM o

R
El=

xCcp isync estimate -noattrs -id <name>
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[root@clientl linux]# ./xXcp isync estimate -noattrs -id <name>

Job ID: Job 2023-11-23 23.20.25.042500 isync estimate
Index: isync est {source: <source ip address>:/fgl, target:
<target ip address>:/fv}

Xcp command : xcp isync estimate -noattrs -id <name>
Estimated Time : 2.4s

Job ID : Job 2023-11-23 23.20.25.042500 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

23 23.20.25.042500 isync _estimate.log

STATUS : PASSED

iSync 8f& - nomods

fFF -nomods B8 isync estimate IHEMEEIEZIECLEFR] ©

EIA

XCp isync estimate -nomods -id <name>
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[root@clientl linux]# ./xcp isync —-nomodes

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.56.48.571392 isync

13,897 scanned, 763 MiB in (152 MiB/s), 2.28 MiB out (463 KiB/s),
21,393 scanned, 148 removed, 4.81 GiB in (739 MiB/s), 12.5 MiB out

(1.81 MiB/s), 1ls

28,517 scanned, 148 removed, 7.68 GiB in (578 MiB/s), 19.1 MiB out

(1.31 MiB/s), 16s

28,517 scanned, 148 removed, 10.7 GiB in (619 MiB/s), 26.3 MiB out

(1.43 MiB/s), 21s

29,167 scanned, 396 copied, 148 removed, 13.2 GiB in (434 MiB/s),

MiB out (4.33 MiB/s), 27s

5s

51.

42,790 scanned, 1,000 copied, 1,000 removed, 229 GiB in (641 MiB/s),

571 MiB out (1.40 MiB/s),
om4d?2s

42,790 scanned, 1,000 copied, 1,000 removed, 232 GiB in (668 MiB/s),

578 MiB out (1.46 MiB/s),
om4d7s

Xcp command : xcp isync -nomods <source ip address>:/source vol

<destination ip address>:/dest vol

Stats : 1,000 removed, 42,790 scanned, 1,000 copied
Speed : 234 GiB in (585 MiB/s), 583 MiB out (1.42 MiB/s)
Total Time : 6mb50s.

Job ID : Job 2023-11-16 22.56.48.571392 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 22.56.48.571392 isync.log

STATUS : PASSED

iSync {45 -mtimeWindow <s>
A -mtimewindow <s> 2% isync estimate 5 Al BB RS =R LUE T
=

xcp isync estimate -mtimewindow <s> -id <name>

o
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[root@clientl linux]# ./xXcp isync estimate -mtimewindow 10 -id <name>

Job ID: Job 2023-11-16 01.47.05.139847 isync estimate
Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -mtimewindow 10 -id <name>
Estimated Time : 2m42s

Job ID : Job 2023-11-16 01.47.05.139847 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 01.47.05.139847 isync estimate.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 01.47.05.139847 isync estimate.error

STATUS : PASSED

iSync Fafh - {5 <filter>

f#H -match <filter> % isync estimate (ERIEHEEEEIFERIIEZMBEE o

i

=R
CI=

xcp isync estimate -match <filter> -id <name>

RETEE

[root@clientl linux]# ./xXcp isync estimate -match <filter> -id <name>

Job ID: Job 2023-11-16 02.13.34.904794 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Filtered: 0 matched, 6 did not match

Xcp command : xXcp isync estimate -match fnm('FILE *') -id <name>
Estimated Time : 0.8s

Job ID : Job 2023-11-16 02.13.34.904794 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.13.34.904794 isync estimate.log

STATUS : PASSED

iSync T&f& -BS <n[k]>

R -bs <n[k]>B# isync estimate IEEEI / BAERA/N o TEREHRA/NA 64k ©
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xcp isync estimate -bs <n[k]> -id <name>

mEREf

[root@clientl linux]# ./xXcp isync estimate -bs 128k -id <name>

Job ID: Job 2023-11-16 02.14.21.263618 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -bs 128k -id <name>

Estimated Time : 6m48s

Job ID : Job 2023-11-16 02.14.21.263618 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.14.21.263618 isync estimate.log

STATUS : PASSED

iSync Faf - 1T
M -parallel <n> 2% isync estimate FEELITHREIEEFHNEAEE o FBREAT °
B

xCcp isync estimate -parallel <n> -id <name>

e

[root@clientl linux]# ./xcp isync estimate -parallel 10 -id <name>

Job ID: Job 2023-11-16 02.15.25.109554 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -parallel 10 -id <name>
Estimated Time : 8m3s

Job ID : Job 2023-11-16 02.15.25.109554 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.15.25.109554 isync estimate.log

STATUS : PASSED



iSync F&{& -dircount <n[k]>
fEF -dircount <n[k]> 2% isync estimate F5EEENBERFRFAVER K/ o FEERES 64k ©
TP

XCp isync estimate -dircount <n[k]> -id <name>

e

[root@clientl linux]# ./xcp isync estimate -dircount 128k -id <name>

Job ID: Job 2023-11-16 02.15.56.200697 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -dircount 128k -id <name>
Estimated Time : 8mb6s

Job ID : Job 2023-11-16 02.15.56.200697 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.15.56.200697 isync estimate.log

STATUS : PASSED

iSync Fafd - HEfR <filter>
f#H -exclude <filter> B# isync estimate AJPFMREETERCEACAIEFIBER o

=h
an/

xcp lisync estimate -exclude <filter> -id <name>
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[root@clientl linux]# ./xcp isync estimate -exclude "fnm('DIR1*')" -id
<name>

Job ID: Job 2023-11-16 02.16.30.449378 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Excluded: 60 excluded, 0 did not match exclude criteria

Xcp command : xcp isync estimate -exclude fnm('DIR1*') -id <name>
Estimated Time : 3m29s

Job ID : Job 2023-11-16 02.16.30.449378 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.16.30.449378 isync estimate.log

STATUS : PASSED

iSync 78 -id <name>
f#H -id <name> 8% isync estimate 157 Bi%%HE pf LHIBVERIEZE
sE

xXCcp isync estimate -id <name>
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[root@clientl linux]# ./xXcp isync estimate -id <name>

Job ID: Job 2023-11-20 04.08.18.967541 isync estimate
Index: <name> {source: <source ip address>:/src, target:
<destination ip address>:/dest}

30,611 scanned, 786 MiB in (141 MiB/s), 3.60 MiB out (661 KiB/s), 5s

’
45,958 scanned, 1.92 GiB in (223 MiB/s), 8.48 MiB out (939 KiB/s), 10s
53,825 scanned, 3.11 GiB in (216 MiB/s), 13.5 MiB out (912 KiB/s), 1l6s
67,260 scanned, 4.33 GiB in (231 MiB/s), 18.6 MiB out (961 KiB/s), 22s
81,328 scanned, 5.57 GiB in (253 MiB/s), 23.8 MiB out (1.05 MiB/s), 27s
85,697 scanned, 6.85 GiB in (241 MiB/s), 29.2 MiB out (1005 KiB/s), 32s
85,697 scanned, 8.14 GiB in (262 MiB/s), 34.5 MiB out (1.06 MiB/s), 37s

Xcp command : xcp isync estimate -id <name>

Estimated Time : 45.1s

Job ID : Job 2023-11-20 04.08.18.967541 isync estimate
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
20 04.08.18.967541 isync estimate.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
20 04.08.18.967541 isync estimate.error

STATUS : PASSED

iSync F&{ -logLevel <name>

£ -loglevel <name> B# isync estimate BERELEKEAR ~ THEMNELRS info H debug ° TERRIE
#info ©

E=p

xcp isync estimate -loglevel <name> -id <name>
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[root@clientl linux]# ./xXcp isync estimate -loglevel DEBUG -id <name>

Job ID: Job 2023-11-16 02.16.58.212518 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -loglevel DEBUG -id <name>
Estimated Time : 8ml8s

Job ID : Job 2023-11-16 02.16.58.212518 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.16.58.212518 isync estimate.log

STATUS : PASSED

iSync &% - Preserve-atime
fEF -preserve-atime 2% isync estimate BFAIEERERERRE L ERFEHIEER o
Ep

XCp isync estimate -preserve-atime -id <name>

e

[root@clientl linux]# ./xcp isync estimate -preserve-atime -id <name>

Job ID: Job 2023-11-16 02.17.32.085754 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -preserve-atime -id <name>
Estimated Time : 8m26s

Job ID : Job 2023-11-16 02.17.32.085754 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.17.32.085754 isync estimate.log

STATUS : PASSED

iSync FE{t -s3.insecure

fEF -s3.insecure 8% isync estimate A HTTP BT HTTPS 17 S3 #F&E&E: ©
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XCp 1sync estimate -s3.insecure -id <name>

mEREf

[root@clientl linux]# ./xcp isync estimate -s3.insecure -id S3 index

Job ID: Job 2023-11-16 02.22.36.481539 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:
s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (86.1 KiB/s), 5.53 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.insecure -id S3 index

Estimated Time : 9.4s

Job ID : Job 2023-11-16 02.22.36.481539 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.22.36.481539 isync estimate.log

STATUS : PASSED

iSync &% -S3.Endpoint <s3_endpoint_url>

/8 -s3.endpoint <s3 endpoint url> 2% isync estimate MIEER URL BETER AWS ifiEh
URL LUET S3 RFEEH -

EIA

xcp isync estimate -s3.endpoint <S3 endpoint url> -id <name>
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[root@clientl linux]# ./xcp isync estimate -s3.endpoint
<S3 endpoint url> -id S3 indexl

Job ID: Job 2023-11-16 02.35.49.911194 isync estimate

Index: S3 indexl {source: <source ip address>:/source vol/USER5,
target: s3://isyncestimate/}

2,002 scanned, 432 KiB in (85.6 KiB/s), 5.54 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.54 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.endpoint <S3 endpoint url> -id
S3_index1

Estimated Time : 13.3s

Job ID : Job 2023-11-16 02.35.49.911194 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.35.49.911194 isync estimate.log

STATUS : PASSED

iSync F&{ -s3.profile <name>
M s3.profile 2% isync estimate & AWS SRFBIERPISE AN S3 EEFEBEMNNRTERE °
s

xcp isync estimate -s3.profile s3 profile -id <name>
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[root@clientl linux]# ./xcp isync estimate -s3.profile s3 profile -id
S3 index

Job ID: Job 2023-11-16 02.25.57.045692 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:
s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (84.9 KiB/s), 5.53 KiB out (1.09 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.profile s3 profile -id S3 index
Estimated Time : 9.7s

Job ID : Job 2023-11-16 02.25.57.045692 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.25.57.045692 isync estimate.log

STATUS : PASSED

iSync TEfti -s3.noverify

fEF -s3.noverify 28 isync estimate BE S3 Bucket #BsMAY SSL /&ETEREREE

ok

xcp isync estimate -s3.noverify -id <name>

T
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[root@clientl linux]# ./xcp isync estimate -s3.noverify -id S3 index

Job ID: Job 2023-11-16 02.23.36.515890 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USER5, target:
s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (85.7 KiB/s), 5.53 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : xXcp isync estimate -s3.noverify -id S3 index

Estimated Time : 9.3s

Job ID : Job 2023-11-16 02.23.36.515890 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.23.36.515890 isync estimate.log

STATUS : PASSED
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